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FOREWORD 
 

These proceedings contain the papers of the 15th International Conference on ICT, 

Society and Human Beings (ICT 2022), the 19th International Conference Web Based 

Communities and Social Media (WBCSM 2022) and of the 14th International 

Conference on e-Health (EH 2022), which were organised by the International 

Association for Development of the Information Society, from 19 - 21 July, 2022. These 

conferences are part of the Multi Conference on Computer Science and Information 

Systems 2022, 19-22 July, which had a total of 608 submissions. 

 

 

The Network period in the evolution of computer technology is very much based on the 

convergence and integration of three main technologies; computer technology, tele 

technology and media technology. Telecommunication technology is playing a more 

and more dominant role in this convergence, especially internet and web technology. 

Embedded (ubiquitous) computer technology is making the process invisible, and media 

technologies converge within itself (multimedia and cross media). The convergence 

process is enforced all the time by smaller, cheaper, and more powerful components. 

 

ICT and its applications are interacting with environments, roles, and processes which 

can also be modelled by converging circles. The process of social and psychosocial 

change and ICT from a global perspective is described graphically in the convergence 

model in figure 1 (Bradley 2006 Routledge) with concepts and their interrelations. Both 

“convergence” and “interactions” are important features in the model. Read from the 

left hand side in the model for the titles of some main tracks of the conference: 
 Globalisation and ICT: When technology, economy, norms/values and labour 
market are converging on a global level, what are the hard questions? When the 
geographical space in the future will be both global and beyond – including virtual 
reality (VR) what is the state of art in research? (see the list of key words under 
´globalisation´) 
 Information and Communication Technology (ICT), next cluster of circles to the 
left in the figure, what applications contribute to desirable goals in the society? 
 When Work Environment, Home Environment, and Public Environment are 
converging and the work and public issues tend to merge into the private sphere of 
our homes – what main changes in peoples Life Environment occur?. 
 If the Professional Role (Work Life), Private Role (Private Life) and Citizen’s Role 
(Public Life) converge forming a Life Role, what are the main social-psychologial 
changes? 
 Four circles representing Virtual Reality (VR) are marked with dotted lines and are 
surrounding the set of converging circles. These circles reflect our participation in 
cyberspace on various levels. To the left part in figure we could talk about Virtual 
Worlds on the global level. Within the concept of ICT, the steps taken by applied 
Embedded and ubiquitous technology make technology more hidden to the 
individual and society as a whole.  
Virtual Environments are already a common concept. Finally, we could talk about 
Virtual Human Roles, which could in more extreme forms be another personality that 
you play e g avatars. The converging circles are forming a Life Role and new life 
styles are being shaped. 
 Effects on humans become more multi faceted and complex. Research focusing 
upon the individual is crucial i. e. research on how the use of ICT interacts with and 
impacts identity, social competence, creativity, integrity, trust, dependency etc.  



 x 

A compass rose (card) for “Effects on Humans” (to the right) is used as a metaphor 
reminding us of the importance to keep the direction towards desirable human and 
societal goals and qualities at the development and use of ICT. 
 

Figure 1. Convergence Model on ICT and Psychosocial Life Environment  

(Source: Bradley, 2005, 2006) 

 

ICT can provide tools for promoting sustainability (environmental, economic, and social 

sustainability) but can also be a threat for sustainability. Sustainability as a guiding 

principle involves system perspective, holism, human aspects, bottom up approach, 

common good, and equality. A change in focus regarding research and development is 

taking place. Analysis and design increasingly address both the work process and 

management connected to the sphere of production life and people’s life environment. 

Analysis and design of ICT and societal systems both at local level and globally become 

important. What research in the field exists or is needed? 

 

Community research in a broad sense comes to the fore – both physical and virtual 

communities. There is also a requirement to involve new and additional actors at the 

deeper and broader integration of ICT in the society (children, elderly, and consumer 

organisations). Educational programs on Community Informatics and Social Informatics 

are appearing in many academic institutions. Can a new infrastructure of the society be 

identified? 

 

The effects of ICT on human beings as well as the interaction between ICT, individuals, 

and society are all within the focus of this conference. Both analyses of interactions and 

effects are important. Changes in behaviour, perspectives, values, competencies, human 

and psychological aspects and feelings are all of interest. Reflections on past, present, 

and future challenges – especially planning for handling the latter – are encouraged. 

 

Today, computer science and ICT-related disciplines are working more and more 

together with various behavioural and social sciences including child psychology and 

developmental psychology. For this reason, the conference pays attention to societal 

changes, global and more local organisational and institutional changes, changes in 

values and in lifestyles, as well as individual cognitive effects and changes, motivational 

and emotional changes. It also appeals to solution-building in terms of desirable goals 

and actions for reaching a Good Information Society. 

 

http://ict-conf.org/wp-content/uploads/2014/03/ict.jpg
http://ict-conf.org/wp-content/uploads/2014/03/ict.jpg
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In general, all types of research strategies are encouraged, and especially  

cross-disciplinary and multi-disciplinary studies. Case studies, broader empirical field 

studies, theoretical analyses, cross-cultural studies, scenarios, ethnographic studies, 

epistemological analyses may all be presented. 

 

The ICT, Society and Human Beings 2022 conference addresses in detail seven main 

aspects: 

- Globalization and ICT 

- Life environment and ICT 

- Life role and ICT 

- ICT and effects on humans 

- Perspectives on ICT 

- Desirable goals and ICT 

- Actions for reaching the Good Information Society 

 

Significant societal challenges in the form of demographics, urbanisation, climate 

change, resource crises and global competition are driving profound changes within our 

cities. In order to cope, governments and businesses are turning to ‘smart city’ concepts 

with the aim to enhance the efficiency of key infrastructure, utilities and services to 

create a sustainable urban environment that improves the quality of life for its citizens 

and enhances economic development. Smart cities are essentially built by utilising a set 

of latest information and communication technologies (ICT), including Wi-Fi and 

mobile networks, wireless sensors, the Internet of things, big data analytic tools, cloud 

services, mobile devices, and mobile apps. In this context, ICT as an enabling Smart 

City technology will generate radically new “smart” services and facilities. The UK’s 

Department of Business, Innovation and Skills values the smart city industry at more 

than $400 billion globally by 2020. 

 

The World Wide Web has migrated from information space into opportunities for social 

communication. Social Media are growing rapidly and play an increasingly important 

role in the development of Online Communities. They are all about identity, reputation, 

presence and relationships. Web based communities announce themselves both in your 

professional and private life through several new media such as LinkedIn, Twitter, 

Plaxo, etc. In order to keep you up to date with the pace of these new technological 

developments this Conference offers a dedicated overview and informative discussion 

on today’s most relevant issues in new media for social life on the web.  

 

Social Media are growing rapidly and play an increasingly important role in the 

development of Online Communities. Social Network Sites and Web-based 

communities announce themselves both in your professional and private life through 

new media such as Facebook, LinkedIn, Twitter, Plaxo, etc. Social media allow more 

dynamic roles in participation, virtual presence and online communities. These new 

ways to communicate via online social media have great societal effects and are 

motivating the creation of best practices to help individuals, corporations and authorities 

to make the best of it. It raises the awareness of the growing impact of social media and 

the influence of web based communities in today’s users / consumers behavior; many 

organizations spend an increasing share of their budget in online social marketing 

strategies. 
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The mission of the Web Based Communities and Social Media 2022 conference is to 

publish and integrate scientific results and act catalytically to the fast developing culture 

of web communities, while helping to disseminate and understand the latest 

developments social media and their impact. 

 

Submissions were accepted under the following main topics: 

- The History, Architecture and Future of Virtual Communities 

- Cyborgs, Teleworking, Telemedicine, Art Games and Learning Communities 

- Virtual Communities for People with Special Needs 

- Group Processes and Self-Organization 

- Expanding Markets through Virtual Communities 

- Collaborative Technologies 

- Social Media 

The use of ICTs (Information and Communication Technologies) in Healthcare Services 

is the main mechanism to improve efficiency and effectiveness. Nowadays ICTs are 

being developed to achieve the following objectives: 

– To integrate heterogeneous systems; 

– To develop frameworks to make all data meaningful, accessible and available 

everywhere and permanently; 

– To develop AIDC (Automatic Identification and Data Collectors) systems; 

– To develop intelligent systems to support clinical and management decisions; 

The use of these technologies also improves the quality of patient care and reduces 

clinical risk. At the same time, the patient will be part of the healthcare process, having 

more information about diseases and access to his/her electronic health record. 

 

The e-Health (EH) 2022 conference aims to draw together information systems, 

practitioners and management experts from all quadrants involved in developing 

computer technology to improve healthcare quality. 

 

Submissions were accepted under the following 3 main areas in the field of e-Health 

within specific topics: 

 

-Research Issues 

-Management Issues 

-Applications 

 

These conferences received 188 submissions from more than 25 countries. Each 

submission has been anonymously reviewed by an average of four independent 

reviewers, to ensure that accepted submissions were of a high standard. Consequently, 

only 28 full papers were approved which means an acceptance rate of 15%. A few more 

papers were accepted as short papers and reflection papers. An extended version of the 

best papers may be published in the IADIS International Journal on Computer Science 

and Information Systems (ISSN: 1646-3692), IADIS International Journal on 

WWW/Internet (ISSN: 1645-7641), and also in other selected journals. 

 

Besides the presentation of full, short and reflection papers, these conferences also 

included one keynote presentation from an internationally distinguished researcher. We 

would therefore like to express our gratitude to Professor Piet Kommers, UNESCO 

Professor of Learning Technologies, The Netherlands, for being our keynote speaker. 
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This volume has taken shape as a result of the contributions from a number of 

individuals. We are grateful to all authors who have submitted their papers to enrich the 

conference proceedings. We wish to thank all members of the organizing committee, 

delegates, invitees and guests whose contribution and involvement are crucial for the 

success of the conference. 

 

Last but not least, we hope that everybody enjoyed the presentations, and we invite all 

participants for next year’s edition of these conferences. 

 

Piet Kommers, University of Twente, The Netherlands 

ICT 2022 & WBCSM 2022 Program Chair 

 

Mário Macedo, Universidade Atlântica, Portugal 

EH 2022 Program Chair 

 

Piet Kommers, University of Twente, The Netherlands 

Pedro Isaias, The University of New South Wales (UNSW – Sydney), Australia 

MCCSIS 2022 General Conference Co-Chairs 
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KEYNOTE LECTURE 

 

 

 

NEEDS AND TOOLS FOR ARTIFICIAL INTELLIGENCE IN 21ST 

CENTURY SOCIETY 

 

 
Professor Piet Kommers, UNESCO Professor of Learning Technologies, 

The Netherlands 

 

ABSTRACT 

The Covid-19 era unexpectedly made all sectors dependent from remote communication, 

virtual- and vicarious learning. 

This lecture is based upon the new book: “Sources for a Better Education: Lessons from 

Research and Best Practices”. 

It signals parallels in society, technology, and demonstrates the risk for biased information; not 

just lacking knowledge or naïve misconceptions. Starting from abundant information access we 

now see tempting options for learners to restructure and even reconceive existing information. 
From the perspective of cognitive growth, the last four decades let learners ‘re-construct 

meaning’ to stimulate highly individualized understanding: Simulations, modelling, concept 

mapping, and lately the cultivation of storytelling; they have been promoted as an extra to just 
absorbing new knowledge. So far, education still underestimated the flip side of constructivist 

learning practices: Critical thinking seemed to be a good candidate for a more active learning 

attitude; It may create more authentic students who build upon existential drive: “What do I 
need to ‘make a difference’ in life. Problem- and challenge-based learning are the keywords. 

The book appetizer “Sources for a better Education” exposes the landscape of learning theories 

and how teachers can benefit from the larger spectrum of A.I. tools: big data, data mining, deep 

learning, machine learning, learning analytics and multi-variate inductive reasoning? This 
lecture will guide you to the main questions: What didactic measures allow teachers to make 

students resilient to fake news? What scenarios for thematic- rather than mono-disciplinary 

courses need to be developed? For instance, in the attempts to implement and disseminate 
STEAM (Science, Technology, Engineering, Arts and Mathematics)? What social media 

mechanisms lead to web-based communities? And: What are valid ways to assess the quality of 

learning outcomes? I hope to meet you and your counter questions imaginary Lisbon. 

 

 

 

https://link.springer.com/gp/book/9783030889029
https://link.springer.com/gp/book/9783030889029
https://www.researchgate.net/publication/356259418_Sources_for_Better_Education_Lessons_for_Parents_Teachers_and_Students_V18_Appetizer
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ABSTRACT 

Student recruitment rates are essential for Higher Education institutions’ sustainability. Universities may try to attract 
prospective students by providing information in their institutional website, advertising or offering campus visits, among 

other initiatives. In this line, the “UA Informa” is a project towards the promotion of extension activities for the community, 
to promote the image of the University of Aveiro (UA) and enhance education for sustainability. The project is relevant to 
UA students, prospective students, and other visitors. In this context, a set of open educational resources was developed to 
be accessed through QR codes spread across the campus. This exploratory study analyses the contribution of a non-formal 
game-based university campus visit into two dimensions: a) promotion of the institution's image; and b) students’ 
satisfaction with the proposed activity. The game prompts the players to find nine points of interest with specific QR codes, 
resulting on a path through the campus. A total of 23 students attending grade 10, from a school out of the UA influence 
zone, participated in the campus visit. At the end, students filled in an individual and anonymous questionnaire exposing 

their opinion on the experience. The students revealed an overall favorable perception on the university and game-based 
campus visit, as they classified the activity as interesting and with good value for learning about the university. Nineteen 
students considered they would like to attend a UA course in the future (after grade 12), although many presented a neutral 
position regarding this possibility. This study indicates that the UA Informa may enhance the university image to capture 
prospective students, but its utility does not end here, as it may also facilitate the integration of students who attend the UA 
for the first time, and opens the university to the overall community. Furthermore, the QR codes are a visible and practical 
way to provide outreach and promote involvement of the community with sustainability issues, so it might have impact in 
the society sustainable habits as well. 

KEYWORDS 

Higher Education, Institution Promotion, Open Educational Resources, Outdoor Games, Campus Visit 

1. INTRODUCTION 

Student recruitment rates are essential for Higher Education institutions’ sustainability, as their mission is 
usually focused on knowledge creation and teaching (Brock & Zhong, 2021). Universities may resort to a broad 
range of initiatives to stimulate and motivate students to enroll in their course offer, such as making information 
available through their institutional website, advertising or campus visits (Han, 2014). Campus visits are 
pointed as highly influential for students’ choice of a postsecondary course and institution (Birch & Rosenman, 
2019; Johnston, 2010).  

One underexplored approach in campus visits is outdoor gaming, which can be supported by mobile 
technologies (Groff et al., 2015). For example, a literature review on mobile apps supporting campus visits 
retrieved only one work presenting an outdoor game approach (Andri et al., 2018). However, outdoor games 
are pointed as important for individuals’ self-development and self-awareness and, when combined with 
collaborative approaches, they may strengthen their social relations as well (Baysal et al., 2022). Moreover, 
when game’s wining conditions require working with other players, collaborative dynamics can also be 
promoted (Marques & Pombo, 2021; Robson et al., 2015). On the other hand, the competition between different 
groups created by games may increase students’ engagement in challenging learning situations and improve 
their overall sense of enjoyment (Hwang et al., 2016). 
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As the access to mobile devices, such as laptops, tablets, smartphones and game consoles, increases in many 
educational contexts, the debate around concepts, such as Bring Your Own device – BYOD (Song, 2014) and 
Mobile Learning (Clarke & Svanaes, 2015), and their educational potential, become more acute. The potential 
of the use of the mentioned devices in educational contexts includes the development of digital competences 
by students. For example, a simple technology, such as the Quick Response codes (QR codes), allows students 
to develop meaningful and contextualized learning on curricular topics, while simultaneously gaining 
experience in the use of digital technologies (Uçak, 2019). Hence, and related with the pervasive access of 
student population to mobile devices, QR codes are becoming widespread in educational contexts as well. 
Their use can be directed at giving access to specific apps (either educational or generalist), so students may 
explore them for learning. QR codes can also be used to access desired information and contents, thus, 
preventing students from wasting time on search engines and find irrelevant or unreliable information. Other 
advantages include giving access to animated or interactive content, besides the prevention of paper wastage 
(Uçak, 2019).  

When the digital content accessed through QR codes is freely available for all to explore, we face a truly 
democratization of education. In this line of thought, open educational resources (OER) gain relevance. These 
are educational materials available for the community under an open license that permits their use and re-use 
by anyone. By motivating students to take initiative in their learning, OER can support autonomous and 
ubiquitous learning, outside the classroom (Kim et al., 2020).  

In this line, the “UA Informa” is a project grounded on a plural approach, articulating Education, Training 
and Research towards the promotion of extension activities for the community, including prospective students 
(Pombo et al., n.d.). The Education dimension is reflected on the aim of the project focused on the enhancement 
of education for sustainability for all; the Training dimension is translated into the involvement of Higher 
Education students in research projects in the area of Education, towards their scientific initiation; the Research 
dimension is based on the scientific investigation conducted in this project, under a social responsibility 
umbrella. The UA Informa project is integrated in the “Smart Knowledge Garden” and “Open Educational 
Smart Campus”, which are programmatic projects of the Research Centre on Didactics and Technology in 
Education of Trainers (CIDTFF; https://www.ua.pt/en/cidtff/) of the University of Aveiro (UA), whose mission 
is anchored on the responsibility of research in Education to produce knowledge contributing to educate 
qualified and critical citizens, and to the creation of a better world. 

Grounded on the social responsibility commitment, concerning namely knowledge-transfer practices and 
tools, the main aims of the UA Informa project are to promote the image of the UA and to enhance education 
for sustainability. The project endorses the participatory contribution of students, in initial and advanced 
training, so, at this stage, a student of High Degree in Basic Education was integrated into the research team of 
the UA Informa, for two years, under the PIC-Edu program. This is a program of initiation into research in the 
area of Education promoted by CIDTFF. The UA Informa team developed, tested and has been evaluating a 
set of multimedia OER, accessed through QR codes spread across the UA campus. The resources concern 
sustainability topics and are integrated in the UA Informa subweb (https://www.ua.pt/pt/uainforma), within the 
institutional Portal. The project opens the university to the broader community, but it has special interest to 
prospective students, UA students, particularly those attending the institution for the first time, and other 
campus visitors.  

To promote the exploration of the resources, the team developed and implemented one non-formal 
university campus visit, entitled “UA Informa on Campus Sustainability”, targeting secondary students. It is 
based on a quiz-game that prompts the exploration of QR codes installed in strategic points of interest in the 
UA campus, giving access to the UA Informa multimedia OER, towards the promotion of scientific literacy 
on sustainability issues (Pombo et al., n.d.). This work presents an exploratory study that analyses the 
contribution of the above described campus visit into the promotion of the institution's image, and the 
satisfaction of participating students concerning the proposed activity. 

This document proceeds with the methodological options of the study, which integrates a mixed methods 
approach; the presentation and discussion of the main results; and finally, some conclusions are put forward. 

2. METHODOLOGY 

This exploratory study attempts to answer the research question: What is the contribution of a non-formal 

campus visit for secondary students, based on a quiz-game with QR codes giving access to multimedia OER 

towards sustainability learning, into two dimensions: a) promotion of the institution's image; and b) students’ 
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satisfaction with the proposed activity. For that, quantitative and qualitative data were obtained from a 

questionnaire applied after the campus visit.  

This section comprises three subsections: i) an introduction contextualizing the campus visit; ii) data 

collection methods and data analysis; iii) participants brief description. 

2.1 The Campus Visit “UA Informa on Campus Sustainability” 

The UA Informa campus visit comprises three main stages of development: i) the creation of multimedia OER 

integrated in the subweb UA Informa; ii) the development of an outdoor game, with QR codes that give access 

to the above-mentioned educational resources; and iii) the implementation of the UA Informa resources with 
secondary students, that is, students’ exploration of the OER in a game format campus visit. 

In the first stage of development, the UA Informa team created a set of multimedia OER covering 

sustainability topics presented on a manual published by the UA group for sustainability: Energy, Water, Paper 

and Plastic, Waste, Mobility, Food and Green Events. Each section presents relevant impacting information, 

based on credible sources, illustrated with appealing images and small videos, which were conceived and 

produced by Higher Education students, under the supervision of experienced researchers. Moreover, the 

videos exhibit also sustainability actions and strategies that can be adopted on the campus (Figure 1).  

A    B  

Figure 1. Open educational resources on the UA Informa subweb (https://www.ua.pt/pt/uainforma)  
A: texts and images regarding food waste; B: video featuring a cooking oil recycling bin at UA 

UA’s Communications, Image and Public Relations Services mediated the Rectory’s authorization to 

publish the resources in a subweb of the university’s portal that was created for this purpose: the UA Informa 
subweb (https://www.ua.pt/pt/uainforma). Furthermore, authorization was also given by the institution Rectory 

for the installation of a set of QR codes giving facilitated access to UA Informa OER, accordingly to their 

relevance to specific points of interest on the institution main campus. The installation of signals with the QR 

codes throughout the campus draws the attention of the passersby to sustainability issues, related to each visited 

point of interest. This instills curiosity about the information contained therein, which is quickly accessed by 

reading it on a mobile smartphone with a simple QR code reader. These contents are not static nor merely 

informative; they can provide moments of interaction between users and sustainability actions on campus. 

In a second stage of development, the team created a peddy-paper game presented in a flyer. It starts with 

an informative section with the goals and instructions to play the game, and also a map with all the points of 

interest that comprise a path on the campus. Hence, the game prompts teams of players to find nine points of 

interest in the campus: 1- Rectory, 2- UA Informa, 3- Paper and plastic, 4- Waste, 5- Energy, 6- Green events, 
7- Water, 8- Food, and 9- Mobility. In each point of interest, players must find a specific QR code to access a 

specific UA Informa OER comprising useful information in textual, image and video formats. For each point, 

three multiple choice questions with four answer options are presented, summing up to 27 questions in the 

game. The first question in each point of interest requires players to read, interpret, and select textual 

information. The second question involves the access to information presented in video, which usually includes 

actions and strategies people can take to reduce their environmental footprint in the campus. In the third 
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question, players must observe their surroundings. Each correct answer is valued with one point and a score is 

kept, to find the winner team. 

In a third stage, in order to test and evaluate the OER and outdoor game, a campus visit activity was offered 

to the community under an annual event targeting basic and secondary students, promoted by UA. The event, 
the XPERiMENTA, is the largest annual extension event of UA designed to demonstrate its skills, such as the 

training offer, as well as to present its conditions of study, research, personal and social development. Students 

are invited to work on hands-on activities, interactive projects, science shows and guided tours in the campuses. 

Twenty-three secondary students (15 to 17 years-old), from a school outside of the UA influence region, 

participated in the UA Informa game-based campus visit under XPERiMENTA event, in teams of two or three, 

during 45 to 60 minutes. At the end, students filled in an evaluation questionnaire and certificates were 

distributed to all participants, as well as small prizes for the teams with the best performance.  

2.2 Data Collection and Analysis Options 

Data collection involved inquiry through a questionnaire collecting participants’ perceptions regarding the 

campus visit activity. The questionnaire was developed to sustain a discussion about the informative and 

educational contribution of the UA Informa. Thus, the following dimensions where considered: i) sustainability 

learning value of the game; ii) informative value to know the UA infrastructures and conditions for the 

academy; and iii) activity appraisement. Hence, the questionnaire included three sections devoted to these 

dimensions and one additional section to briefly characterize the participants socio-demographics (age, gender, 

school year, and the area of the high degree course the respondent would like to attend in the future). However, 

as the section “i)” was analyzed in previous work (Pombo et al., n.d.), in this study the focus is on the remaining 
dimensions: “ii)” and “iii)”. 

The part of the questionnaire regarding the informative value to know the UA infrastructures and conditions 

for the academy included 6 closed-ended questions in 5-points Likert scale, from “totally disagree” to “totally 

agree”. This part is followed by one section regarding the activity appraisement. This last part included 6 

closed-ended questions in a similar scale, and contained as well one closed-ended question in a 5-points Likert 

scale, from “very uninteresting” to “very interesting”. This part also included an open-ended question, where 

students should complete three sentences: “In this activity, I liked ….”, “In this activity, I did not like…” and 

“I think this UA Informa campus visit is …”  

Quantitative data was analyzed through descriptive statistics with graph creation. Qualitative data from the 

open-ended questions were analyzed through descriptive analysis and presented in a table format. 

All data was collected anonymously and students participated in this study voluntarily. 

2.3 Participants Brief Description 

The group of 23 secondary students that participated in the campus visit attended grade 10. From these,  

11 students were 15 years-old, 10 students were 16 years-old and 2 students were 17 years-old. Regarding 

gender, 14 were female and 9 were male. About one quarter of the students (6) mentioned they did not know 
what course they plan to apply for post-secondary education. Other 6 students mentioned they desired sciences 

courses with no specification, 5 preferred medicine courses and the remaining mentioned a diverse set of areas: 

education, economy, multimedia, sports, engineering and no course desired (1 each). 

3. RESULTS AND DISCUSSION 

This section presents and briefly discusses the results of this study that focuses on the analysis of the 
contribution of a non-formal game-based campus visit into two dimensions: a) promotion of the institution's 

image; and b) students’ satisfaction with the proposed activity. 
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3.1 Promotion of the Institution's Image 

Graph 1 presents the students’ opinion about the UA Informa campus visit value for the UA promotion.  

It reveals an overall favorable perception about the university. The first question (3.1.) showed that the campus 

visit supported by a mobile device was one unexpected experience, as 14 students (totally) agreed that, before 

this activity, they did not imagine they could use cell phones to learn more about UA. Moreover, most students 

considered that this activity allowed them not only to know the UA campus a little better, but also to know 

important places (questions 3.2. and 3.3.). Among the visited places are the Rectory building, the canteen, the 

book shop, bicycle park, recycle station, and several departments in the main campus.  

 

Graph 1. Secondary students’ opinion about the UA Informa campus visit value for the UA promotion 

In the question formulated in a negative way (3.4), most students disagreed, indicating that students 
considered the information about the UA relevant. Finally, the questions concerning their will to attend the UA 

institution in the future (3.5 and 3.6.), gathered the highest number of neutral answers (neither agree or 

disagree). This seems to be in accordance with the students’ answers to the course desired. Maybe related with 

the grade students are attending (10th degree), there seems to be some undefinition regarding their  

post-secondary education, as half the students either did not know or mentioned a very broad area, as Sciences. 

Nevertheless, 11 students showed that the activity increased their willingness to attend UA in the future. This 

result supports the literature that reports campus visits as highly influential for students’ choice of a  

post-secondary course and institution (Birch & Rosenman, 2019; Johnston, 2010). 

3.2 Students’ Satisfaction with the Proposed Activity 

The participant students’ global satisfaction with the campus visit is presented in Graph 2, which reveals an 

overall good perception. For instance, most students appreciated the game-based format, as 15 strongly agreed 

and 5 agreed with the sentence “4.1. I liked the UA Informa activity because it involved a game.” Moreover, 

the appreciation of the activity does not seem to be linked with the small prizes offering at the end, as half of 

the students (strongly) disagreed with the related sentence (4.2).  

The outdoor learning feature seems to be appreciated by students, as many acknowledged they can study 
curricular topics outside the school, which is revealed by 18 (strong) agreement answers in the sentence 4.3. 

Students also mentioned they prefer to learn in the outdoors, rather than in school, as 13 respondents (strongly) 

agreed with the sentence 4.4. 

The mobile technology also seems to be appreciated, as students mostly mentioned liking to learn with cell 

phones and QR codes (16 respondents) and preferring to use mobile devices, rather than textbooks to learn  

(16 respondents), as revealed by their answers to 4.5 and 4.6. questions. 

3.1 Before this activity, I did not imagine that I could use my cell
phone to learn a little more about the UA.

3.2 This activity allows you to get to know the UA campus a little
better.

3.3 I found important to know the places I visited during the
activity.

3.4 I did not find the information about the UA  relevant.

3.5 In the future I would like to attend an UA course.

3.6 I was more willing to attend a UA course after doing the UA
Informa activity.
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Graph 2. Secondary students’ global satisfaction with the activity 

Students’ acceptability of this outdoor game-based format supported by mobile technologies is not yet 
reflected on the literature, as campus visits combining these features are not frequently reported (Andri et al., 

2018; Groff et al., 2015).  

Considering students opinions regarding the UA Informa activity interest, the majority classified it as very 

interesting (16 respondents) or interesting (4 respondents), as revealed in Graph 3. No student selected a (very) 

uninteresting answer. 

 

Graph 3. Secondary students’ appraisal of the activity interest 

Regarding the open-ended question, students overall revealed a very positive perception about the UA 

Informa campus visit (Table 1). For instance, they mentioned having enjoyed the exploration of the buildings 

and to get to know the university campus (11 answers), while having a fun experience (5 answers), in spite of 

the too sunny weather conditions (14) and the prompt to walk around the campus (4 answers). In general, 

students reinforced their evaluation of the activity as interesting (6 answers) and fun (3 answers), and 
acknowledged the activity learning value and importance (3 answers each). It is worth mentioning that the 

activity ran in the Spring, after 11 a.m., in a hot day.  

Table 1. Students’ answers to the open-ended question about the UA Informa campus visit 

Category Frequency  Citation 

I liked…   

…the outdoors and to know the UA 11 “…to explore all the buildings and to know the university” 
…having fun 5 “…to do very fun activities” 

…the experience 1 “…of the experience, a lot of sympathy and it was innovative”  
Unspecific answer 5 “…everything” 

I did not like…   

4.1 I liked the UA Informa activity because it involved a
game.

4.2 I just wanted to play the UA Informa game because
they offer prizes at the end.

4.3 This activity showed me that in outdoors, I can learn
about subjects I study at the School.

4.4 I prefer to learn at school than in outdoors.

4.5 I like to learn with activities that use my cell phone
and QR codes.

4.6 I prefer to learn from textbooks rather than using
mobile phones.
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Category Frequency  Citation 

…the weather 14 “…being very hot” 
…to walk 4 “…having to walk” 
Unspecific answer 5 “I have nothing to point out” 

I think this UA Informa campus visit is…   

…interesting 6 “…very interesting” 
…learning promoter 3 “…innovative and deepens our knowledge” 
…fun 3 “…very fun” 
…important 3 “…important and necessary” 

Unspecific answer 8 “…different” 

4. CONCLUSION 

The exploratory study analyses the contribution of a non-formal game-based campus visit into two dimensions: 

a) promotion of the institution's image; and b) students’ satisfaction with the proposed activity. The game is 

supported by mobile devices that are used to access OER on sustainability issues accessible through specific 

QR codes in nine points of interest in the campus. The activity was implemented in an annual event targeting 

basic and secondary students, promoted by UA.  

A total of 23 grade 10 students participated in the study and revealed an overall favorable perception on the 

university. Students considered the campus visit allowed them to know important locations of the campus (such 
as the Rectory building) and to learn relevant information about the university. From the 23 students, from a 

school out of the influence zone of the institution, 19 considered they would like to attend a UA course in the 

future, although many (10) presented a neutral position regarding this possibility. Considering students’ school 

year and undefinition about their desired post-secondary course, the high frequency of the neutral position is 

not surprising. It is also worth noting that these students have several other higher institutions geographically 

closer to their home city. Other issue to highlight is that almost half of the students acknowledged that the 

campus visit increased their willingness to attend UA in the future. 

In what concerns students’ satisfaction with the activity, they revealed also an overall positive perception 

and they classified the activity as interesting (4 answers) or very interesting (16 answers). Students mentioned 

having appreciated the: i) outdoor game format, making this a fun activity, ii) learning sustainability issues in 

the outdoors, involving topics they study at school, and iii) use of their own mobile devices in this type of 
activity. Facing these results on student acceptability of outdoor game-based campus visits supported by mobile 

devices, which are unusual features in this type of institution promotion (Andri et al., 2018; Groff et al., 2015), 

higher education institutions should consider to explore this approach. This recommendation becomes more 

relevant when considering the benefits of outdoor games for players pointed in the literature, namely personal 

self-development, increased digital competence, and engagement in challenging learning situations (Baysal et 

al., 2022; Hwang et al., 2016; Marques & Pombo, 2021; Robson et al., 2015; Uçak, 2019). Institutions can also 

consider that students may not appreciate too sunny weather conditions, and program these visits preferably 

outside the hotter hours of the day. 

From the results, this exploratory study indicates that the UA Informa project may enhance the university 

image to capture prospective students. This is supported by the fact that the participant students, from a distant 

geographical region, mentioned they are open to attend the university in the future (after year 12). These results 

are in line with the literature, where campus visits are documented as highly influential for institution choice 
by prospective students (Birch & Rosenman, 2019; Johnston, 2010).  

In addition, the project may also facilitate the integration of students who attend the UA for the first time, 

as they are supported in getting to know the campus infrastructure and functioning. However, as the QR codes 

are permanently available on the campus, any passerby with a smartphone can explore the OER on the UA 

Informa subweb, thus opening the university to the overall community. Furthermore, the QR codes are a visible 

and practical way to provide outreach and promote involvement of the community with sustainability issues, 

so it might have impact in the society sustainable habits. 

This was the first experience of implementing this campus visit. Hence, the number of participants is small 

and does not allow the generalization of results, which was not the aim of this study. The intention was to 

enhance the discussion about the contribution of the game format articulating OER accessed through QR codes 

to the university image promotion, whilst making sure this activity is satisfactory for the participating students. 
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Further work involves the exploration of the UA Informa resources in new activities, for an extended target 

public, involving adults. Moreover, it is previewed to expand the UA Informa subweb with new themes and 

new games, and also to disseminate results. 
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ABSTRACT 

This article presents an exploratory approach to identify different clusters of employees’ perceived stress, work anxiety 

and self-efficacy according to their individual technological, organizational, and personal parameters. In more detail, our 

research focuses on the context of remote work during the Covid 19 pandemic to analyze which combination of these 

parameters co-occur with particularly high or low levels of resilience-related variables such as self-efficacy, work stress, 

and work anxiety. We conduct a two-step cluster analysis to present findings to resolve the ambiguity of previous 

research on the role and understanding of resilience in the context of remote work and in light of the pandemic. As a 

result, this study shows that study participants with different levels of experienced stress and anxiety have different 

technological, personal, and organizational contexts. Moreover, we were able to identify technological factors associated 

with work resources that are linked to less stress and work anxiety. A deeper understanding of the factors underlying 

lower levels of stress in remote work through this study can help identify potential areas of improvement for individuals 

and organizations and provides a basis for further research in this area.  

KEYWORDS 

Cluster Analysis, Exploratory Research, Information Systems, Remote Work, Health 

1. INTRODUCTION 

The Covid 19 pandemic has led to many workers working remotely from home. Thus, the pandemic 

accelerated the trend to work remotely and posed new challenges for employers and employees. To address 

this, we examine work-related self-efficacy, job stress, and job anxiety as related variables to the resilience of 

remotely working employees. Previous research presented these variables in different contexts without a 

clear causal structure (Lloyd et al. 2017; Sadri and Robertson 1993; Zompa and Bompiedi 2021). There is 

evidence that all three variables are associated with resilience, but there is disagreement on what exactly the 

direction of the cause-and-effect relationship is, or whether it is moderation or mediation, if any, or “merely” 

correlation (García-León et al. 2019; Lehrer et al. 2020; Shi et al. 2015). Recent research approaches on 

resilience are shifting the focus from a vulnerability-oriented view to a protective and coping-based 

perspective identifying factors that buffer health effects. One of these protective factors that can be assigned 

to the concept of resilience is self-efficacy. Self-efficacy is the belief that one can perform novel or 

challenging tasks and achieve desired outcomes, as outlined in Social Cognitive Theory (Bandura 1992). 

More narrowly, remote work self-efficacy is the subjective certainty of being able to cope with challenging 

situations based on one's own competencies. This is important to study because self-efficacy is a critical 

antecedent to resilience. Previous research found that general self-efficacy beliefs have positive effects on 

coping with various stressors and on proactive preparation for potential stressors (Schwarzer and Warner 

2013). Hence, another important factor for resilience is perceived stress. Job-related perceived stress can be 

defined as a subject’s response to physical or mental job demands in relation to a subject’s resources (Havnen 

et al. 2020). However, there are divergent findings from previous research on the presumed relationship 

between perceived stress and resilience. For example, García-León et al. (2019) found that individuals with 

low resilience showed higher scores in perceived stress levels. Moreover, Lehrer et al. (2020) disclosed that 

resilience moderated the indirect association of perceived stress with health-related dependent variables. 
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Contrastingly, Norris et al. (2008) conceptualized resilience not as an antecedent or psychological trait that 

determines certain levels of stress, but as a potential outcome after exposure to stress. Hence, there is 

evidence that perceived stress and resilience are at least correlated, however the causal relationship seems to 

be uncertain. Further literature supports this ambiguity by reporting that resilience is mediating the effects of 

stress on job anxiety (Shi et al. 2015). According to Havnen et al. (2020), job anxiety describes a result of 

exposure to job-related stress having various negative effects on health. In contrast to Shi et al. (2015), other 

results underline the moderating effects between job stress and job anxiety symptoms (Havnen et al. 2020).  

As the pandemic has created new conditions for remote work, and now employees are working from 

home who did not do so before, the question arises how employees cope with the situation. One way of 

studying this matter would be to consider the cause-and-effect relationships between resilience-related 

variables to analyze which factors can positively contribute to resilience. Such a causal analysis would 

require that a path model can be derived from previous research. However, due to the divergent findings in 

previous research and the novelty of the pandemic and its dynamics, we pursue an exploratory approach. The 

pandemic has decisively changed the lives of many people. It may follow that established causal relationships 

have to be re-evaluated from different perspectives and include factors that had less relevance before. 

Possible influences are personal circumstances such as an emerging conflict within the family, triggered by 

closures of schools and kindergartens or also by the situation that people now spend time with their partner 

and children on a daily basis - even during work hours. From another perspective, the mingling of work and 

private life can lead to conflicts because work remains visible in private households even outside of working 

hours. In addition to the personal environment, technological and organizational conditions must also be 

considered. Therefore, another possible factor is that many employees were sent home without appropriate 

information systems (IS) for remote work being in place or appropriate training. Out of an organizational 

perspective, an employee’s work autonomy is considered as an important factor giving employees a certain 

degree of freedom to deal with job-demands, work-family conflicts and other work associated aspects. 

Previous research shows that autonomy has a major positive impact on self-efficacy (Sousa et al. 2012) and 

plays a mediating role in work performance and work-family facilitation (Wattoo et al. 2020). In summary, it 

can be stated that the relationship between work-related stress and symptoms of anxiety as well as the role of 

self-efficacy and other environmental resilience factors are not adequately investigated.  

Against this background, we are pursuing two research questions (RQ) in this study: First, we empirically 

investigate the question how employees cope with the situation and what kind of specific resilience groups 

can be formed based on the three variables self-efficacy, perceived stress, and job anxiety (RQ1). Second, we 

exploratively investigate the question which patterns of further possible influencing variables form to these 

groups (RQ2).  

The goal is to identify which employees are particularly resilient through the pandemic situation. This can 

help to identify technological and/or organizational factors that can be investigated in further research for 

their causal effect and can be used in practice to provide assistance to those who have so far exhibited high 

levels of stress and anxiety as well as low self-efficacy. 

2. DATA COLLECTION, SAMPLE CHARACTERISTICS AND METHOD 

We conducted a wide-ranging survey among employees in Germany in 2021. Thus, the survey took place 

during the period in which the obligation to work remotely, as far as possible, was adopted by the legislator 

and thus also affected employees for whom remote work was not an option previously. In more detail, this 

law means that employers in Germany are legally obliged to allow their employees to work from home to 

reduce contacts and decrease mobility wherever and whenever possible. Participants were randomly selected 

by a panel service provider. Only employees who work predominantly at a desk were surveyed; participants 

who stated that they did not work remotely at all were excluded. With the assistance of the panel provider, 

we attempted to stratify respondents by demographics to be approximately representative of the labor force in 

terms of regional distribution, age, gender, and educational level. 

To determine relevant variables to collect, we conducted an in depth-review of relevant publications from 

the Scopus database, along with a Google Scholar search. As presented in the first paragraph, remote work 

self-efficacy, perceived stress and job anxiety are the variables used to determine certain levels of  

resilience-associated behavior. 
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Table 1. Constructs  

**. correlation sig. at .01; square root of the average variance extracted (AVE) in bold on the diagonal 

Constructs Reference CR 1 2 3 4 5 6 7 8 9 10 11 12 

1. Remote 

Work Self-

Efficacy 

Staples et 

al. (1999) 

.902 .732                       

2. Job Stress Staples et 

al. (1999) 

.906 -.386** .811                     

3. Job Anxiety Lee and 

Keil 

(2018) 

.914 -.311** .566** .833                   

4. Remote 

Work 

Experience 

and Training 

Staples et 

al. (1999) 

.834 .330** -.091** .109** .761                 

5. IS 

Adequacy 

Davison et 

al. (2019) 

.841 .444** -.271** -.181** .350** .801               

6. IS 

Restrictiveness 

Curreri 

and 

Lyytinen 

(2017) 

.742 -.223** .243** .280** .054** -.107** .649             

7. Work-

Scheduling 

Autonomy 

Morgeson 

and 

Humphrey 

(2006) 

.893 .377** -.237** -.200** .088** .195** -.335** .858           

8. Decision-

Making 

Autonomy 

Morgeson 

and 

Humphrey 

(2006) 

.912 .419** -.195** -.193** .172** .214** -.343** .649** .881         

9. (work-

related) 

Method 

Autonomy 

Morgeson 

and 

Humphrey 

(2006) 

.876 .413** -.201** -.185** .160** .210** -.391** .688** .773** .838       

10. Work-

Family 

Conflict 

Netemeyer 

et al. 

(1996) 

.955 -.355** .693** .525** -.039** -.255** .233** -.216** -.153** -.163** .899     

11. Resistance 

to Change 

Laumer et 

al. (2016); 

Oreg et al. 

(2008) 

.748 -.157** .382** .329** .040** -.081** .199** -.065** -.084** -.070** .297** .709   

12. Overall 

Job 

Satisfaction 

Brayfield 

and Rothe 

(1951) 

.908 .482** -.424** -.263** .234** .231** -.202** .308** .406** .364** -.308** -.213** .877 
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Table 1 provides an overview of the constructs employed in this study. The exact wording of the items 

has been carefully adapted to the context of remote work during the COVID-19 pandemic. Items were 

measured on a 5-point Likert scale with anchors ranging from “strongly disagree” to “strongly agree”.  

As presented in table 1, we surveyed different facets of workplace autonomy as suggested by Morgeson and 

Humphrey (2006). In accordance with Morgeson and Humphrey (2006), the surveyed items for  

work-scheduling autonomy, decision autonomy, and work-method autonomy do not load sufficiently on a 

common autonomy-construct are hence treated as individual variables of autonomy in the analysis.  

We conducted a confirmatory factor analysis to test validity of the constructs. Each indicator loads higher 

on its respective construct than on other latent variables (Chin 1998). We evaluated internal consistency by 

assessing the composite reliability (CR) of the indicator items representing each construct. To determine 

discriminant validity, we analyzed the square roots of the AVE values. Table 1 shows that values for CR and 

AVE are satisfactory. CR values are all above the .7 threshold. The square roots of the AVE values are 

greater than the respective correlations for each construct (Fornell and Larcker 1981). 

Our sample comprises n=5,161 cases. On average, participants worked 26.65 hours remotely per week 

with an SD of 12.32 hours. The mean age was 43 years with an SD of 11 years. 53.1 percent of the 

participants were female and 46.9 percent male. 

Participants included in the survey had different educational backgrounds. Table 2 provides an overview 

of the highest level of education. 

Table 2. Educational Background 

 

To answer the two research questions, we analyzed the large dataset using two-step cluster analysis 

(Tkaczynski 2017). This is an explorative procedure developed by IBM for SPSS software (IBM 2021): 

Two-step cluster analysis is an empirical technique for identifying natural clusters within a dataset that would 

otherwise be undetectable. It is based on the BIRCH (Balanced Iterative Reducing and Clustering using 

Hierarchies) algorithm (Zhang et al. 1996). The main advantage of the two-step procedure is that it is suitable 

for very large sample sizes (in contrast to hierarchical clustering) and detects the number of clusters 

automatically (in contrast to k-means clustering) (Tkaczynski 2017; Zhang et al. 1996). The variables 

remote-work self-efficacy, job stress and job anxiety were used to compute the cluster solution (RQ1), while 

all other variables were used as evaluation fields (RQ2). 

3. RESULTS OF THE CLUSTER ANALYSIS 

The algorithm concluded with a three-cluster solution. Cluster 1 contains 1,973 observations (38.2%), cluster 

2 contains 1,574 cases (30.5%), and 1,614 individuals are grouped in cluster 3 (31.3%). Table 3 summarizes 

the demographic data for each cluster. 

 Secondary school 

leaving certificate (or 

equal, 9 or 10 years of 

education) 

High school 

diploma (or 

equal, 12 or 13 

years of 

education) 

Studies 

without a 

degree 

(dropouts) 

Bachelor’s 

degree 

Master’s 

degree 

PhD 

Number of 

participants 
1,227 (23.8%) 

1,320 

(25.6%) 

200 

(3.9%) 

737 

(14.3%) 

1,566 

(30.3%) 

111 

(2.2%) 
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Table 3. Cluster Demographics 

  Cluster 1 Cluster 2 Cluster 3 

Size n1=1,973 

(38.2%) 

n2=1,574 

(30.5%) 

n3=1,614 

(31.2%) 

Gender  52% female;  

48% male 

54.6% female;  

45.4% male 

52.9% female;  

47.1% male 

Age (SD) 41.9 years (10.9) 45.6 years (11.1) 43.8 years (10.7) 

H
ig

h
es

t 
D

eg
re

e 
o

f 
E

d
u

ca
ti

o
n

 

Secondary school leaving 

certificate or intermediate 

school leaving certificate (9 

or 10 years of education) 

22.8% 26.9% 21.9% 

High school diploma or 

equivalent (12 or 13 years of 

education) 

25.3% 24.6% 26.8% 

Studies without a degree 

(dropouts) 

4.4% 4.3% 2.9% 

Bachelor’s degree 15.6% 12.4% 14.5% 

Master’s degree 29.6% 29.7% 31.9% 

PhD 2.3% 2.1% 2% 

 Average number of years 

with current employer (SD) 

10.4 years (9.4) 13.2 years (10.6) 11.1 years (9.4) 

 

To visualize the results of the cluster analysis concisely, figure 1 provides an overview of the clusters and 

the distribution of variables (input and evaluation variables) using boxplots. In this way, the three identified 

clusters can be considered not only for the cluster-forming variables, but with respect to all variables 

surveyed. The boxplots also not only display the means, which would be susceptible to any outliers in the 

data set, but also the interquartile ranges and ranges for each cluster with respect to the variables examined. 

Cluster 1 shows the highest values for job anxiety and job stress, and the lowest levels of remote work 

self-efficacy. Cluster 2 has the highest levels of remote work self-efficacy and the lowest levels of job stress 

and job anxiety.  Cluster 3 still shows a high level of remote work self-efficacy, albeit lower than in cluster 2. 

Moreover, cluster 3 includes employees with a low level of both anxiety and stress, albeit higher than in 

cluster 2. As for the evaluation variables, remote work experience and training does not differ substantially 

between the three clusters. Adequacy of IS at home is highest in cluster 2, followed by cluster 3 and lowest in 

cluster 1.  

The opposite is true for IS restrictiveness: Cluster 1 shows the highest level of restrictiveness, followed by 

cluster 3 and cluster 2. The three autonomy-related variables show a consistent pattern: All three levels of 

autonomy are highest in cluster 2, followed by cluster 3 and cluster 1 shows the lowest levels of autonomy. 

Work-family conflict differs greatly between the clusters. Cluster 2 has the lowest level, and cluster 3 is also 

on a low level, while cluster 1 shows a considerably higher degree. The resistance to change shows higher 

levels in cluster 1 as opposed to the other two clusters. All three clusters show an above-average degree of 

job satisfaction, whereas overall job satisfaction is highest in cluster 2 and lowest in cluster 1. 

4. DISCUSSION 

Overall, the results reveal versatile insights and well differentiated clusters regarding self-efficacy, job stress 

and job anxiety. Cluster 1 can be characterized by a younger age than the other clusters, the overall least 

professional experience, and a high degree of restrictiveness. Cluster 1 shows the lowest values in  

self-efficacy and the highest results on job-anxiety and job-stress. Cluster 2 seems to show opposite 

characteristics of cluster 1, with high self-efficacy and low values in the areas of job-stress and job-anxiety. 

Also, cluster 3 aligns with clusters 1 and 2 in a moderate way.  
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Figure 1. Cluster Overview 

Especially the identified constellation of variables in cluster 1 and cluster 2 points in the direction of the 

results of Havnen et al. (2020), who postulated moderating effects of resilience-associated factors between 

job stress and job anxiety. Another supporting argument is the variable resistance to change indicating a 

resilience associated mindset (DeVerteuil and Golubchikov 2016). While it reaches higher values in cluster 1, 

the opposite applies to cluster 2. Even though the concept of a resilient mindset is still controversial, there are 

many variables associated with resilience in general such as self-efficacy, job stress, resistance to change, 

work autonomy and remote-work experience.  
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In response to the first research question, we reveal some initial insights. Apparently, there are different 

patterns of self-efficacy, job stress and job anxiety that can be investigated further. We aim to provide a 

richer understanding on how these three variables relate to resilience. We need more research on the direction 

of the effects and the issue whether resilience needs to be treated as independent or dependent variable in this 

context.  

As for RQ2, the technological factors we investigated are the roles of IS adequacy and restrictiveness. 

While IS adequacy is high in cluster 2 and 3, resilience-linked variables show a higher degree of self-efficacy 

and a lower degree of stress and anxiety; the resistance to change is comparably lower at the same time. We 

aim to further investigate whether technological factors take over a supporting role (independent variables) or 

whether IS adequacy and restrictiveness are being perceived more positively (dependent variables): Studies 

suggest that resilient people are more open-minded to new content and technology (Blayone et al. 2020). 

Hence, this is an important contribution to an ongoing discussion on the causal structure of resilience and 

technology.  

Moreover, personal factors such as work-family conflict shows a clear pattern that is consistent with the 

pattern of self-efficacy between the clusters. Organizational factors such as the autonomy-related variables 

show slight variations between clusters and there seems to be a tendency for higher levels of autonomy to be 

associated with lower stress, lower anxiety, and higher efficacy. Surprisingly, remote work experience and 

training does not differ considerably between the clusters. An important further development in this project 

will be a deeper analysis of this matter. However, there is also a limitation that we acknowledge. While we 

may be able to draw broad conclusions, we cannot consider specific industries and cultural contexts. This 

limitation will require further study to demonstrate broader validity. Future research should also look into the 

causal relationships of the variables investigated to derive managerial implication for the clusters identified in 

this present study. 

5. CONCLUSION 

Our study shows that different patterns of the resilience-related variables self-efficacy, job stress, and job 

anxiety occur amongst individuals who work remotely during the Covid 19 pandemic. This finding is a 

starting point to resolve the ambiguity of previous research on the role and understanding of resilience in the 

context of remote work. Furthermore, the present study shows that study participants with different resilient 

mindsets have divergent personal and organizational frameworks. We moreover identify technological 

factors that occurred together with a more resilient mindset. These are important findings that provide us with 

the next step for our ongoing research project. The next step is to derive a causal model based on these 

exploratory findings and previous research that accounts for interdependencies between variables and to 

disclose possible unobserved heterogeneity. 
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ABSTRACT 

In light of the technological changes taking place in the world today, it is important that new tools, devices and technologies 

are used to improve and support also education and teaching, especially in scientific context. Positive technology, an 

emerging field based on theoretical and applied research, aimed to investigate how information and communication 

technologies can be used to enhance the quality of personal experience at three different levels: hedonic well-being, 

eudaimonic well-being and social well-being. This study highlights how the use of augmented reality learning experiences, 

could be considered an important tool to invite teachers and students to use virtual approaches to facilitate the processing 

of a new and different information transfer system. The aim of the project is to promote a road safety education and to raise 

awareness, stimulating the implementation of risk education initiatives. In this Italian experience, an info-training tool 

(multimedia augmented poster) has been realized; in particular, two possible immersive experiences were included: the 

first linked to the infographic multimedia elements, and the second to the videos to create a different visual and auditory 

stimulation. The study shows that innovation tools and methods are appreciated in occupational safety and health sector 

and confirms that they can have positive impacts for information, education and training. 

KEYWORDS 

Road Safety, Augmented Reality, Virtual Reality, Training and Education, OSH 

1. INTRODUCTION 

In recent years “digital games” with an explicit and well-defined educational purpose, not primarily designed 

for entertainment, but not excluding it (Abt, 1987), are emerging as innovative tools to promote opportunities 

for psychological growth and well-being and could be introduced as positive technologies. Positive technology 

is an emerging field based on theoretical and applied research, whose aim is to investigate how ICT can be 

used to enhance the quality of personal experience at three different levels: hedonic well-being, eudaimonic 

well-being and social well-being (Argenton, 2014). 

Road traffic injuries are a major global public health issue: current trend in fact suggest that this will 

continue to be the case in the foreseeable future, and requiring concerted efforts for effective and sustainable 

prevention (WHO, 2013). Road transport is the most complex of all the systems that people have to deal with 

on a daily basis, and the most dangerous too with very serious consequences ranging from injury, disability 

and death. Since 2015 road safety is considered as a prerequisite for ensuring healthy lives, promoting  

well-being and making cities inclusive, safe, resilient and sustainable by the United Nations. Global data 

published by the World Health Organization (WHO) show that 1 million 350 thousand people die in the world 

every year due to road accidents. Road crashes represent the leading cause of death for children and young 

adults aged 5–29 years and the eighth leading cause of death for all age groups surpassing HIV/AIDS, 

tuberculosis and diarrhoeal diseases. More than 50% of all road traffic deaths are among vulnerable road users, 

still too often neglected in the design of road systems in many countries: pedestrians, cyclists and motorcyclists 

(WHO, 2018). In 2019, an estimated 22,800 deaths from road accidents have reported in the EU Member 

States; this represents nearly 7,000 fewer deaths than in 2010, a decrease of 23% compared to 2018, the number 

decreased by 2%. While the underlying trend remains downward, progress has slowed in most countries since 

2013 and the EU target of halving the number of road fatalities by 2020 (compared to the 2010 baseline) it will 
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not be met (Eurostat, 2019). The exact number of road work-related accidents is unknown but it estimated that 

6 out of 10 work-related accidents resulting in death in Europe are road crashes, including both accidents while 

driving for work and road accidents with commuters. Furthermore, according to the European Commission, 

road collisions can account for up to 40% of occupational accidents resulting in deaths. However, many 

successful initiatives have put in place to fight road accidents: the awareness campaigns carried out by 

international, European and national institutions and the information campaigns on occupational road risk, 

aimed at spreading a new sensitivity towards this issue. In order to make people develop good safety habits on 

the streets, it is very important to educate them on this subject since early age.  

2. AIMS 

The project focuses on the extent and severity of data relating to road accidents at various levels (living 

environment and workplace). It started from the need to raise awareness on the issue of road safety with new 

and effective communication tools, in line with the most recent technological evolution and with the most 

effective communication strategies analysed so far. The aim of this study is to promote a RS education and to 

raise awareness, stimulating the implementation of risk education initiatives.  

3. MATERIALS AND METHODS  

The study started with a comparative analysis of the best innovative practices about road safety (RS) to identify 

tools and alternative methods of communication, education, information to promote RS culture, using new 

ideas and innovative technologies. The technological advancements allow the creation of applications for 

training assistance and support: Virtual Reality (VR) and Augmented Reality (AR) are some of the best suitable 

scientific domains for successful training applications. 

The project led to the creation of an info-training tool in poster format entitled: "Safe road. You can 

choose!" containing simple, direct graphics recalling essential elements of the road recognisable to any user 

implemented with augmented elements as real scenes (videos), overlapping virtual and multimedia information 

levels (infographics and texts).  

A questionnaire was drawn up to evaluate and validate the prototype. The items included in the evaluation 

tool were related to: a) personal data as anonymous user (year of birth, profession, region of domicile, 

nationality); b) clarity of communication; c) comprehensibility of the message; d) completeness of the 

information; e) pleasantness of the graphics; f) readability of the information; g) effectiveness of the tool as a 

vehicle for information and training on road safety; h) innovativeness of the product and i) functionality. The 

questionnaire was prepared using Google-modules application and administered to participant during a national 

public event on innovation. For all questions the scale of values was between 1 and 10 where 1 corresponds to 

"complete disagreement" and 10 to "complete agreement". The last item concerns the overall assessment of 

the training product with an overall scale between 1 and 5 (through a graphic representation in the form of an 

emoticon) where 1 represents "not at all satisfied" and 5 "completely satisfied".  

4. RESULTS 

4.1 Identification and Choice of the Better Digital Tool 

An accurate analysis of the literature, showed studies revealing that in meta analysis studies, AR/VR improves 

post intervention knowledge and skills outcomes of health professionals when compared with traditional 

education or other types of digital education, such as online or offline digital education, even though further 

investigation has still to be done to evaluate other outcomes as attitude, satisfaction or behaviour changes. 

Randomised trials shows that it is still uncertain whether e-learning improves or reduces health professionals' 

skills and it may make little or no difference in health professionals' knowledge. It seems in fact that, due to 

the paucity of studies and data, when compared to traditional learning, e-learning may make little or no 
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difference in patient outcomes or health professionals' behaviours, skills or knowledge even though, 

competency-based education in health care requires rigorous standards to ensure professional proficiency. 

Nevertheless, demonstrating competency in hands-on laboratories calls for effective preparation, knowledge, 

and experience, all of which can be difficult to achieve using traditional teaching methods. Various national 

and international studies have highlighted significant aspects related to the application of augmented reality in 

educational contexts, with particular reference to the ability to develop autonomy in cognitive processes;  

to promote self-learning by ensuring compliance with the times and rhythms of each student; to apply a 

methodology based on discovery, exploration and research; to enhance collaborative and cooperative learning 

among students; to highlight the complex structure of knowledge, favoring the integration of different 

disciplinary fields (Panciroli 2018).  

In order to allow the development of an informative/training product that would allow a greater involvement 

and interaction with the user, it was inserted in the project an innovative element compared to the traditional 

communication campaigns on road risk (video campaigns, information obtained through the creation of posters 

or corporate awareness campaigns calibrated on strictly working targets) mixing the real world with advanced 

digital information. This objective was achieved through the use of new emerging communication 

technologies, such as the augmented reality, in this way users are able to interact with the real environment 

through a mobile display (smartphone, notebook, tablet etc.), which shows, once framed, the physical world 

'augmented', i.e. enriched with certain visual information. In AR, in fact, the subject can maintain contact with 

reality, because this technology, in most of all cases, allows use even in the absence of specific devices  

(i.e helmets, viewers, and oculus) which are instead required in the case of virtual reality (Filomia, 2019). AR 

promotes a high customization of the educational experience, because it lets students to take an active role in 

the educational process too. In this context, the student has the opportunity to integrate the theory with the 

experience, deciding from time to time (independently, at the instigation of the teacher or in groups) which 

topics need to be deepened and then, supported by the informative feedback that can be provided by this type 

of technology. The aim is not only the quantitative enrichment of information. Increasing reality also means 

providing places of cognitive growth in which forms of collaborative construction of knowledge and skills are 

implemented as they get implemented (Panciroli, 2018). AR has a large use especially in teaching very 

specialized field as surgery, pediatrics, diabetes, dental care and mostly in nursing. Nevertheless, the field 

called largely health, having a more sociological aspect, is less represented and needs a further development. 

4.2 The Augmented Poster “Safe Road. You Can Choose!” 

The prototype “Safe road. You can choose!” focused on the following contents: a) data on road accidents 

differentiated into three levels (world, European and national); b) data on accidents, especially fatal ones, in 

the workplace, through national accident data with means of transport involved (INAIL source), differentiating 

the data on "overall" events and "fatal" events; c) illustrated safety prescriptions. The safety prescriptions were 

oriented towards the use of seat belts, the use of helmets for drivers of motorbikes, the warning not to exceed 

speed limits, the prohibition of driving under the influence of alcohol, the alerting drivers to driving in 

suboptimal lighting conditions and fatigue (journeys at night). It is possible to make the journey experience 

scanning the QR-code (see Figure 1. 
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Figure 1. AR Poster “Safe road. You can choose!”  

The poster used virtual elements within real scenes, overlapping virtual and multimedia information levels. 

Two possible type of experiences were included: the first linked to the infographics reproduced through the 

multimedia elements, and the second to the videos that create a different visual and auditory stimulation. The 

technology chosen for the realisation of the info-training product was AR with "marker recognition",  

a technology based on the use of markers, (such as AR tags, photos, images and drawings), which, shown to 

the webcam, are recognised by the device (iPad, iPhone, tablet or Android smartphone) and superimposed in 

real time on the multimedia content (video, audio, 3D objects, etc.). In particular, 7 elements of augmented 

reality were inserted into the poster: 2 images as infographics and 5 videos. The Poster starts from a simple 

graphic representation with a strong symbolic impact: the triangle, which in the symbolism of road signs 

indicates danger and metaphorically refers to the intrinsic danger of the road. The road is also recalled by the 

dotted line element that runs along all the sides of the triangle drawing an imaginary path that crosses  

"3 roundabouts", i.e. information points that contain numerical data (synthetic and easy to read) on the accident 

rate in comparison (world, European and national level) aimed at symbolising forms of danger or prohibition 

or attention. The Triangle shows, by means of a 'traffic light color model', two possible roads: the red road of 

insecurity and the green road of safety. The car ideally travels along the triangle from the vertex to the left side 

of the image. The color chosen was red to draw attention to the accident data. Data are represented in the  

3 specific roundabouts and were taken from the Global Status Report On Road Safety (WHO, 2018), the 12th 

Road Safety Performance Index Report (European Transport Safety Council, 2018) and the ISTAT-ACI 

statistics, Road Accidents (ISTAT-ACI, 2019). The figure is represented as the number of fatalities per million 

inhabitants, in order to standardize the data and allow for comparison. Moreover, in order to better define and 

provide information, the data are directed, through an arrow, towards a detailed "window" that shows the 

numerical data (absolute value) of "injuries" and "deaths" caused by road accidents. AR elements (indicated 

by a line and a target) were inserted in correspondence with the 'roundabout' and show the national ones.  
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From the country image it is possible to analyse a first infographic by ISTAT, modified and reworked, in which 

is presented an urban street, visible from the dashboard of a car, enriched by the silhouettes of buildings which, 

from the left, show the number of road victims, with details of the type of vehicle used, followed by the number 

of deaths, with details of the vehicle (car, motorbike, pedestrian, cyclist and so on), then the number of injured 

(shown on the silhouette of a hospital). Infographic also shows the national accident figures differentiated by 

the months of the year in which the greatest number of accidents occurs (shown in central buildings), the 

circumstances of the accidents (shown on a billboard on the right), details of the types of road, details of the 

age and gender of the victims and details of the days of the week and the hours when the greatest number of 

accidents occur. The latter figure in particular has been included in order to highlight the importance of the 

home-work journey and its weight in the overall road accident rate. The symbolic journey of the car reaches 

the base of the triangle where another graphic element has been created and inserted, another 'information 

station' linked to the world of work and represented by the shape of a factory. Inside the shape of the factory, 

a new augmented reality element opens up in the form of an infographic in which the data on road accidents, 

overall and fatal, taken from the Ministry of Infrastructure-INAIL-CSA Report (2019) are shown.  

The infographic shows the data on accidents overall, i.e. "total", and that on road accidents (by means of 

transport) with details of accidents "in itinere" (travelling between home and work). The same logical pathway 

was also used to report the data on fatal accidents (total, by means of transport and 'en route'). 

In order to have a better detail of the accident phenomenon it has been decided to report further data, related 

to road accidents in the infographic that opens in AR at the line/target that is named: "Infographic INAIL".  

In this infographic a steering wheel is shown in the middle of the page indicating the topic that has been 

developed, i.e. "Accidents at work by means of transport" and around the central figure rotate the detailed data 

on the phenomenon (gender, age, economic activity, profession, month, day, time and territory of occurrence). 

The car's route continues after crossing the "factory" and, at the base of the triangular route, the dangerous red 

line leads to a deviation, a fork, a choice: downwards the red arrow is directed along a dangerous route (because 

safe driving behaviour is not taken into account) and there is a collision of two cars while to the left, i.e. towards 

the apex, the road continues along a route characterised by "safe" driving behaviour (safe route) the route then 

becomes green. The signposting included in the prototype, starting from bottom to top, represents: a) with the 

obligatory sign the use of seat belts; b) with the obligatory sign the use of helmets for drivers of motorbikes; 

c) with the danger sign the warning not to exceed the speed limit and to maintain an adequate speed, 

(represented by the odometer); (d) the prohibition sign and the symbol of a 'crossed-out' wine glass are used to 

warn against driving while under the influence of alcohol or alcohol, (e) the final caution/danger sign indicates 

a night-time context to alert drivers to the fact that they are driving in brightly lit and tired conditions  

(night-time driving). The choice of the safety prescriptions illustrated in the prototype refer to the main causes 

of road accidents/accidents recognized at world, European and national level; in fact, they were the subject of 

an awareness campaign video produced by the WHO, based precisely on the five simple rules identified as 

necessary to improve road safety. The WHO video was broken down and cut into five micro-parts 

corresponding to the five rules so that each graphic element corresponded to the video related to the specific 

rule and inserted as integrated Augmented Reality elements within the visual context of the information 

product. The objective is to draw attention to the messages of safe behaviour, following the indications of the 

green path to return safely to the starting point. 

4.3 Questionnaire  

Fifty subjects (mean age 41.1 years; SD 10.7) completed the questionnaire and assessed a mean value greater 

than 9 for each dimensions investigated (Likert scale 1 till 10). The mean value for the pleasantness dimension 

is 4.6 (SD 0.9; Likert scale 1 till 5). The study shows that innovation tools and methods are appreciated in 

occupational safety and health (OSH) sector and confirms that virtual and augmented reality applications can 

have positive impacts for information, education and training. 
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5. DISCUSSION AND CONCLUSION 

In this research, we have been able to confirm that the use of AR in the road safety education, has been positive. 

The subjects who have participated in the study identify this technology as suitable for their use. They have 

presented as advantages that it is dynamic and fun, raises motivation and attention, and enhances interaction 

between people. The journey through road safety in this study was motivated by the need to communicate a 

risk, the road risk, which according to WHO estimates is the eighth leading cause of death worldwide. After 

reviewing the main communication tools, the augmented poster was considered the most interesting option for 

a communication that would go beyond the simple visual element and enrich the perception of our addressee 

with new information and knowledge about road safety. A different form of user involvement, more direct and 

interactive, which stimulates the user to feel part of the road safety issue, to make it his own by pointing the 

cursor of his smartphone and his brain at the message that the road can be safe for us and for others, first and 

foremost "by our own choice", through appropriate behaviour, well-considered choices supported by a full 

awareness of the risks. The project, given the presence of multimedia elements in AR, is currently the most 

appropriate choice as it is easily reproducible and replicable in electronic format for sharing as a possible 

"online" tool of information and communication, assuming the possibility of future insertion of additional 

information elements more descriptive and detailed, suitable for specific target audience. The prototype can, 

in fact, be easily reproduced in different sizes and formats (on paper or fabric, for example) so that it can be 

distributed to workers and made available in any sector or business sector, to inform and communicate in a 

direct, immediate and effective way the road risk, also in compliance with the law. 

Augmented Reality seemed to be the most appropriate choice, as it is a recent and evolving technology, 

whose applications initially concerned the gaming sector (on which we were oriented) and which is now fully 

entitled to Industry 4.0 and Training 4.0 because of the various industrial applications that have now expanded 

the boundaries and diversified the functions. This research shows that the AR technology allows to explore, 

practice and interact digital contents and provides opportunities to experiment while working: to learn about 

insecurity and risk in a safe environment. Through the active behaviour of the learning subjects, the ability to 

make conscious choices develops, an attitude develops, a “mental habit”, a social and emotional mastery.  
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ABSTRACT 

Increasing the energy efficiency (EE) of a household appliance is a step forward to reduce energy consumption. However, 

it will not be enough if consumers, during the purchase, are not fully aware of the sustainable characteristics of the 

household appliances and their environmental impact. Eco-labels contain a lot of information sustainable-related and are a 

powerful tool that is considered by 79% of consumers during purchases but it is unclear whether users really know this 

important information. However, the large number of different eco-labels on the market may decrease consumer confidence 

and increase misunderstanding. In our study we explored the eco-label knowledge of 101 respondents, highlighting the 

most relevant characteristics for them when purchasing a household appliance. Despite relying on eco-label, users are not 

aware of the sustainable information about electricity and water consumption and that could have a negative impact on the 

environment and on users’ savings. 

Results from this preliminary study could be translated into suggestions for the application of Augmented Reality (AR) in 

the sustainability market. This technology could be used to make energy labeling clearer for the user, showing relevant 

appliance information and providing the consumer with more eco-friendly options to encourage a more responsible choice 

of sustainable appliances. It can also be a powerful tool that can change non-ecological behaviors in the daily use of 

household appliances. 

KEYWORDS 

Purchase Intention, Sustainability, Household Appliance, Eco-Label; Refurbished, Augmented Reality 

1. INTRODUCTION 

Climate change is undoubtedly a major issue that forces both policy makers and individual citizens to take 

action. Manufacturing companies, industrial farming, and the usage of household appliances are sources of 

carbon emissions that contribute to global warming. Indeed, the European residential sector is on the top of the 

list for energy use, accounting for 26.3% of the entire European energy consumption (European Commission, 

2019). End-users may play a key role in mitigating household energy consumption because they both purchase 

home appliances and manage their daily usage (Gamberini et al., 2012). However, if the end-user is not fully 

aware of the characteristics of the appliance at the time of purchase (or how to use it properly), and their impact 

on the environment, the efficiency of the appliance is jeopardized (Rosak-Szyrocka & Żywiołek, 2022). 

Previous studies underlined the importance of energy labeling to make sustainable purchase choices, despite 

this, the average users reported little understanding of labeled information and energy characteristics of 

household appliances. 

In this exploratory study, we aimed to investigate users' general perceptions and knowledge about  

eco-labeling and their green trust to improve the sustainability behavior of users who purchase energy-efficient 

appliances (Waris & Hameed, 2020). Additionally, we addressed refurbishment, which is the process of 

replacing, repairing, or reprocessing parts of a used product to bring it to like-new condition, This process's 

benefits for the end user are already known in Industry 4.0, (e.g. in terms of economical savings) (Ijomah, 
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2009), but researchers investigated the perception of the purchaser and their expectations about the 

phenomenon in the household appliances sector are needed (Bressanelli, Saccani, Perona, & Baccanelli, 2020). 

Our findings provide indications to assist consumers in the aware choice of energy-efficient appliances by 

leveraging mixed reality technology.  

1.1 Related Work 

In the European Union marketers must expose a label that provides information regarding the Energy 

Efficiency (EE) and environmental attributes of some specific product. Household appliances must be 

classified by efficiency, from A (most efficient) to G (least efficient). According to the Special Eurobarometer 

492 (European Commission, 2019), eco-labels are considered by 79% of consumers during purchases. 

However, thanks to advances in energy efficiency, most appliances now have the A+ (or higher) label, and the 

difference between these high energy classes is not clearly defined or explained. To solve this problem, in 

March 2021 energy label categories were rescaled from A to G for product groups such as refrigerators, 

dishwashers, and washing machines, while for others (e.g., oven and tumble dryer) they have not been changed. 

Eco-label is a powerful instrument because it helps consumers to evaluate the potential effects on the 

environment, improving their decision process (Thøgersen, Pedersen, Paternoga, Schwendel,  

& Aschemann-Witzel, 2017). However, this great amount of different active labels on the market can 

negatively affect the levels of trust perceived by the consumers in sustainable purchases (Nikolina, 2020). 

Recent research underlined those green purchases are affected by several factors that decrease consumers' 

trust, such as high prices of green products, perceived lower product quality, ineffective marketing strategies, 

and lack of accurate information (Sheth, Sethia, & Srinivas, 2011). Current evidence emphasized that typically 

consumers are not always aware of the information shown by the eco-labels, and misunderstandings are 

possible (Brécard, 2014). Generally, the eco-label focuses specifically on water or energy consumption in a 

specific use phase and does not report clear information about other uses. In addition, important information 

about the Life Cycle of Appliances is completely missing in energy labels (Russo, Rossi, Germani, & Favi, 

2018). Understanding the environmental impact of household appliances during their entire life span, from raw 

material extraction to final disposal, may be another factor affecting consumer decisions towards better 

environmentally-driven decisions, such as buying refurbished household appliances (Li, Wu, Jin, & Lai, 2017). 

The role of the end user in label design is still limited, so future research should take a user-centered 

approach to eco-design to improve the labelling and make it clear and more understandable to consumers. 

Indeed, the literature points out that the knowledge of consumers about products' sustainability increases their 

purchase intention. Further studies should evaluate the content of these labels, not forgetting the importance of 

the medium in which the information is presented. 

Augmented Reality (AR) technology aligns real and virtual objects with each other through different 

devices. AR enhances or overlays virtual content, including textual and visual content over the physical 

environment. (Álvarez Márquez & Ziegler, 2020), encouraging exploratory behavior in consumers, which will 

affect their intention to purchase. Augmented reality applications in retail have been shown to allow consumers 

to make more aware purchase decisions by bringing to the foreground product information that is poorly 

visible. 

The capability of Augmented Reality to highlight relevant product-related information, makes it a powerful 

tool to assist consumers when choosing a new appliance.  

In addition, several studies point out that this technology is associated with learning benefits, better 

understanding, and increased user motivation. However, knowledge alone is not always enough to change 

entrenched behavior. Exposing people to the consequences of their unsustainable choices, e.g., simulating them 

in AR, could encourage green behavioral change as shown in Virtual Reality studies (Ahn, 2011). 
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2. MATERIALS AND METHODS 

2.1 Materials 

The questionnaire comprised 50 items in total, grouped into three sections being, Demographics, Perceptions 

and knowledge of EE labels, and Perceptions and knowledge of refurbished electronic devices. The 

Demographic section investigated participants’ background, namely gender, age, education, job position, 

monthly income, with how many people they live, and past experience in purchasing household appliances  

(8 items). 

The second section explored respondents' perceptions and knowledge about EE labels. In addition, it 

explored the characteristics that participants consider at the purchase stage and their willingness to pay for 

energy-efficient appliances. 

Perceived knowledge of energy-efficient label (PK), investigated consumers’ evaluation and perception 

of the eco-labels (2 items for generic EE label adapted from Waris & Hameed, 2020; 7-point Scale). 

Green trust (GT) assessed consumers' perceived credibility about EE labels (3 items adapted from Hameed 

& Waris, 2018; 7-point Scale). 

Purchase intention (PI) explored intentions to purchase environmentally friendly products, such as high 

EE household appliances (1 item adapted from Nguyen et al., 2017; 7-point Scale). 

Prioritization of purchase criteria; in order to understand which are the most important features of a 

household appliance that might influence the buying decisions, a rank with the product’s features was created 

(12 features for each appliance). Respondents had to order the features from the most to the least important 

(Sonnenberg, Erasmus & Donoghue, 2011). 

Knowledge of the new EE label; to deeply explore the knowledge of the new eco-label, an ad-hoc 

questionnaire was created. We asked participants to select all the statements that reported correct general 

information about the new label (6/11 were true). The 11 statements were based on the provided by the 

European Union. Finally, the last section assessed the respondent's knowledge and attitude toward refurbished 

electronic devices.  

Perceived knowledge of refurbishment (PK) assessed the extent to which respondents considered 

themselves knowledgeable about refurbished devices (2 items adapted from Waris & Hameed, 2020; 7-point 

Scale). 

Purchase intention (PI) assessed respondents’ willingness to buy a refurbished device (3 items adapted 

from Hameed & Waris, 2018; 7-point Scale). 

Environmental Concern (EC) explored participants’ attitudes toward environmental issues (1 item 

adapted from Ward, Clark, Jensen & Yen, 2011, 7-point Scale). 

Knowledge of refurbished electronic devices investigated participants' knowledge regarding the 

characteristics of refurbished technology (3/7 statements were true; statements were adapted from existing 

literature) (Ijomah, 2009).   

2.2 Participants 

The sample comprised 101 respondents, (F=49; M=50; Non-binary=1; Unspecified=1), with an average age of 

37.8 years old (SD=15.6; age range 21- 81). 

The majority of the respondents reported medium or high educational qualifications (master's 

degree=33.66%; high school degree=31.68%). Fifty-eight percent reported a medium-high income (while 

30.7% had a medium-low income and 11% had a high income). The income consistently reflected participants' 

occupation: 49% was an employee (in the private sector 28%; in the public one 21%), students were the 15%; 

blue collar workers and the unemployed were both the 8% of the sample. Respondents reported living on 

average with other 2 people (SD=1,31). Finally, 62% of respondents had purchased a household appliance in 

the past, of them the 73% reported being directly involved in this kind of purchase. 
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2.3 Procedure  

The questionnaire was pre-tested to reduce error through possible misinterpretation. The data were obtained 

through an online survey using the Qualtrics platform and was conducted in June 2022. Participants had 

accepted the informed consent to fill the questionnaire. To involve a diverse sample in terms of age, income, 

and education, snowball recruitment was employed. Each participant directly recruited through the researchers' 

social network send the questionnaire to others. Participation in the survey was voluntary, and no incentive 

was offered. 

2.4 Analysis and Results 

To explore respondents’ answers, an overall score was computed for each of the dimensions explored by 

averaging the scores assigned to each item. It turned out that respondents' claimed to be familiar with the EE 

label (M= 5.52; SD= 1.3), reporting that they trust the information shown, and that it is useful for understanding 

the environmental impact of an appliance (M= 4.77; SD= 0.88), and that they also rely on it during purchase 

(M= 5.65; SD= 1.32). Finally, they reported that the meaning of the new energy label is clear (M= 5.52;  

SD= 1.30). 

However, their tested knowledge about the new EE label (Table 1) reveals that it is still unclear which 

appliances feature the eco-label (58.42% of incorrect responses). The only device on which they know that the 

new eco-label is placed in the TV and monitor (only 11% of wrong answers). In addition, they seemed also 

confused about the energy-related information reported on the label (EI) (49% of incorrect responses). It is 

clear that the information reported by the new EE label is confusing for the majority of the sample. The only 

statement that seems not to be misunderstood is that the new energy label does not indicate that the same 

appliance is now less efficient (only 12% of wrong answers). However, it should be noted that some 

information reported such as "Specifically reports the daily electricity consumption, in kWh " (40% of incorrect 

responses) or "Indicates the energy efficiency of household appliances" (36.6% of incorrect responses) are 

contents also present in the old energy labels. A low match of correct answers for these items could also reflect 

a misunderstanding of the old energy label, which is still placed on other household appliances. 

Table 1. Statements reported about the new Eco-Label True (T); False (F) and respondents’ frequencies of the wrong 

answer in percentage (%) 

Dimensions Statement reported about the new Eco-Label 

True (T); False (F) 

Frequencies of 

wrong answer 

(in  %) 

Mean % of 

the 

dimensions 

WA   58, 42% 

 It’s placed on refrigerators, freezers, wine cellars (T) 48, 5%  

 It’s placed on washing machines but not 

on tumble dryers (T) 

97%  

 It’s placed on air conditioners (T) 95%  

 It’s placed on ovens (electric and gas) (F) 40, 6%  

 It’s placed on TV and monitor* (F) 11%  

EI   49% 

 It has a scale ranging from A+++ to G (F) 43, 6%  

 For some household appliances, it shows the stand-by 

consumption (T) 

80%  

 For some household appliances, it shows  

the level of noisy (T) 

80%  

 It Specifically reports the daily electricity consumption, in kWh 

(T) 

40%  

 It Indicates the energy efficiency of household appliances (T) 36, 6%  

 If with the old label an appliance was rated A+++,  

now that is rated B, it means that is less efficient energy  

than before (F) 

12%  
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In Table 2 the most important characteristics chosen by the respondents when they have to buy a household 

appliance are reported (specifically the five most chosen options are shown, out of twelve alternatives 

proposed). In this questionnaire, we considered specifically three large household appliances (i.e., washing 

machine; refrigerator; dishwasher) because they feature the new energy label. After the price, the most 

important characteristics considered by the participants when buying a washing machine and a dishwasher are 

energy efficiency and general consumption. Considering the fridge, this choice seems to be related to the 

specific functionalities and physical characteristics of the appliance. 

Table 2. Respondents ranking of the 5 most important characteristics (out of twelve alternatives proposed) considered 

during the purchase phase of household appliances 

Rank Characteristics Frequencies in % 

Washing Machine 

1st Price 32 

2nd Electric Consumption 23 

3rd Water Consumption 20 

4th Energetic Class 13 

5th Ecological washing 14 

Fridge 

1st Fridge Capacity 35 

2nd Price 20 

3rd Water Consumption 22 

4th Noise 19 

5th No frost function 16 

Dishwasher 

1st Price 31 

2nd Electric Consumption 22 

3rd Water Consumption 19 

4th Energetic Class 17 

5th Ecological washing 17 

 

Finally, respondents have to choose how much they would be willing to pay for a high energy class (A) 

household appliance with the most common features (Table 3). The prices range were six, based on the three 

major e-commerce of electronics, as follows: “Less than 400 €”; “400-599 €”; “559-749€”; “749-999€”;  

“1000-1249 €”; “More than 1249€”. The majority of the participants underestimated the value of such 

appliances, compared to the average market price. Notably, regardless of the type of household appliance, 

participants would be willing to pay the same lower price range. 

Table 3. Respondents willing to pay for high energy class appliances compared with the Italian market average price  

High energy-efficient 

household appliance 

Italian market average 

price 

Most frequently chosen  

range of price (€) 

% of participants who 

underestimated the market 

value 

Washing Machine 952 € 400-599 € 82% 

Fridge 2199€ 400-599 € 100% 

Dishwasher 886€ 400-599 € 80% 

 

The last section of the questionnaire aimed to understand respondents’ past experiences with refurbished 

electronic devices. The 87% of the sample had never bought a refurbished electronic device. Despite this, 

exploring in-depth their actual knowledge about reconditioning, participants seem to clearly know who resells 

these devices and the features and quality standards these devices achieve (on average, only 14 % wrong 

answers were given). They claimed to know them (M= 4.85; SD= 1.32), understood the benefit to the 

environment (M= 5.6; SD= 1.5) and would be willing to buy them (M= 4.4; SD= 0.71). Although 68% of 

participants would be willing to purchase a small refurbished appliance (e.g., microwave, coffee maker, 

blender), the choice to purchase a large refurbished appliance (e.g., dishwasher, fridge, washing machine) does 

not appear to be as clear-cut, even if it is high (50 %). 
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3. DISCUSSION AND CONCLUSION 

In this exploratory study, we analysed the importance of eco-label as a tool capable to influence the purchase 

phase of household appliances. Consistently with the Special Eurobarometer 492 (European Commission, 

2019), participants reported a positive attitude towards the EE, highlighting a general medium-high level of 

perceived knowledge (both with regard to the old labels and the new ones) green trust, and purchase intention, 

that the literature links to consumers' environmental attitudes and green consumption behavior (Nguyen et al., 

2017). However, some issues emerged while testing users’ true knowledge about the new EE label, for example 

in which appliances they can find it or the reported information about electricity consumption related to the 

environmental impact of the household appliances. This finding may also be relevant considering that some 

statements that carried general information about sustainability are also true statements carried in the old  

eco-labels. The current presence of many different eco-labels on the market could be an element of 

misunderstanding. Consistently with the literature, participants emphasize that the price guides them in their 

purchase choice, followed by the features that may be most related to sustainability (such as energy and water 

consumption, or energy class) (Sonnenberg, Erasmus & Donoghue, 2011). Although the average monthly 

income of the sample is medium-high, they are willing to pay much less than the average price for  

a high-energy class household appliance. Energy label information should be easily understandable and report 

more obvious and detailed information about the sustainability of the appliance, such as water or electricity 

consumption. 

This study also aimed to explore the participants' perceptions of refurbished electronic devices. Most studies 

have focused on the role of reconditioning in Industry 4.0 (Ijomah, 2009), but few paid attention to common 

electronic devices. Although most participants had never purchased a refurbished device, the preliminary 

results of the present study show a good understanding of the phenomenon and general confidence in the green 

potential of these devices. In addition, participants showed a propensity towards the purchase of small 

refurbished appliances rather than larger ones.  

The above considerations are fertile ground for future research. If price drives participants' purchase 

decisions, refurbished and energy-efficient household appliances represent a valid eco-friendly alternative. AR 

represents an emerging digital market trend that is supporting users’ decision-making process by offering 

functions for product comparison and recommendation. The potential of this tool in helping consumers make 

healthy and environmentally friendly choices is still under evaluation, but the benefits are clear. AR allows 

customers to have a real-time interactive experience examining product information, boosting exploration 

behavior, and improving buy intentions. (Lee, Kaipainen & Väänänen, 2020).  

Since users generally rely on energy labels without really understanding them, the implementation of AR 

could improve user knowledge and prevent erroneous usage behaviors in daily life. Customers are known to 

be reluctant to invest time and cognitive effort during the purchase decision. AR technology may help users in 

gathering, analysing, and integrating new information, lowering the cognitive load and cost of accessing 

information (lvarez Márquez & Ziegler, 2020).  Augmented reality makes it easier for consumers to visually 

examine product features by highlighting relevant product-specific information. This enhances product 

knowledge in favor of sustainable choices, boosting their willingness to pay for that product, and poses as a 

powerful tool in the retail of household appliances. As results from this preliminary study suggest, AR could 

be used to make energy labelling clearer for the user, and to clearly show relevant appliance information  

(e.g., consumption of specific wash cycles), warranty, and reparability index. In addition, it would be possible 

to provide the consumer with more eco-friendly options (e.g., buying a refurbished appliance) in line with the 

user's needs. In conclusion, AR is proposed as a powerful and promising tool for the sustainability market. This 

technology has the potential for creating positive behavioral changes, that could be exploited to promote  

long-term behaviors in the use of household appliances.  
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ABSTRACT 

Homeowners are generally very eager to add the latest gadgets to their homes. They buy smart speakers, smart televisions, 

or any other smart appliance without regard to the security risks these devices might pose. Not only does a smart device 

collect data for its basic operation, but it also stores the information on the device and often on the cloud. Most often the 

device is managed from a mobile phone application. Unauthorized access to the devices can have a disastrous impact for 

the homeowner. Consequences include jeopardy of access controls when locks are opened, financial lost when fridges are 

compromised, loss of private data and many more risks when cloud data is compromised. The aim of this paper is to raise 

awareness to the education of the unsuspected homeowner on the privacy invasion risks involved in the modern smart 

home. Guidelines for homeowners are developed from combining results from a literature review and an empirical study. 

The empirical investigation was done as a study on data from documents. Data was collected from two main sources, 

manufacturers’ documents (in the form of technical manuals) and from online reviews. Data from manufacturers are viewed 

as data coming from official documents, and data from reviewers are subjective viewpoints which can be seen as  

open-ended interviews without any detail interview questions. The two sources provide two main viewpoints on the data: 

firstly, the official view of the manufacturer, and secondly, the subjective view of various reviewers. Content analysis is 

used to analyze and code the data from an interpretive research paradigm perspective. The contribution of the paper is list 

of guidelines for homeowners of the risks of smart devices in general and guideline from specific smart devices such as 

televisions, fridges, speakers, and locks. 

KEYWORDS 

Smart Home Security; Security Threats, Security Awareness, Smart Appliance Security 

1. INTRODUCTION 

With the rapid advancement in smart technology, many users have adopted smart appliances into their homes. 
It is estimated that by the year 2030, up to 500 billion devices will be connected to the internet (Cisco, 2019). 
These devices will be equipped with sensors, allowing them to be able to collect environmental data or any 
other type of data. Due to their network connectivity, these devices will be able to transmit collected data to 
servers in the cloud for analysis, which in turn will help these devices to make intelligent decisions or take 
better actions. 

Among the 500 billion devices which will connect to the internet by 2030, a portion of that number will 
comprise of household appliances, such as fridges, microwave ovens, stoves, coffee makers, air conditioners, 
electricity meters, televisions and many more. A number of these devices already have internet connectivity, 
such as smart televisions.  

With such a high number of devices and home appliances connecting to the internet, security becomes a 
major concern for most homeowners. 

In view of the advancement in IoT, data protection will become even more important. It is true that IoT 
generates a tremendous amount of data (Aazam et al., 2014:414) due to its many connected devices. It was 
estimated that by the end of 2019 the amount of data produced by humans, machines, and things was going to 
be in the range 500 zettabytes (Ni et al., 2018:601).  

The introduction the various smart devices and appliances in a Home Area Network, put users’ privacy at 
risk. For instance, some of these devices, such smart speakers and smart TVs may come with microphones and 
cameras that are at risk of being hacked by intruders. Often users are always not aware of the amount and type 
of data being collected and how this data is being used. 
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The purpose of this paper is to demonstrate how the introduction of smart devices and appliances in a HAN 
may compromise the data privacy of its users in a smart home. 

The paper is structured as follow: Section 2 introduces the literature review upon which the research is 
based on, Section 3 covers the empirical study, in Section 4 we present our findings, and in Section 5 our 
conclusion is presented. 

2. LITERATURE REVIEW: IOT SECURITY 

The core function of every secure system, according to Fisch et al. (2017:2) is to provide confidentiality, 
integrity, and availability. Bhaskar (2008:14) goes even further at defining what security is, by dividing the 
concept into computer security and network security. He describes computer security as mechanisms and 
procedures taken to provide confidentiality, integrity, and availability of the data stored on a computer. The 
components of Figure 1 show that data is at the core of security in any type of network, including IoT networks.  

 

Figure 1. Aspects of computer security, adapted from Carroll, 2014:8 

Experts believe that IoT networks are extremely vulnerable to attacks due to the following facts, (1) the 
unattended nature of most IoT devices; (2) most communications in IoT are wireless, making eavesdropping 
easy; (3) the low capabilities of IoT devices in both power and hardware, makes it difficult to implement strong 
security measures (Atzori et al., 2010:2801). According to Ali et al. (2019:1), resource constrained IoT devices 
makes it difficult to implement traditional security mechanisms such as cryptography, exposing these devices 
to data integrity and confidentiality issues. In addition, Zhang and Zhu (2011:511) describe hidden dangers to 
information security in IoT. Such as the wide application of RFID tags, and the way information is processed 
and stored. Taking into consideration the risks which IoT possess, it is necessary that measures be implemented 
to protect the privacy of users in HANs. Lack of privacy has been the root cause of most concerns expressed 
alongside IoT. Atzori et al. (2010) acknowledges that “IoT represents an environment in which the privacy of 
individuals is utterly jeopardized in various ways”. 

In this paper, the IoT network of focus is a Home Area Network (HAN) which part of a smart home.  
A typical home area network may consist of smart appliances, smart sockets, smart lights, security systems 
smart locks, smart TVs, smart wearable devices etc. (Ali et al., 2017). All these IoT objects are network 
capable, allowing them to be remotely accessed and operated, thus making them all susceptible to attacks.  
A HAN may consist of several smart devices and objects, all of which can be vulnerable in one form or another. 
Although some of these devices may have been designed with security in mind, but to have just one insecure 
device in a network may present significant vulnerabilities (Patton et al., 2014:232) and may just be the weakest 
point for the whole network. 

Sathu and Shukla (2007:87) have also concluded that smart homes will have significant security challenges 
due to the lack of security knowledge by most of these households. For instance, most users operate in the 
administrator account on their PCs, password control is always feeble, computers are sometimes left on the 
whole night connected to the internet, and there are no backups done regularly or at all. These poor security 
practices can also be brought into IoT networks, resulting in real security challenges for smart homes where 
most smart appliances will have no ability to detect malicious infections. 
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In a survey done by Canonical (2017:5), it was discovered that several factors contribute to vulnerabilities 
in IoT devices today, these factors include: 

• Hard-coded passwords: they argue that the majority of IoT devices are shipped with no password or 
the standard admin password which is known and exploitable. 

• Fundamentally weak security at both the software and hardware levels: they argue that many IoT 
devices are not designed with security best-practice as a priority. 

• Lack of software updates: the survey argues that when a vulnerability is found, manufacturers are not 
quick to roll out updates in time, or it might happen that no updates are released at all. 

• The size of the opportunity: the billions of IoT devices which have been sold in the past few years 
mean the attack surface has also increased tremendously. This poses a high risk for attacks such as Distributed 
Denial of Service (DDoS). As these devices become more integrated into the industry and society at large, the 
survey argues that organized attacks will also increase. 

It has been argued in this paper that connectivity in an IoT network contributes substantially to the risk in 
the smart home. Network security threats can be explained according to Bhaskar (2008:24), under the following 
four categories: interruption, interception, modification, and fabrication. 

I. Interruption: in a network setup, most communication takes place between clients and servers. The 
communication between these clients and servers may be interrupted using various techniques 
resulting in the services being provided by the servers to be unavailable to clients (Bhaskar, 
2008:24). Several attacks exist that may cause interruption to a system, such as denial of service 
(DoS).  

II. Interception: in network communication, an attacker can make use of various tools, such as packet 
sniffers, to intercept traffic between the sender and the receiver, and be able to read the contents 
of the packets. This type of threat may result in a problem of confidentiality (Bhaskar, 2008:24). 
Interception is passive in nature, whereby the intention of the attacker is to gain access to 
information by using methods such as eavesdropping, no tampering of data takes place.  

III. Modification: unlike interception, which is passive, modification is active (Bishop, 2005:5). With 
modification, packets are captured, and the contents of these packets are altered before the packets 
are forwarded to the targeted recipient; this causes a problem of data integrity (Bhaskar, 2008:25). 
Modification can also be used by an attacker to alter data in a database, or even change the working 
of hardware by changing certain settings.  

IV. Fabrication: fabrication aims at corrupting the authenticity of the data (Bhaskar, 2008:25). With 
fabrication, an attacker will try to send a message to a recipient pretending to be who they are not, 
or the attacker might insert a record in a database without permission. (Bishop, 2005:5).  

Data security is vital to any network, since protecting data is the main objective of computer and network 
security. Data security involves the protection of sensitive data to avoid theft and protect privacy (MIT, 2016). 
Not all data is sensitive, hence it is important to have data classified. Stewart et al. (2012:225) describes the 
primary objective of data classification is to provide security mechanisms for storing, processing, and 
transferring of data. Data can be classified based on its sensitivity, cost, risk, vulnerability and many more. 

For instance, in a smart home, a large amount of data is generated from smart meters to smart thermostats, 
to the many sensors that may be connected in the home, and smart appliances. Most of this data are of no value 
if it is not sent to server applications in the cloud where the data can be analyzed to benefit the householder. 
Majority of IoT devices suffers from resource limitations such as memory, thus they cannot store a large 
amount of data. Therefore, IoT will greatly rely on cloud computing for the storage, processing, and 
interpretation of its data. The data generated in a HAN will face many challenges. First, there is a high risk of 
data being stolen while it is transmitted between the HAN and the internet. Secondly data collected by the 
utility companies and device manufacturers will be stored online making it a target for cybercriminals. 

How secure is data stored online? The slow adoption of cloud computing, especially by organizations, has 
always been around the issue of data security and privacy protection (Chen & Zhao, 2012:647) due to the 
insecure nature of the internet. In essence, storing data in the cloud means that the user has no control over it. 
In the current setup of things, service providers have been providing users with the assurance of their data using 
a service level agreement (SLA) (Kandukuri et al., 2009:517), but it is proven through research that cloud 
computing is not as safe as many service providers might claim (Chen & Zhao, 2012:647). 

According to Wang et al. (2010), cloud storage is not yet safe for sensitive data; this is mainly because 
cloud storage does not guarantee integrity and availability of data. With the establishment of bodies such as 
the cloud security alliance (CSA) and the use of security content automation protocol (SCAP) (Ali et al., 
2019:460), cloud security can see a significant improvement in data security. It will take time before everyone 
follows any standards set, as it was discussed before, the lack of standardization in IoT is a significant problem. 
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Ali et al. (2019:460) argue that large cloud vendors, such as Microsoft, Amazon, Google, and others, use 
proprietary technologies. This heterogeneity may result in security problems. Data security does not only 
involve storage but also protection during transmission as well.  

3. EMPIRICAL STUDY  

The approach this study adopted is that of interpretive case study and the source of data is mainly from 
documents, thus document research in context of a case study, was used as the main method of data collection. 
Data was collected from two main sources, manufacturers’ documents (in the form of technical manuals) and 
from online reviews. Data from manufacturers are viewed as data coming from official documents, and data 
from reviewers are subjective viewpoints which can be seen as open-ended interviews without any detail 
interview questions. The two sources provide two main viewpoints on the data: firstly, the official view of the 
manufacturer, and secondly, the subjective view of various reviewers.  

A large amount of data was collected from these two sources. To be able to analyze this data, it was vital 
that a fitting analysis method be used. In this research a deductive qualitative content analysis approach was 
adopted to analyze manufacturers’ manuals and reviewers’ documents from a security perspective. Both 
categories of the data are in electronic format. In the instance of electronic documents, although the data are 
already captured, time is needed to prepare them for analysis. 

Content analysis is defined by Vaismoradi et al. (2013:400) as “a systematic coding and categorizing 
approach used for exploring a large amount of textual information unobtrusively to determining trends and 
patterns of words used, their frequency, their relationship, and the structure and discourse of communication”.  

3.1 Data Collection 

Before data could be analyzed, the first step is identifying the data of data you want to collect and where to 
collect it from. For instance, Table 1 gives an example of data sources on smart speakers. Data sources for 
smart speakers come from three of the largest manufacturers of smart speakers globally according to market 
share. These speakers in no way represent the whole spectrum of smart speakers out there, but the data obtained 
is enough for us to have an understanding on the security issues smart speakers are facing.  

The data in Table 1 come from documents from manufacturers, these include device manuals, privacy 
documents of smart speakers, and manufacturers’ websites. For each chosen device, data are presented in terms 
of both sources, namely the manufacturer’s documents and reviewer information. Reviewer documentations 
were collected by following the following process: 

• For each device a model was selected to gather reviews for. In many cases, slightly older models of 
devices were selected to ensure that enough reviews are available to collect valuable data. 

• The process starts by searching for a particular term or statement, such as “Sony smart TVs data 
privacy”. 

• From the millions of results from the search, reviews are carefully read to see if they cover the main 
point required. This is done for several reviews until a satisfactory one is found. 

• Once the review is selected, it is included in the reviewers' table (discussed below). 
• Then a code is created in the first column and a footnote is generated for extra information. 
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Table 1. Smart speakers data source 

Manufacturer Model Motivation for selection# 
Manufacturer 

documents 

Amazon Echo 

By 2018, the USA alone had almost 118 million 

smart speakers in users’ homes (Sterling, 2019). 

Amazon alone claims to have sold around 100 million 

Echo smart speakers worldwide (Leary, 2019). The 

Echo model seems to be the most popular smart 

speaker from Amazon. Also, Amazon is currently the 

leader in the number of smart speakers sold to date 

(Owen, 2019). 

Amazon 

(2019c) 

Google Home 

Google Home is the second most sold smart speaker, 

according to published reports (Owen, 2019). By the 

end of 2018, almost 11 million google home smart 

speakers were sold. 

Google (2019a) 

Apple Homepod 

Apple Homepod is added to this list because Apple 

produces premium products. Although it might be 6th 

globally, it is 3rd in the USA, and the brand is well 

known also globally as compared to Chinese brands 

which are currently only popular locally. 

Apple (2019) 

3.2 Data Representation: Coding 

Coding can be described as the process of “transforming raw data into theoretical constructions of social 
processes” (Kendall, 1999:746). Corbin and Strauss (1990:12) though, think of coding as data analysis process. 
According to Kendall (1999:746), through the process of emergence, codes and categories should be able to fit 
the data. 

3.2.1. Coding from Manufacturers’ Documents 

The first source of data namely manufacturer’s documents include technical manuals, user manuals, and 
privacy policy document on the device. Data for each category of device is presented and analysed in a table, 
similar to the excerpt provided in Table 2. The table has four columns, the first represents codes developed 
from the content analysis method chosen for this study, and the other three represent each manufacturer; under 
each manufacturer, there are three columns with the headings of “Yes, No, and No Comment (NC)”.  
NC represents a situation where the aspect is neither confirmed nor denied in the data.  

Table 2. Representation of manufacturers’ documentations 

Manufacturers Amazon Google Apple 

Model Echo Dot Home Homepod 

Codes Yes No NC Yes No NC Yes No NC 

VULNERABILITY 

Acknowledges speaker having a 

microphone. 
X   X   X   

Acknowledges that the speaker 

is always listening. 
X   X   X   

Specifies how much RAM the 

speaker has. 
 X   X    X 

Manufacturer specifies the type 

of encryption the speakers use. 
 X  X     X 

Specifies the CPU being used by 

the speaker. 
  X  X  X1   

THREAT 

                                                 
1 Apple acknowledges that the smart speaker is using an A8 processor 
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Manufacturers Amazon Google Apple 

Model Echo Dot Home Homepod 

Codes Yes No NC Yes No NC Yes No NC 

Acknowledges that the speaker 

is always listening. 
X   X   X   

Acknowledges collecting 

information on the usability of 

the service by users. 

  X X   X   

Acknowledges storing collected 

data from smart speakers on 

their servers. 

X   X     X 

Acknowledges storing a 

recording of voice commands to 

improve the functionality of the 

service. 

  X X     X 

Acknowledges encrypting 

conversations stored locally on 

the device. 

  X X     X 

3.2.2 Coding from Reviewers’ Documents 

The final data representation table for each device (in this case smart speakers) presents the coding of the 
reviewer documents as depicted in Table 3. The reviewers’ table used as example here, consists of three major 
columns, the first column representing the codes, the next two columns represent manufacturers. Under each 
manufacturer’s column, there are sub-columns for reviewers. There are between four to five reviewers per 
item; this done so that saturation can be achieved by collecting data about the same topic from different 
viewpoints. In this table, a code coming from a reviewer is represented with a Y#, where the Y represents the 
reviewer agreeing to what the code says, then # represents the footnote. Because codes should be short, 
footnotes are provided where more detail of what the reviewer said is given. For instance, the code “Claims 
that speakers can be hacked to access locally stored data” that appears under the vulnerability row in Table 3 
represents statement made by reviewer R1 about Amazon Echo dot, denoted by Y4. Reviewer R2 concurs with 
the views of reviewer R1 hence the notation Y5 appearing under the same row. By referring to the relevant 
footnote, more info is given about reviewer’s statements. Once again, the table is followed by a discussion of 
the data to identify vulnerabilities and threats.  

Table 3. Coding example of online reviews 

Code Amazon Echo Dot Google Home 

Reviewer references 
R1 (Panda, 

2018) 

R2 

(Symantec, 

2019) 

R3    

(Koch, 

2019) 

R1 (Panda, 

2018) 

R2 

(Symantec, 

2019) 

R3 (Koch, 

2019) 

THREAT 

Claims smart speakers 

always listening. 
Y2 Y3 Y4 Y1 Y2 Y3 

VULNERABILITY 

Claims that speakers can 

be hacked to access 

locally stored data. 

Y5 Y6  Y4 Y5  

 

                                                 
2 The reviewer claims that apple, google, and Amazon admit that their smart speakers are always listening to the conversation where 

they are unless you switch off that function. 
3 The reviewer claims that the always-listening function of smart speakers scares most people. 
4 The reviewer argues that smart speakers represent a new frontier of corporate espionage due to their ability to always listening. 
5 The reviewer argues that, although the locally stored data is deleted once the speaker realises that you have stopped talking, it takes 

only a few minutes for a hacker to break into the speaker and steal local data. 
6 The reviewer confirms that smart speakers can be hacked. 
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4. FINDINGS  

The aim of the findings is to establish how the introduction of smart appliances and devices put the data and 

privacy of users in a smart home at risk. This was accomplished by identifying the security concerns of each 

category of smart devices. The term security “concern” represents both vulnerabilities and threats and possible 

attacks as this distinction is dependent on context which is sufficiently described in the documents under 

investigation.  

In this section the security concerns discussed in terms of vulnerabilities and threats identified in the data 

are summarised and combined from the two data sources. The aim is to identify specific concerns that needs 

to be considered in the development of guidelines for homeowners regarding security concerns in smart homes.  

Although in this research data from five categories (fridges, speakers, TVs, Locks, and Cameras) of smart 

devices was analysed, we will now present the findings from the smart speakers’ data analysis. 

4.1 Smart Speaker Findings  

The following threats were identified from manufacturer’s documents: 

• Always on speaker recording data. 

• Storage of collected data in the cloud. 

• Replication of user voice commands. 

The following security concerns were identified from reviewers’ documents: 

• Data stored permanently in cloud for long periods. 

• Data is stored on the device itself. 

• Built-in security lacking. 

• Third party plugin software not under scrutiny of manufacturer. 

• Intruders may use device to control gateway. 

• Misused of stored information. 

These lists may be combined into a single list of threats posed using smart speakers:   

• Always on speaker. 

• Data is stored on the device itself. 

• Data stored in cloud for long periods. 

• Built-in security lacking. 

• Third party plugin software not under scrutiny of manufacturer. 

• Replication of user voice commands. 

• Intruders may use device to control gateway. 

• Are the findings rooted in the data analysis? 

The coding of other devices was done similarly, resulting in similar list from the two sets of documents 

analysed. 

4.2 Resulting Guidelines 

We were able to provide generic guidelines fitting of must types of devices in addition to guidelines for owners 

of specific devices as indicated in tables 4 and 5 respectively. 

Table 4. Guidelines for homeowners using smart devices from literature and device documentation 

 General Guidelines 

For each device in the smart home, be sure to understand the user interface, pay special attention to user access and 

authentication. 

For each device in the smart home, be sure to investigate which security settings can be configured by the user. 

When using a mobile app to configure devices, be aware of vulnerabilities caused by outdated software and lack of 

updates.  

Restrict access to mobile devices used to control the gateway. 

Always set the mobile app to update automatically. 

Ensure that smart device firmware is up to date. 

Be aware of the service level agreements in terms of data protection, encryption and sharing of data. 
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Be aware of the security impact of the specific type of network used to upload data from the device to the cloud. 

Be aware of different types of networks used in smart homes and that the connection between devices may be 

insecure. 

Investigate which security and protocol settings can be controlled on the gateway to improve secure communication. 

Investigate which OS is installed on a gateway, the well-known OSs used in current mobile phones and tablets are 

typically more secure than an unknown one. 

Be aware of electricity options in terms of uninterrupted power supply of the hub since power cuts may be a form of 

attack.  

Be aware of the dangers concerning communication between the mobile app and the gateway for control. Investigate 

the encryption provided and ensure it is activated.  

Be aware of which sensors are installed in each device and which data they collect and importantly over what range 

they collect data. 

Investigate the effects when a specific sensor fails on the functionality and safety of the appliance. 

Be aware of the time settings of data collection and the reach of the sensors to know when and where data is collected. 

Investigate the OS used in appliance or host device to understand secure data storage and transfer from the specific 

device. 

Be aware that individual devices have identification tags that may be copied to create insecure entry.  

Table 5. Additional device specific guidelines from empirical study 

Additional Device Specific Guideline 

Television 

Be aware that all additional apps loaded on the TV may pose additional security concerns. 

Users should be aware that they need much more knowledge than anticipated to protect themselves. 

Pay special attention to data collection and sharing in the policy documents of the specific manufacturer. 

Investigate the specific OS of a smart TV model. Different models of TVs use different operating systems, each with 

implications of security.  

Smart Speakers 

Users should delete old data from the device. 

Access to the device in a smart home should be considered as a risk and therefore users should know the range of their 

speakers. 

Smart Locks 

Users should consider everything that can go wrong if security attach is experienced. 

Users should use a qualified technician to install devices and discuss security concerns with them, 

Smart Fridges 

User access is of greater importance since fridge can be used as the gateway. Users need to be aware that their IoT 

fridge maybe not be able to detect that it has been affected by malware, so extra precaution is needed to make sure 

they keep their appliances unaffected. 

 

Users should be aware that the durable lifespan of the fridge itself is much longer than that of the technology. Support 

might not be available while the fridge is still working. This is especially a concern for security updates. 

When buying a fridge, a user should make himself/herself aware of all the security concerns of gateways. 

Smart gateways 

User access is of great importance, since all other devices the home is connected to the gateway. The consequences of 

a possible attack concern every aspect of the network. 

Users need to be aware that the gateway has always watching cameras and always listening microphones. This also 

implies that users should know the ranges of these sensors. 

Users should take responsibility to know what is recorded and what is done with the data. 

Users should understand that secure network communication depends on hardware and OS capabilities of the gateway, 

as well as the continued support thereof in terms of updates. 

5. CONCLUSION  

The aim of this paper is to identify data privacy threats posed by the introduction of smart appliances and 
devices to unsuspecting homeowners in relation to their privacy in a home area network. The following 
conclusions can be reached:  
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Poor security management: Many smart home appliances are shipped with minimal security settings.  
It rests upon the user to implement other security settings, such as changing the default administrator login 
details or changing the password from time to time. The lack of knowledge from users is amplified by the 
technical know-how of configuring such settings. This in turn open loopholes in the network security for 
intruders. 

Risk to data: It was established that a smart home generates a large amount of data, the majority of which 
is uploaded to the cloud for analysis to help these smart appliances make better decisions or give the users 
better advice, whichever the case maybe. From the analysis of some of the privacy documents of these devices, 
it appears that sensitive data may be collected in the process. Although the manufacturer’s intention is not to 
collect such data, the presence of sensitive microphones in smart speakers and some smart TVs, already put 
these devices at risk of being exploited by intruders. 

Due to a lack of proper hardware to support good encryption, some smart appliances and devices may be 
at risk of transmitting data which is easy to be intercepted by intruders, such as in the case of  
man-in-the-middle attack. 

The final risk to users’ data concerns the location and use of the data. The storage of users’ data in the cloud 
presents a major challenge to their privacy. Sometimes not all users know what is done with their stored data. 
For instance, smart speakers collect a tremendous amount of audio data which can be analyzed in various ways. 

In conclusion, there is no doubt of the many benefits that smart appliances bring to users, such as 
convenience. The value of a smart appliance is not limited only to what the appliance can do, but more so to 
the services, the appliance can provide through the cloud (Uehara, 2015:457). Despite these benefits, many 
home users are not technical people and are interested only to have a device or an appliance that is plug and 
play (PnP). Unfortunately, not all these smart devices and appliances provide PnP security, thus it rests upon 
manufacturers to improve on the security of these devices and appliances from their designs.  It is the 
responsibility of the home users to educate themselves on security management of their smart home or to hire 
an expert to setup the security for them.  Through this research, security guidelines for homeowners have been 
devised to help them mitigate security threats in their smart homes. 
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ABSTRACT 

Autism Spectrum Disorder (ASD) is a neurodevelopmental disorder that can cause significant social, communication, and 

behavioral challenges. Recently, Virtual Reality (VR) has emerged to play a significant role in enhancing some of the 

treatments of autism spectrum disorder. Studies have shown that VR has been used to enhance various aspects of 

communication, social, and cognitive skills among autism spectrum disorder patients. However, experts of the ASD 

community still lack a comprehensive understanding of how VR can be used in the autism spectrum disorder treatment 

process. This systematic review has the objective of exploring how VR has been applied in the ASD domain to date. The 

identification process produced 353 papers from 11 different databases. After applying the exclusion criteria, the set was 

reduced to 34 papers, which clearly fitted the criteria defined for the accomplishment of the systematic review, which 

were then further analyzed and classified. As a result, we highlight several key elements or factors that are imperative to 

understanding how VR is applied in the ASD domain. From the studies analyzed, there is evidence that indicates that VR 

based treatments can help children with ASD. Nevertheless, the promising results and the advantages of virtual reality 

(especially considering ASD symptomatology) should encourage the scientific community to further develop new or 

more advanced VR based treatments by further exploring the key factors that may hinder or challenge the development of 

VR for the ASD domain. 

KEYWORDS 

Virtual Reality, Autism Spectrum Disorder, Application, Treatment 

1. INTRODUCTION 

Autism Spectrum Disorder (ASD) results in impairments in three important domains: social skills, 

communication, and behaviour. Individuals suffering from ASD need proper, strategized help (American 

Psychiatric Association, 2019). Studies and development in VR for these individuals have been ongoing for 

over two decades (Didehbani et al., 2016). Mesa-Gresa et al., (2018) focused on VR and autism by 

conducting evidence-based systematic studies on the effectiveness of VR-based interventions in ASD. 

However, no systematic approach exists that helps in understanding how VR is used in ASD. In 2017, Brok 

and Sterkenburg contributed a systematic review that examines studies that use self-control technology to 

support skills achievement. While this review included other studies that focused on people with intellectual 

disabilities, it did not consider some interesting studies on VR and ASD. Although there have been past 

studies that have explored the relationship between VR and ASD, no studies have detailed a systematic 

approach to understand how VR is used in ASD. 

The contributions of this study also have a significant added value as they include several other elements 

such as the type of VR technology and VR methodology used in the systematic search. With the addition of 

these elements, the contributions of this study cover a wider range of publications related to the use of VR in 

ASD. Therefore, this paper seeks to answer the following research questions: 
 
RQ1: For which specific target group in ASD is VR applied? 
RQ2: What skills in ASD are being trained using VR? 
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RQ3: What are the techniques used in interventions for patients with ASD? 
RQ4: What are the technologies used in VR-based Training (VRT) for ASD? 
 

This paper conducts a systematic literature review of current state-of-the-art research into VR in ASD. 

The paper is organized as follows; Section 2 describes the literature review with a focus on VR in ASD. 

Section 3 describes the method used for our systematic review. Section 4 presents the results of our synthesis 

of the literature and discussion of the findings. This is followed Section 5, which concludes the study. 

2. LITERATURE REVIEW 

VR is defined as a computer-generated simulation, such as a set of images and sounds that represent a real 

place or situation that can be interacted with in a seemingly real or physical way by a person using special 

electronic equipment. It can transmit visual, auditory, and other various sensations to users through a headset 

to make them feel as if they are in a virtual or imagined environment. The idea of VR was first presented in 

the 1950s, and it has now developed to a point where it may be used for entertainment (Grossard, 2018). 

More than 230 businesses, including major corporations like Samsung Electronics, Apple, Facebook, 

Amazon, and Microsoft, are now working on various VR-related products and doing research and 

development. VR systems are made up of a computer, a video, and VR headgear. Recently added items 

include seats, gloves, and sensors.  

According to a study by Bellani et al. (2011), a VR setup imitates a real environment (which it overlays), 

offering a very accurate environment for VR validation because it gives the participant the same exact visual 

input regardless of position and orientation within the environment, real or virtual. Haptic feedback systems 

are virtual reality (VR) devices that send vibrations and other sensations to the user through a game 

controller, gloves, or chairs (Bekelis et al., 2017).  
 

 

Figure 1. Body of Knowledge for ASD 
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ASD is a neurodevelopmental disorder characterized by persistent deficits in social communication and 
interaction, and restricted, repetitive patterns of behavior, interests, or activities. Figure 1 above depicts that, 
although the term High-Functioning Autism Spectrum Disorder (HFASD) is not included in the DSM, it is 
used to describe individuals on the spectrum that have IQs that are within the normal range (Blyth, 2018). 
Despite having a normal IQ, their inflexibility and ongoing social communication problems hinder their 
ability to do regular social tasks. 

Elements of Cognitive behavioral therapy (CBT) for training social skills in ASD include didactic 
lessons, role play, cognitive strategies, behavioral training, performance feedback, homework assignments, 
and parental involvement (Brereton et al., 2007). Improvement in the functioning of social skills will 
potentially lead to improvements in the quality of life (QoL). Domains of QoL include social functioning, 
self, environment, physical well-being, emotional, reassurance, and material well-being. QoL among 
individuals with HFASD is influenced by social impairment, level of severity, intellectual, and language 
impairment (Botella et al., 2017). CBT intervention will improve social skills among individuals with high 
functioning ASD, optimize their potential, and consequently their QoL. In conclusion, it is evident that 
improvement in social skills using CBT will potentially improve QoL among individuals with HFASD. 
Figure 1 below combines all elements of CBT, social skills and QoL. 

3. METHOD 

The systematic literature review (SLR) is a step-by-step process that enables researchers to create their own 
search procedure. This review was carried out in accordance with the technique for conducting SLRs as 
proposed by (Bird et al., 2017). It is used in identifying the required information from selected articles. This 
method was chosen because it makes it easier to capture, summarize, synthesize, and critically comment on 
any of the topics reviewed. The SLR process consists of the following steps which are; 1) identify resources, 
2) study selection, 3) inclusion and exclusion criteria, 4) data extraction and lastly 5) data analysis. 

The stages of study selection for the systematic review in this paper using Burke et al., (2018) guidelines. 
The first stage involved searching for 7 keywords (virtual reality, VR, virtual reality treatment, autism 
spectrum disorder, ASD, high functioning autism spectrum disorder, HFASD) in 11 scientific databases. As a 
result, 353 primary studies were identified. Subsequently, Stages 2–4 were undertaken twice. In the first 
iteration, the papers identified in Stage 1 were examined, while in the second iteration, the references 
contained in those papers were examined. The systematic literature review was the methodology used to 
perform the review conducted in this study. In the first stage, 353 papers were identified from 11 different 
databases. The following databases were used to search keywords in the ‘search terms’ section: Science 
Direct; Business Source Premier; Inspec; Springer Link; AIS (Association for Information System) 
Electronic library; Scopus; ProQuest Science Journals; Google Scholar; ISI Web of Science; ACM Digital 
library; IEEE Explore. 

The selection of material for inclusion in our systematic review was based on the following inclusion and 
exclusion criteria. The researcher included studies: (1) published from 2016 onwards (up to present day);  
(2) that studied the use of VR as intervention for any skills for ASD population; (3) published in related 
journals/conference proceedings, and (4) that directly answered our research questions. The researcher also 
excluded studies: (1) in languages other than English; (2) not focusing on the use of VR in ASD population; 
(3) focused on any other type of virtual reality such as augmented reality; (4) that were in the form of article 
summaries, news, or reviews, and (5) that were dated before year 2016. The data extraction and synthesis 
stage involved the extraction of some key details from the 34 studies included in our systematic review. For 
this study, the analysis was performed by combining multiple variables of interest which included: (1) year of 
publication and source name, (2) diagnosis spectrum (ASD/HFASD), (3) skills treated, (4) technologies 
involved, and (5) techniques used in treating ASD patients. Microsoft Excel was used for entering the data, 
undertaking descriptive analysis, and drawing diagrams.  

4. RESULTS  

This section explains the searching strategies of this literature survey to produce the results. The search is 
done manually through popular and familiar digital libraries and databases. 34 reports were identified 
relevant to the scope of the study, which is, the application of virtual reality in autism spectrum disorder. The 
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34 reports were re-screened to identify the factors underlying each study. 34 articles were identified similar 
to the factors addressed in this study. In other words, 11 reports were not focused on important factors of 
virtual reality for autism spectrum disorder. The data sources for all these articles are presented in Table 1. 

In the previous years, many articles have been published relating to virtual reality applications in autism 
spectrum disorder. After selecting 34 articles about virtual reality in autism spectrum disorder, the author 
found that all 34 of the articles had all the elements that used important criteria. From the study, the expected 
findings were classified into percentages based on the results of the articles, where the participants’ age, 
spectrum (ASD/HFASD), skills treated, technologies involved, and techniques used in VR to treat patients 
with ASD were evaluated. This section also discusses some elements related to VR development in ASD as 
well as HFASD, consisting of virtual reality effectiveness for ASD and HFASD, role of domain knowledge, 
general VR methodology in VR development in ASD, cultural elements in VR content, appropriate language 
used in the development of VR for Autism Spectrum Disorder, and the impact of VR used in ASD. 

Table 1. Papers’ classifications 

No. Year Respondent 

Age 

ASD 

Spectrum 

Skills Treated Technique of 

Intervention 

Tool / Technologies 

Applied 

1 2020 Age not  

specified 

ASD Communication and collaboration skills 

- Verbal communication 

ABA CAVE 

2 2020 9-16 ASD Improvement in attention processes 

and spatial cognition skills 

Physical therapy HMD 

3 2020 7-15 ASD Showed improvements in their real-

life targeted phobia 

Sensory integration 

therapy 

HMD 

4 2019    6-16 ASD Development of daily living 

skills (shopping skills) 

ABA HMD 

5 2019     18-65 ASD Emotion recognition in a social 

context 

Not mentioned HMD 

6 2019 Age not 

specified 

ASD Social learning and imitation skills Not mentioned Mobile Devices 

7 2019 26 ASD Improve emotional skills; 

Specific emotional script 

DIR Avatar 

8 2019 16 ASD Social skills Speech therapy Avatar 

9 2019 8-14 ASD Treatment for fears/phobias CBT CVE (Blue Room) 

10 2019 7-12 HFASD Emotion recognition in a social 

context 

DIR HMD 

11 2019 8–11 ASD Therapy for Specific Phobias CBT CAVE  

12 2018 4–6 ASD Enhance social skills, emotion & 

attention 

Occupational 

therapy 

CAVE  

13 2018 8–11 HFASD Communication and interaction Speech therapy Avatar 

14 2018 10–13 ASD Identify the 6 core emotions DIR Avatar 

15 2018 

 

Age not 

specified 

ASD 

 

Improve communication ability Speech therapy HMD 

16 2017 10–12 ASD Improve social understanding and 

skills 

Life skills classes  Haptic device 

17 2017 

 

8–13 

 

HFASD Examining approach and tendencies 

in the recognition of emotions 

Physical therapy Virtual reality 

(VR) and (CVE) 

18 2017 

 

4–7 

 

ASD Representation of pretense and 

promoting pretend play 

Physical therapy Haptic device 

19 2017 12–15 ASD Development of daily living skills Life skills classes  HMD 

20 2017 13–17 HFASD Emotion recognition in a social 

context 

Sensory therapy Avatar 

21 2017 11–13 ASD Social learning and imitation skills Occupational 

therapy 

Virtual environment 

22 2016 7–12 ASD Improve emotional skills Not mentioned Mobile Devices 

23 2016 6–15 ASD Social skills Life skills classes Avatar 

24 2016 8–15 ASD Improve social skills  Physical therapy Virtual environment 

25 2016 10–12 ASD Daily Skill Speech therapy VR and CVE 

26 2016 Age not 

specified 

ASD Improvement in attention processes Physical therapy VR and CVE 

27 2016 13 and 

above 

HFASD 

 

Showed improvements in their real-

life targeted phobia 

Not mentioned Mobile Devices 
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28 2016 13–15 HFASD Development of daily living skills  TEACCH VR and CVE 

29 2016 13–17 HFASD Emotion recognition in a social 

context 

DIR VR and CVE 

30 2016 12–15 ASD Social learning and imitation skills TEACCH  Virtual environment 

31 2016 13–17 

 

ASD Improvement in attention processes 

and spatial cognition skills 

Sensory integration 

therapy 

HMD 

32 2016 11–13 ASD Showed improvements in their real 

life 

Physical therapy CVE 

33 2016 7–12 ASD Development of daily living skills  TEACCH  HMD 

34 2016 

 

7–12 

 

ASD Emotion recognition in a social 

context 

Sensory integration 

therapy 

VR and CVE 

       

5. DISCUSSION 

This section contains a detailed discussion which aims to answer the research questions that have been posed.   

RQ1: For which specific target group in ASD is VR applied? In RQ1, researchers found that, among the 

specific target groups for which usage of VR is applied, its usage on the ASD and HFASD groups was more 

appropriate and effective. However, researchers also found that there is still a lack of studies on the 

effectiveness of the use of VR on the HFASD group.  

RQ2: What skills in ASD are being trained using VR? For RQ2, the researchers found that the skills that 

need to be trained using VR are for the target group with conventional CBT treatment in ASD individuals, 

with the skills being social skills, communication, daily life development (shopping skills) and emotional 

control to improve quality of life.  

RQ3: What are the techniques used in interventions for patients with ASD? For RQ3, it was found that 

among the techniques or treatments used for individuals with ASD is the conventional CBT technique. The 

technique has its own challenges with certain techniques that require skills not possessed by individuals with 

ASD, such as imagination and abstract thinking.  

RQ4: What are the technologies used in VR-based Training (VRT) for ASD? In RQ4, the technologies 

used include hardware and software. In developing VR methodologies, elements such as language and 

culture are appropriate to be associated with VR contents. 

In the following subsections, we reveal insightful thoughts on the factors that are crucial and need 

consideration when developing VR applications for ASD. 

5.1 Effectiveness of Virtual Reality for ASD and HFASD 

The effectiveness of the use of VR on the ASD spectrum is unknown, but there is potential in the usage as 
intervention in ASD (Mesa-Gresa et al. 2018). VR has emerged as an effective new treatment approach in 
different areas of the health field, such as rehabilitation (Bird et al. 2017), promotion of emotional wellbeing 
in inpatients (Bekelis et al. 2017), diagnosis, surgery training (Pulijala et al. 2017) and mental health 
treatment. VR is an evolving and feasible technology in the education of people with neurodevelopmental 
disorders including ASD individuals where they are exposed to stimuli in a 3D and interactive environment, 
almost resembling real and controlled situations (Mesa-Gresa et al. 2018). Exposure to the 3D environment, 
either immersive or non-immersive, can help these special individuals better understand the situations that 
need to be passed in real life.  

However, studies have found that VR technology can improve the achievement of autistic individuals in 
social interactions (Gal et al., 2009).  Parsons and Mitchell (2002) train social skills using cafés and virtual 
buses. This study found that ASD individuals can adapt to learning methods using VR and benefit from past 
experience. Therefore, autistic individuals who have poor cognitive ability and are less able to receive formal 
learning, can be actively involved in learning daily activities by using VR.  

5.2 VR as a Tool to Increase Social Skills and Quality of Life 

Most of the ASD children including HFASD children struggle to generate and sustain interaction. This 
impairment caused by poor social skills may become more prominent over time, and this reflects their quality 
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of life. Thus, children with ASD lack social skills, which may restrict them from communicating effectively, 
and hence impact their quality of life. Quality of life is referring to a perception of an individual’s general 
wellbeing, including emotional, social, and physical aspects of the individual’s life (Lin & Huang, 2017). 
Therefore, any intervention to ASD children should focus on developing their social skills to improve their 
quality of life. Robots and games have been shown to be effective in facilitating social behavior between 
children with ASD and developing their social skills. Thus, recent VR developments may offer different 
benefits and advantages to people with ASD in many ways, especially to improve their quality of life. 

5.3 Virtual Reality as a Tool for Cognitive Behavioral Therapy 

Despite the promising results of conventional CBT treatment in ASD individuals, the application has its own 
challenges. For example, certain techniques of CBT require skills that ASD individuals lack, such as 
imagination and abstract thinking (Maskey et.al. 2019). Due to these challenges, researchers are exploring 
technology-based mediums into how they can help in simulating the CBT concept of imagination into an 
explicit visual and auditory output, hence reducing reliance on imagination and abstract thinking. CBT 
combined with immersive VRE has the potential to be developed, as there are many treatments for anxiety 
associated with certain fears and phobia in children with ASD. The addition of VRE apparently offers many 
advantages over CBT alone or CBT, with much more traditional exposure therapy for improving other skills 
such as social skills.  

5.4 The Role of Domain Knowledge (Conceptual Model) for Developing 

Virtual Reality in ASD 

One tool that is being embraced by therapists, counselors, teachers, parents, and their children to help those 
with autism to better communicate and connect with others and the world around them, is virtual reality 
(Mallari et al., 2019). The VR industry has a huge role in shifting how we use technology, to help support 
those on the autistic spectrum to connect, communicate, and navigate. Moreover, it can help those without 
the condition learn more about it. There are two papers that state the tendency of conceptual model 
development supporting VR in ASD (Reyes et al., 2021 & Polcar et al., 2016). But these do not describe the 
development measures or approach in detail. The role of domain knowledge in the development of VR for 
ASD needs to be emphasized in order to succeed in the concept of helping this group in an orderly manner 
and meet accuracy of domain ASD. In this light, by looking into the high potential use of ontology-based 
domain models such as a reviewed by Mohamad et. al, (2021), it would be able to further spark a new 
direction on ontological support for developing VR applications in the ASD context.  

5.5 Using Common VR Methodology in the Development of VR in ASD 

The traditional method of programming VR applications makes it all knowledge of a strictly coded product 
or process, effectively losing access to it from outside the programming software. Moreover, creating a new 
solution without any methodology makes the process longer and less effective (Gorski, 2017). In the rapid 
and advanced development in the field of medicine, the application of VR methodology still has gaps. For 
example, there is no standard VR development methodology used in the development of current VR 
applications for the orthopedic domain (Bajuri et al., 2021). This situation occurs because there is no gold 
standard VR application development methodology from the ICT domain. However, the use of this 
methodology is incomplete in its processing layout to guide VR development in ASD and HFASD. In this 
study, the use of VR requires a complete module in terms of the methodology and technology used.  

5.6 Cultures in VR Content 

Tzanavari et al. (2015) define culture as a collection of factors shared by people in social institutions, such as 
ideas, behaviors, and others. Besides, culture can moreover influence the determination of society in 
association with innovation. Furthermore, the learning medium (in this case, VR) moreover permits clients to 
make their claim culture in that medium. Understudies gotten to be portion of virtual learning encounters, 
they utilize modern social standards with which they connected. Other researchers have appeared how the 
socially imbued viewpoints of VR have driven to quickened picks up by learners. O’Brien and Require 
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(2008) note that in a dialect learning lesson, the affordances of VR to incorporate social stuff of the dialect 
that learners expected to memorize gives a conducive setting for outside dialect learners. In this study, none 
of the papers reviewed discuss culture in VR development. This proves that there are still gaps in the study 
regarding the development of VR through cultural elements. 

5.7 Language in Development of VR for Autism Spectrum Disorder 

One of the main features in diagnosing autism is a deficiency in language development, particularly the 
pragmatic aspect. The lack of language itself, however, is not sufficient to diagnose a child with ASD; there 
are other diagnostic criteria that need to be met. As a result, several studies have shown extreme variability in 
language development among autistic participants; the results show gross gaps in language development 
ranging from two standard deviations below average, to two standard deviations above average. The latter 
shows how language development delay cannot be relied upon solely as a diagnostic criterion for autism 
(Gernsbacher, Morson & Grace, 2015). This led to the importance of language in developing VR for ASD. In 
this study, there is a paper that describes the importance of language in the development of these ASD 
patients. There are still many literacy gaps in the description of the importance of language in the 
development of VR models for ASD.  

5.8 Impact and Challenges of Using VR for ASD 

VR is still undergoing a lot of research on application systems that show a variety of problems and challenges 
to overcome, to further minimize communication barriers between the user and the system. The impact of 
using different technology solutions for VR has been studied, and many benefits have been demonstrated and 
suggested. The language, culture, and interpretation of VR content are different potential challenges. VR 
apps are expensive to produce, which means that they are often only accessible in English as a lingua franca, 
perhaps even with subtitles, which can limit their use for younger children, and create misunderstanding or 
ambiguity for older students, because of translation problems and cultural differences (Simoes et al., 2020). 
However, learning a language with the use of VR can help if it contributes to creating interest and incentives 
to overcome language barriers to further explore VR applications.  

6. CONCLUSION 

This type of VR application (ASD, HFASD) has been used to work in areas affected by autism spectrum 
disorders, with an emphasis on developing apps that help autistic people communicate using pictures and 
speech. These systems are commonly accepted because they are straightforward to use and provide 
reasonably intuitive tools, and they work with commonplace commodities. As a result, it's vital to continue to 
improve these systems and conduct additional research in the field to address major challenges like 
communication and interaction 

In theory, VR can help overcome this limitation by recasting the same dynamic skill-learning practice in 
different VR contexts, thus facilitating the generalization of skills learned in VR to everyday life interactions, 
since the same procedure is trained in several environments (Simoes et al., 2020). Furthermore, the potential 
of this technology to support the learning of children, young people, and adults on the autistic spectrum needs 
to be considered within the range of existing educational approaches and support for this population. VR-
HMDs is just one approach amongst a range of others, that may be used by practitioners, teachers, and 
therapists, and its use should not simply replicate existing practice or be a substitute for human interaction, 
knowledge, and skills. 
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ABSTRACT 

This article is devoted to the theoretical aspects of the study of the digital transformation of public governance. The 

article solves the problem of synthesizing a fairly large number of areas of digital transformation, such as data processing, 

deliberation, platform communication, project management, etc. The digital transformation model is presented in the 

form of a recursive sensory system, which is a heuristic for understanding the digitalization of organizations or  

socio-technical systems. Sensors are the basis for obtaining data in such a system, while each of its components is 

somehow connected with recursive processes understood in a broad sense - mutual influence, management iterations, 

isomorphism, etc. Realizing philosophical and cybernetic research methods, the author analyzes in detail the structural 

components of the Recursive Sensory System and shows their relationship with each other and society in order to 

describe which heuristic of the Rational Value System is used and to study the features and prospects of the digital 

transformation of public governance. Solving the lack of theoretical approaches to the above-mentioned processes is an 

important task of this work. 

KEYWORDS 

Complex Systems, Recursion, Rational Value System, Recursive Sensory System, digitalization, Cybernetic Philosophy 

1. INTRODUCTION 

The process of digitalization of public governance truly raises more questions than answers among 

researchers. The digital transformation of the state is a strange phenomenon where bold experiments in the 

introduction of high technologies in London, Barcelona and Singapore and the fight against digital inequality 

- consisting in providing citizens with Internet access coexist. Modern states are ashamed to admit that 

government bodies have seriously lagged behind businesses, NGOs and other public structures in 

establishing digital infrastructure. However, salvation came by itself - the era of the Fourth Industrial 

Revolution has come, and the state, having picked up the flag of technological progress, has hastily begun to 

patch holes. For example, they have done this by providing citizens with government services in digital forms 

and by creating user-friendly websites for citizens. 

Such a “catch-up” character of digitalization of the state sharply raises the question of the prospects for 

transformation. Indeed, because public governance cannot simply become more convenient in the digital era 

(Dunleavy, Margetts et al., 2006) by adding the adjective Algorithmic (Yeung, 2018; Danaher, Hogan, 

Noone et al., 2017; Aneesh, 2009) to the established and understandable approach of Good Governance. The 

systemic process of digital transformation is likely to make some elements of the political structure more 

significant and others less significant. And which part of the state is subject to transformation? What will 

happen to the entire structure of government? Will the management approach itself change? 

A clear drawback, from the point of view of the author of this work, is the lack of a fundamental 

conceptualization of the research topic. The concept of “complex thinking” by Morin (1992), as well as 

“systemic thinking” described in the works of Capra (1996), Maturana and Varela (1987), Nicolis and 

Prigogine (1989) and others, to a greater extent indicates the principle of cognition of the increasingly 

complex world, including at the expense of technology, and can only serve as a very distant starting point for 

research. The actor-network theory of Latour, Callon and Law (Latour, 2005; Callon and Latour, 1992; 

Callon, Law and Rip, 1986) points mainly to the social aspects of technology. Technology is included in the 
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social process as actors or actants, forming socio-technical assemblies together with people. However, the 

actor-network theory, like any other network theory, takes as the basis of its analysis the actor, a certain 

material point of the social field, which does not correspond to the goals of this study - to understand what is 

happening with the actor or with the system of actors. An analysis is needed, not so much an analysis of the 

processes as an analysis of the structures if we want to set up a thought experiment and present the results of 

the digital transformation on public governance. 

We see a weak starting point within the concepts of "complex thinking", "distributed knowledge", 

"network society" and many others. While these questions are good for answering the question of how the 

digital state functions -we are interested in the answer to the question of what the digital state is. Therefore, 

this work is, first of all, is not so much a political one where the study would be devoted to processes - as it is 

of a philosophical character since it is interested in entities. From this point of view, researchers usually take 

techno-optimistic and political-pessimistic positions, dictated, it seems to us, more by feelings such as hope 

and fear rather than by dry rationality. 

The most suitable approach for achieving the objectives of the study seems to be the cybernetic approach, 

which underlies the processes of management, information exchange and which unites people, machines and 

society in a single systemic approach. The very concept of "socio-technical system" contains two fields 

opposed to each other – the social and technical. To get rid of this, we will combine humans and non-humans 

into one concept "system" and consider what happens to this system. I would also like to note that the 

systemic approach has proved itself quite successfully in political science - evidenced by the individuals 

Almond (1988), Easton (1965) and Deutsch (1965). Their concepts - especially the theory of  

information-cybernetic systems by Deutsch (1965) - will serve as a theoretical basis for this study. 

2. RATIONAL VALUE SYSTEMS 

The person, society and technology that legitimize the dominance of the modern governance model in this 

work are variants of Rational Value Systems (RVS; see more details in AUTHOR, 2021). The concept of 

"value system" is borrowed from psychological literature, where a rare author did not touch on the problem 

of meaning, incl. Freud (Shape, 1973). The most in-depth studies of meaning as the nucleus of personality 

have been undertaken within the framework of such areas of activity as humanistic psychology, existential 

psychology and activity psychology. Meaning, acting in the form of fundamental values, used to use a value 

relationship; Value Objects (V-objects) appear in the form of meaning (Husserl, 1939). A value relation 

forms a value representation, or a Value Model (V-model). In order not to consider in detail the topic of 

value in the structure of a value system, we will simply refer to the works of A. Leontiev (1994), D. Leontiev 

(2003), Bratus (1988) and Bakhtin (1979). 

To a greater extent, the concept of RVS is applicable to a person and society, since the coordinates of 

their activities are based on semantic, value-based foundations. Machines, apparently, are only on the way to 

RV-ontology since their architecture is not tied to V-object. The prototype of the RV-machine is the 

prototypical virtual assistants - with the proviso that their behavior can be described by the assistant model, 

which will soon become widespread (Internet of things, "big data", "smart city" - all methods of technology 

are based and actively exploit the helper model). It is unlikely that in the next 20-30 years we will witness 

successful experiments to create RV-machines that are nothing more than autonomous robots. Using the 

modeling block described in this article, today’s machines execute their commands with the environment 

according to the "stimulus-response" principle, and can become "smart" machines that analyze the experience 

of interacting with the environment and executing commands from other machines becoming "smart" 

technologies. Indeed, the analysis of options for referring to the accumulated experience is the formation of 

machine intelligence in the literal and figurative sense of the word. However, RV-machines are technologies 

that have not only a brain, but also a heart. 

The main challenge facing software developers today is the need to ensure that the machine can use as 

much information as possible to improve predictions, decision making and command execution. At the same 

time, this suggests that the goal of machine intellectualization is not in the formation of V-models, but in the 

development of governing systems. The question of what kind of systems are these and how their 

architecture is built will be discussed later on. 
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It would be logical to present three basic models of behavior of the RVS in relation to the V-object – 

“subordination”, “assistant” and “anticipatory action”. These models coincide, in particular, with the 

structure of abilities described by Shadrikov (2007), consisting of the abilities of an individual (model of 

subordination), a subject of activity (model of an assistant), developing his abilities "due to the 

intellectualization of basic mental functions" (Shadrikov, 2007: 57), as well as spiritual abilities of action 

(model of anticipatory), i.e., ... "methods aimed at knowing other people" (Shadrikov, 2007: 65). The 

question that follows is: what alternatives to the behavior of V-objects acting as independent systems appear 

as a result of interaction with RVSs? 

It is reasonable to assume that the behavior models of governing systems, acting as V-objects for RVSs, 

and the RVSs themselves are related according to the principle of reflection, and that the formation of 

behavior models of governing systems depends on the behavior models of these RVSs, while the activities of 

governing systems in relation to RVSs is independent. The subordination model is associated with the 

requirements model, the assistant model - with the task setting model and the anticipatory action model - with 

the image formation model (Table 1). 

Table 1. Relationship between behavior models of RV- and governing systems 

Behavior models of RVS Communication principle Behavior models of 

governing systems 

Subordination model S → R Requirements model 

Helper model 

 

 

Leading action model 

Independent activity within 

the framework of the 

assigned task 

Impact on values 

Target setting model 

 

 

Imaging model 

 

In this case, a separate requirement, task or image formed in the Value Block (V-block) of the RVS must 

be coordinated with the structures of requirements, tasks or the formation of images of the governing system, 

as well as the structures of the possibilities for fulfilling requirements, solving problems or perceiving images 

of the RVSs. First of all, when discussing the sequence for example: the dn requirement must be consistent 

with the previous requirements dn-1, dn-2,…, with experience in fulfilling the requirements of the RVS mdn, 

mdn-1, mdn-2,…, and non-standard requirement, i.e. weakly consistent with the previous, but consistent with 

earlier requirements, should have intermediate requirements to prepare the RVS to meet the requirements. 

Requirement d must be consistent with the tasks posed, since the formulation and solution of non-trivial 

problems presupposes the rationalization of requirements by the RVS, and the system can simply refuse to 

fulfill the requirements that are poorly understood by it, and with the accumulated data in the V-block, since 

the governing system, which positions itself in a certain way, must correlate the tasks and requirements with 

the image of oneself in the V-model. The governing system, in other words, having a fairly simple structure 

proceeding from the expectations of the obeying system, reveals in itself a complex model of governing 

action, each of which must be correlated with each element of the two systems. However, this complication 

can only seem to the researcher since the reflecting properties of governing actions in the process of 

formation and development can change. 

The architecture of RVSs is determined by the basic component of their structure - the V-model. It is the 

V-model that makes the system sense-oriented, associated with values and their implementation, and it is also 

responsible for the initially undemocratic structure of the system. The V-model is the full-fledged master of 

the RVS, subordinating the rest of the subsystems to itself - the modeling block, which is responsible for the 

development of acceptable forms of behavior, the behavioral block and the Rational Block (R-block), which 

makes decisions and builds communication with the V-object. Moreover, each of these blocks is a 

completely independent entity that develops through experience (including someone else's experience), skills 

or abilities which are used for analysis. Suppose, for example, that the R-block is sufficiently developed due 

to the ability to think critically and the constant need for justification and explanation. How will the system 

behave with the activation and active expansion of the influence of the V-model? It is not hard to imagine 

that the R-block will act as a counterweight to the V-model, which will try to keep the entire system from 

autocracy. 

However, there is an important nuance here. Let us estimate, for example, the significance of the V-model 

in the RVS as 0.7 points in the range (0; 1). Suppose also that the total significance of the R-block 

components is also 0.7 points, and then we get the desired counterweight. But we did not consider the 
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modeling block and the behavioral block, which can have minimum values, say, 0.1 and 0.2 points, 

respectively. If we add the weights of the R-block, the behavioral block, and the modeling block, we get 1.0 

points versus 0.8 for the V-model. This means that the RVS is more rational than value, and it can act as a 

governing system in relation to other RVSs. The conclusion that suggests itself from these simple 

calculations is quite simple: in relation to the V-model, all other subsystems act as a total counterweight. 

This explanation also raises a lot of questions. In particular, the question of why we consider the total 

counterweight. Since the V-model is the most significant component of the RVS, it is capable of 

subordinating other subsystems to itself, including the R-block. Them, considering this, the next question 

asked is how to assess the "sufficient development" of the R-block. 

These questions are answered with slightly more complex calculations based on simple explanations. 

First, the counterbalance is fully achieved with more or less similar scales of significance – indeed, it is quite 

difficult to subdue an equal in strength. For example, this discrepancy in values should not exceed 20%, or 

there may be gradations - a strong counterweight (a discrepancy of no more than 20%), moderate (no less 

than 21% and no more than 35%) and a weak counterweight (no less than 36% and no more 50 %). Smaller 

values will indicate that there is none or too little of a counterweight. Second, it is also necessary to take into 

account the consistency of the elements with each other, for example, by calculating the average of the score 

of the two subsystems. If there are four subsystems in an RVS, then there are six connections between them. 

Each link is "weighted" by the consistency coefficient, and then these values are compared with each other, 

and the average values of the coefficients associated with the V- and R-blocks, respectively, are compared. 

An RVS map can provide valuable information about the nature of the system itself (Figure 1). 

 

R-block

(w4 = 0,5)

Modeling block

(w2 = 0,3)

Behavioral block

(w3 = 0,1)

V-block

(w1 = 0,9)

k1 = 0,5 k3 = 0,6

k5 = 0,6 k6 = 0,9

k4 = 0,4

k2 = 0,8

 
 

Figure 1. An example of mapping an RVS based on consideration of the balance and consistency of subsystems 

In Figure 1, one can see that the RVS is balanced (w1 = w2 + w3 + + w4 = 9) and well matched  

( 1 = 2 ≈ 6,3, where 1 is the average of the sum of k1, k2 and k3, and 2 is the average of the sum of k4, k5 

and k6). We also see that the modeling block and the behavioral block are consistent with the R-block rather 

than with the V-block. This suggests that despite the value of w4, which is practically half the size of w1, the 

R-block is able to build strong connections with the other subsystems. A high value of the weight k2, in turn, 

indicates the consistency of the R- and V-blocks. The highest coefficient of consistency is recorded, however, 

in another connection - between the R- and behavioral blocks, which indicates the developed ability of the 

RVS to resist intentions that are unreasonable from a rational-behavioral point of view, i.e., to self-control. 

These calculations are necessary to establish criteria for evaluating the architecture of the RVS. Based on 

the criteria of balance (w) and consistency (k), four types of states of RVSs can be distinguished: 

- balanced and consistent (W = w1 – (w2 + w3 + w4) ≤ 0,5 and K = 1 - 2 ≤ 0,5, i.e. the discrepancy 

between the weights of the V-block and other subsystems, as well as the average values of the consistency of 

the links of the RVS and all other links do not exceed the threshold value of 50%). Such systems may well be 

called democratic. 

- balanced and inconsistent (W ≤ 0.5 and K > 0.5). In such systems, there are several sources of power, 

therefore, with some reservations, we can call such systems polyarchic. 
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- unbalanced and consistent (W > 0.5 and K ≤ 0.5). These can be called autocratic systems. 

- unbalanced and inconsistent (W < 0.5 and K < 0.5). In such systems, there is a conflict. 

The state of the RVS, in turn, is the basis for choosing a strategy for the behavior of the RSS. 

3. RECURSIVENESS AND GOVERNANCE 

The presence of the V-model in the RVS creates conditions for the formation of primary communication in 

the network of rational systems - the possibility and necessity of subordination to the V-object. Having value 

presupposes serving this value, i.e., the subordination of the entire system to the one who can manage. 

Studies by Easton and Dennis (1969), Fromm (1942), Almond (1988) and others show that even in 

childhood, consciousness goes through the phase of idealization of power. Legitimacy includes an essential 

personality dimension. In the famous work of Weber (1978), as well as in the works of his researchers and 

critics (Joosse, 2012, 2017, 2018; Katz, 1975; Reed, 2019; Ritzer, 1975; Schoon and Joseph West, 2017), 

charismatic leadership is presented as having the most powerful impact on citizens. Value attitudes, 

therefore, form the basis of the legitimacy underlying the interaction of systems. 

Governance systems in this work are presented as Recursive Sensory Systems (RSS) - intelligent 

machines for governing the values and behavior of RVSs. Their social base is the expectations of citizens, 

therefore RSS systems are formed according to the principle of reflection, or recursiveness, by which we 

mean the process of mutual influence of systems on each other, which will be discussed below. Sensors, in 

turn, are the technical basis for the activity of the RSS. These are the “eyes” and “ears” of the system, with 

the help of which it receives data on the state of the RVS. 

Sensors are receptors in the governing system, which can be nerve endings, people, organizations or 

technology. The idea of sensors is borrowed from the concept of the internet of things, devices united in an 

"empire of interconnected things" (Howard, 2015). The sensor network is presented in this paper as the basis 

for digital governance. 

Some authors note two main meanings where researchers of political problems usually put in the term 

"recursiveness" - general and technical meanings (Townes, 2010). The first meaning is associated with the 

sociological discussion of the 1980s and is contained in the works of Giddens and Bourdieu: it is a kind of 

interdependence, mutual influence and mutual generation. Society influences a person, but a person also 

shapes society. According to Giddens, social actions “are not created by social actors, but are constantly 

recreated by them through the very means with which they express themselves as actors” (Giddens, 1984: 2) 

- this is how a sociologist solves the problem of “agent-structure”. In turn, Bourdieu's “habitus” acts as a kind 

of recursive prism between society and man: habitus itself is a product of the environment, but people, 

through the repertoire of habitus dispositions, can modify social reality. Habitus is a place for interiorization 

of the external and exteriorization of the internal (Bourdieu, 1972). In the context of digital transformation, 

the term “recursiveness” gets a new meaning: the recursiveness of, for example, information exchange blurs 

the roles of “sender” and “receiver”, “message” is captured only in the flows of communication between the 

interacting parties (Crozier, 2007: 7). 

The second is technical - the meaning is associated, in particular, with the management of the 

organization. Each management cycle is nothing more than an iteration of an already existing rule (norm).  

At the same time, recursiveness implies flexibility in the use of norms for each new case (Tarasenko, 

Lichutin, 2012). Recursive can also be called a call to a function or project goal in each iteration of project 

management. This sense of the term fits into the logic of normative and phenomenological constructivism. 

Both of these meanings are important for the study of RSSs. But there is another fundamental aspect, 

which is more connected not with society or government, but with the ontology of recursion. Recursion is a 

way of reflecting reality and modifying reality in models, schemes, projects, etc. In other words, digital 

governance based on recursion is a machine for cognizing reality, and only secondarily is a conductor of 

some kind of techno-policy.  

 

International Conferences ICT, Society, and Human Beings 2022; 
Web Based Communities and Social Media 2022; 

and e-Health 2022

55
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Figure 2. Model of a Recursive Sensory System 
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4. CONCLUSION 

The digitalization of public governance is a process of fundamental transformation of the state. The point is 

not so much that quantitative changes have a qualitative effect, but rather a change in the foundations of 

governance. The state is gradually losing the role of “ideologist” and is instead acquiring the role of 

“researcher”. One could argue with this if we recall the examples of the growth of populism in Western 

Europe and the United States, or the strengthening of the autocracies of Eastern Europe. According to 

Sedov's law of hierarchical compensation, "the actual growth of diversity at the highest level is ensured by its 

effective limitation at the previous levels" (Sedov, 1993: 92). However, according to another law - Ashby's 

law of experience - "information associated with a change in a parameter tends to destroy and replace 

information about the initial state of the system" (Ashby, 1956: 139). 

In the new governance format, scientific expertise, data collection and processing capabilities, 

communication and joint practices are becoming essential. The presented model of Recursive Sensory 

Systems describes not so much the "shell" of digital control as layers of shells. The primary layer - the sensor 

layer - is responsible for receiving signals; the second layer - a data processing layer consisting of 

components that implement the functions of analysis, processing, communication and discussion - is a more 

complex structure, since each of the components has  feedback with the controlled system; the third layer - 

the layer of expertise - is associated with the knowledge of the controlled system; finally, the fourth layer - 

the layer of coordination and decision-making - not only analyzes the operability of the Recursive Sensory 

System, but also implements the well-known Marx principle, which describes the lack of explanation and the 

need to influence and change the world. 

Any mechanical activity in digital public governance is given to technology. While technology and 

people jointly participate in the processing of the incoming data, analytical and creative skills will 

increasingly be highlighted. Each of the bureaucratic departments will have in its structure or will be 

associated with the departments of monitoring and data analysis, and deep governance seems to be an 

inevitable process. 

Each round of digital transformation will meet with increasingly fierce resistance from citizens. Social 

conflicts arising from the introduction of new formats of public governance will occur more and more often, 

without national borders. Technology, as an object of social conflict, and as a result of the conflict itself, 

loses the status of an actant and becomes a full-fledged actor of social change. 

These shocks can be avoided by the balanced operation of the components of the recursive sensory 

system. Lack of communication and weak involvement of citizens in digital transformation processes appear 

to be managerial incompetence. Citizens can be more actively involved in the process not only as ordinary 

people and users, but also as specialists, experts and analysts. The increasing complexity of digital 

governance implies constant retention of the state from the desire to be isolated from society. Citizens can be 

included in any governance cycle through technology. Concern for conditions - data openness, joint 

discussion of projects and initiatives and providing broad opportunities for communication should become 

the norm, recursively repeated at every stage of governance cycles. 
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ABSTRACT 

The contemporary era has changed tools of trade in workplaces and saturated workplaces with more and more 
technological devices thereby requiring digital competence from prospective workers. This study investigates to establish 
how Walter Sisulu University (WSU), a developmental university with high population of its students coming from the 
rural areas of the former disadvantage Black Homelands equipping their future graduates in terms of technological usage 
for the 4th Industrial Revolution workplaces. The study used mixed-method and purposive sampling approach to gather 
empirical data from 152 students. Although the findings indicated that the University is providing its students with access 

and some form of training to use modern digital tools for learning. This was so as respondents (100%) indicated 
laboratories, library furnished with modern computers and laptops on campuses and 85% of respondents indicating 
having received some of form technological training from the University. However, there were a cumulative sum of 
38.11% representing not really and not at all competence to search in Internet browsing to search information, software 
and installation on their technological devices calling on the University to do more by inculcating more continuous 
transferable technological training that will help the students to be abreast and effectively use modern technological 
devices in the rapid evolving digital globalised workplaces.  

KEYWORDS 

e-Skills, Eastern Cape, 4th Industrial Revolution Workplaces, Technological Devices, WSU 

1. INTRODUCTION 

The dawn of the 4th Industrial Revolution engineered by ever increasingly advancement of Internet and 
technological applications have seen the use and adoption of technology in all spheres of life. As a result of 
this, workplaces are saturated with technological applications and devices to enhance performances, 
efficiency, and productivity. Higher education institutions, the producers of specialized labour force to feed 
the industrial sectors in any nation’s economy becomes the breeding grounds where the specialized labour 
force needs to be equipped with the 4th Industrial Revolution workplaces required skills such as e-skills, 
research skills, etc., (Damoene, 2003; Kinuthia & Dagaba, 2008). Secondly, the rise of online learning in the 
mist of COVID-19 pandemic and saturated remote working currently being experienced in higher education 
institutions globally, the researcher believes it is time to research on aspects of checking how future 
graduates are been equipped in higher education institutions for the 4th Industrial Revolution workplaces. 
Hoping that by doing this study, a contribution to the understanding of how future graduates can be gainfully 
equipped for the technological saturated workplaces associated with the 4th Industrial Revolution. 

Jenkins (2009) cautioned and mentioned about the skill set such as mathematical literacy, e-skills and 
others that will be required in the 4th Industrial Revolution. The author further explained the critical need of 
e-skills which is described to be individual ability to use technology to improve or enhance their productivity 
and life. In the sphere of higher education, the infusion of technological educational tools and social media 
platforms to enhance the core businesses of higher education institutions have brought to light the cautioned 
and the skill set highlighted by Jenkins (2009). For instance, e-skills has become one of unmentioned 
admission requirements by higher education institutions in the sense that although e-skill is not a strictly 
admission requirement normally stated by higher education institutions especially those in developing 
nations but students in course of their studies may be required to use their institution educational online 
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platform to submit assignments, projects, etc., which require e-skills. Furthermore, the global COVID-19 
pandemic and the controlled measures such as online learning, remote working, etc taken by various 
governments across the globe again has brought to light Jenkins (2009) cautioned and the skill set required 
for the modern day. 

1.1 Description of Research Problem and Background 

Eastern Cape Province home to most former disadvantage Black Homelands, makes the province to be one of 
the poorest provinces in South Africa (Oyelana & Thakhati, 2017). Therefore, access to quality education is 
critical to socio-economic development of the province. As alluded to by Damoene, (2003); Kinuthia and 
Dagaba, (2008) that higher education institutions play a critical role in any nation’s economy by training and 
supplying specialized labour forces to support the industrial sector as well offer an opportunity for people to 
develop their individual capabilities. Developed individual capabilities according to Unterhalter (2013) is a 
fundamental formation necessary to make individual have confidence and competencies to contribute mean 
fully to the economic sector which is vital to functioning of a society. Thus, the higher education institutions 
found within the Eastern Cape province do have a critical role to play towards the Eastern Cape province 
socio-economic development effort. The National Development Plan (NDP 2030, 2013), highlights the 
province of Eastern Cape been lowest in terms of number of high schools with computers for teaching and 
learning thereby resulting in many matriculant from the province entering higher education institutions not 
having adequate technological literacy levels to cope with the demands of higher education teaching and 
learning environment.   

WSU is a developmental university situated in the Eastern Cape Province. The University produces 
specialized labour forces such as engineers, medical professionals, etc., who in turn contributes to societal 
development not only in the Eastern Cape Province but South Africa as a whole. Therefore, it is paramount 
that WSU graduates are well-equipped for the 4th Industrial Revolution workplaces. It is against this 
background that this study is been conducted to establish how WSU is preparing its future graduates for the 
4th Industrial Revolution workplace. 

2. BODY OF PAPER 

2.1 Literature Review  

In consequence to the global digital revolution, all economic sectors at play in various nation’s economy are 
making rapid changing in terms of integration of technological tools to enhance their business activities to 
achieve efficiency and higher productivity. This trend is seen globally (Independent Online (IOL) Business 
Report, February 2013). Acenoglu et al., (2018); Bessen (2018); World Economics Forum (2016) anticipates 
of a strong possibility of mismatch between the ever-rapid evolving of new technologies and skills 
availability of workforces. Thereby calling for a systematic, strong, proactive training and re-training of both 
existing and future workforces to address the issue. 

The higher education system, the economic sector responsible for training specialized workforce to feed 
the industrial sector have in effect seen quite a rapid considerable technological tools of trade transformation 
and research work on usage of educational technological tools in higher education learning environment. 
According to these authors (Damoense, 2003; Minnaar, 2011; Seena, 2010; Oxagile 2016) the blending of 
virtual learning which is enable by integration of educational technologies to supplement the convectional 
learning in the higher education learning environment are driven by various factors, but the two key factors 
are  

1) the global growing demand of accessing higher education qualifications  
2) an opportunity required by potential students to work and at the same time be able to earn their 

higher education qualification. 
Numerous studies assert to the fact that the use of technology by students in their learning presents to 

them various benefits. According to Kurt (2010) the use of technology by students in early part of their 
studies assist them in developing a greater thinking order skill. To DePasquale (2003), the use of technology 
in the early studies of children exposure them to an appropriate use of more advanced applications they will 
use in their older age. Lin and Yin (2011) concluded in their studies to determine whether the use of WIKI 
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technology by college students would improve their English writing skills that the use of the technology by 
the students improved their writing skills. Bulut and Delen (2011) concluded in their studies that the use of 
technology by students improve their studies and therefore must be integrated into classroom curriculum. The 
authors came to this conclusion when their studies revealed that the participating students who spent a lot of 
time using technology improve their science and mathematics knowledge as well as in their academic scores. 
According to Seena (2010) the highly priced skills such as research skills, collaboration, personal information 
management, etc., in the contemporary era labour market, students developed these skills using technology to 
self-regulated learning, search information and synthesize to either create a presentation or a project.   

2.2 Research Objectives and Questions 

The objectives of the study were to establish the following: 

1.e-skills and technological devices access of participants before their university education. 
2. Participants access to modern technological tools within WSU campuses. 

3.Frequencies of using modern technological tools to enforce their studies. 

4.Technological training WSU is providing to participants to uplift their e-skills. 

The above-mentioned objectives were then turned into research questions for the study. 

2.3 Framework that Guided the Study 

Van Dijk and Hacker (2003) identified three factors that underline technological inequalities and access to 

be: 

 material access describing it to be the lack of technological tools 

 psychological access highlighting it to be computer phobia, unattractiveness, and lack of interest of 

new technology 

 usage access was described by Hacker to be lack of digital opportunities emanating from both 

material and psychological access. 

The study based the assessment of technological usage on Van Dijk and Hacker (2003) usage access from 

the perspective of material access. 

2.4 Research Approach, Design/Method 

Mixed-methods (quantitative & qualitative) and non-probability sampling method, namely purposive 
sampling was used to gather the empirical data from willing students as the study participants from Buffalo 

City, Queenstown, Ibika and Nelson Mandela Drive Campuses of WSU. The quantitative and qualitative 

research design took the form of closed and open-ended questionnaire of which both descriptive statistics and 

thematic analysis were used to analyze the empirical data.  

The data gathering for the study was approached as follows: 

The researcher is based at Buffalo City Campus, therefore data gathering from other campuses took the 

form of after telephonic discussion concerning the study and its data gathering with willing colleague 

lecturers ready to assist, the printed questionnaire was sent to them to gather data from willing students. 
A total of 152 fully answered questionnaire were analyzed as the study empirical data. 

2.5 Empirical Findings and Discussion 

Although an existing set of skill may be the basis from which a new economic revolution may emerge, but 
the reality is that every economic revolution or shift require an extra new set of skill to add to the existing 
ones. Based on this, White (2013) highlighted that the 21st century industrial revolution calls for peculiar 
training of students in developing competence to fit the new shift. Therefore, institutions of learning and 
training as well as educators needs to teach and train students the new required skills together with the 
prevailing ones.  

The contemporary students require digital competence to make it in the global labour marketplaces. 
Literature document the impact of the former apartheid rule system on socio-economic development of 

previously disadvantage black communities in South Africa and how the impact continues to serve as an 
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impediment in the post-apartheid reconstruction efforts (Rakhometsi 2008; Thobejane 2013; Hale 2010; 
Keswell 2004). The chosen institution for the current study is a previously disadvantaged black university 
with majority of its students coming from impoverished rural communities of the former Black Homelands 
(Ciskei and Transkei) found in the Eastern Cape province. Amidst the misfortune of majority of WSU 
students, their future careers are embedded in an ever-increasing globalized digital world which require them 
not only to be specialized in their chosen career paths but as well digital competence. This study therefore 
investigates the exposure, soft skills training in terms of integration and usage of modern educational 
technological tools into WSU students learning environment as one of the ways of preparing WSU graduates 
for the globalized digital workplaces. 

The empirical findings of the study are presented below according to the study objectives: 

2.5.1 Demographic information of participants 

The researcher chose under the demographic information to highlight the percentage of participants from of 
the selected campus and gender. The researcher believes it is a common knowledge among scholars about 
age ranges of students in institutions of higher learning and rather shed light on gender as a contribution to 
try and shed light on the ongoing quest about knowing the girl child education in institutions of higher 
learning. 

Table 1. Demographic information and percentage of participants from the chosen campuses 

Gender Frequency Percentage 

Male 83 54.61 

Female 69 45.39 

Number of participants from the chosen campuses 

Nelson Mandela Drive 37 24.34 

Buffalo City 50 32.89 

Ibika 40 26.32 

Queenstown 25 16.45 

The findings from Table 1 indicated more males (54.61%) participated in the study than females 

(45.39%). This finding implies there are encouraging girl child education at the institution of higher learning 

in a region considered to be under-privilege in terms of socio-economic development. 

2.5.2 Participants e-skills and technological devices access before university education 

Takavarasha et al., (2018) highlights that when it comes to access to digital tools, they not only imply the 
devices, software, and hardware artefacts but as well how they influence one’s ability to learn and use them 
for engaging in social, business, and educational activities in a responsible and safe ways. Because of My 
Broadband (2015) findings of Eastern Cape province to be second lowest when it comes to Internet access 
and digital literacy in South Africa, as a result the study sought to establish the digital literacy of the 
participants before their university education. The questions and findings are presented in Table 2 below: 

Table 2. e-skills of participants before university education 

Technological devices own by participants before university education 

Mobile phone 151 99.34 

Personal Computer (PC) 46 30.26 

Laptop 18 11.84 

Tablet 13 8.55 

Competence in using standard word processing package, managing files on a computer and 

smartphone before university education. 

Strongly yes 91 59.87 

Not really 38 25 

Not at all 23 15.13 
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Competence in Internet browsing to search information, software downloading and installation on 

a technological device such as PC, smartphone, etc.  

Strongly yes 94 61.84 

Not really 36 23.64 

Not at all 22 14.47 

Competence in attaching or uploading documents such as files, videos, pictures, etc., to emails and 

social media platforms before university education.  

Strongly yes 127 83.55 

Not really 14 9.21 

Not at all 11 7.24 
 

Despite the findings of My Broadband (2015), there is a quite significant level of basic digital literacy 

among the study participants. For instance, students require basic digital competence such as using standard 

word processing package to type assignments, projects and being able to upload them unto their institution  

e-learning platforms as well as being able to download and install their institution e-learning unto their 

personal technological devices and from Table 2: 59.87% indicated their competence to use standard word 

processing package, 61.84% also indicated their competence to attach or upload documents on email and 

social media platforms.  

2.5.3 Access to Modern Technological Tools within WSU Campuses 

According to Mossberger et al., (2012) speaking from the perspective of digital citizen asserted that students 

in higher institutions of learning are supposed to have a basic quality of digital literacy because they have 

access to Internet and technological devices at their institutions of learning. Based on Mossberger et al., 

(2012) assertion, the study asked respondents in an open-ended question on the questionnaire to mentioned 

technological devices they have access to on their respective campuses as well as their access to Wi-Fi on 

campus, hall of residence and stability of connectivity. 
All the respondents (100%) indicated laboratories, library furnished with modern computers and laptops 

on campuses. Also, Wi-Fi access on both campuses and in halls of residence. However, respondents raised an 

issue of stability of Internet connectivity as only 30% of respondents indicated stability of Internet 

connectivity on both campus and in halls of residence. 

2.5.4 Frequency and how Participants are using Modern Technological Tools to Enforce their 

Studies 

Respondents we asked to indicate the frequency and how they use modern technological tools they have 

access to in enforcing their studies. Table 3 gives the findings. 

Table 3. Frequency and how respondents use modern technological tools to enforce their studies 

 Frequency Percentage How they use it (In common themes) 

Once a week 32 21.05  use in getting extra lecture notes 

from the Internet. 

 Use in watching videos, 

demonstrations on various subject 

topics. 

 Use in getting extra tutorials. 

More than once a week 104 68.42 

I don’t use 16 10.53 

2.5.5 Technological Training WSU is Providing to Students to Uplift their e-Skills 

Respondents were asked as to whether they have received training from WSU to enable them to use modern 

they have access to on campus. 

Majority of respondent (85%) indicated they have received some form of technological training and some 

of the common mentioned training received were in Microsoft office package, how to use Blackboard and 

Computer Aided and Digital Design. 
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3. CONCLUSION 

Despite the plight and impediments of students who found themselves in previous disadvantaged schools and 

regions, they still must compete in the ever-increasing globalised digital workplaces. This study makes its 

contribution by investigating on how a previous disadvantaged developmental university with majority of 

students from previously disadvantaged rural areas of South Africa are preparing their future graduates in 

terms of technological usage for the 21st century industrial digital revolution workplaces. While a quite 

number of participants have a basic digital skills pre their university education and 85% of participants 

indicating having received some form of training from WSU, WSU must do more by inculcating more 
continuous transferable technological training that will help students to be abreast and effectively use modern 

technological devices in the rapid evolving digital globalised workplaces. The National Development Plan 

(NDP 2030, 2013) and the work of Oyelana and Thakhati (2017) reveals how the implementation of the 

former Black Homelands policy by the former apartheid rule continues to hinder socio-economic 

development in these communities more especially in the Eastern Cape Province. This calls for concerted 

efforts from higher education institutions found in the province in skilling students from the previously 

disadvantaged communities for the contemporary era workplaces. Due to financial constraints the study 

focused on one university. 

Future studies can look at other higher education institutions like the vocational training colleges within 

the provinces.  
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ABSTRACT 

This study investigates college and high school students’ career interest in cybersecurity. It intends to contribute to the 

research that explores millennials’ and generation Z general lack of interest in the cybersecurity field. The dataset consists 

of 163 college and high school students who responded to a career interest Science, Technology, Engineering, and 

Mathematics (STEM) semantic survey adapted to include cybersecurity and computer science. Students rated five sets of 

paired semantic interest scales: Fascinating to mundane, appealing to unappealing, exciting to unexciting, means nothing 

to means a lot, and boring to interesting with fascinating, appealing, exciting, means nothing and boring having a rating 

value of 1. Research showed that there is a shortage of cybersecurity professionals. Yet, millennials are barely interested 

in a cybersecurity career. The technology workforce is about 90% Whites and Asians and 75% males. Moreover,  

non-Whites and non-Asians have been leaving the industry workforce because of perceived unfair treatment. This 

investigation found that the sample of students generally had low cybersecurity and STEM interest, thereby substantiating 

previous research findings. In addition, there were no statistically significant differences in the mean cybersecurity interest 

ratings of the various subgroups used in the study: males and females, Whites and Asians and non-Whites and non-Asians, 

and White and Asian Males and non-White and non-Asian males and females. Therefore, in practical and statistical terms, 

students’ interest in cybersecurity was generally low and essentially the same among the subgroups. 

KEYWORDS 

Cybersecurity, Career Interest, Generation Z, Millennials, Workforce Shortage 

1. INTRODUCTION 

Over the years, research has consistently and continually shown that there is a global shortage of cybersecurity 

professionals (Bittie & Ostrowski, 2020; Furnell et al., 2017; Ileleji & Joseph, 2018; (ISC)2, 2020a; National 

Academy of Sciences, 2015; Cyberseek, n.d.; Secretary of Commerce & Secretary of Homeland Security, 

2018; MacKinnon et al., (2018; Markow & Vilvovsky, 2021; Crumpler & Lewis, 2019). Governments, 

businesses, and academia demand for cybersecurity professionals outpaced the available supply. At the United 

States national level, the supply/demand ratio is 0.68 (Cyberseek, n.d.). At the same time, generation Y  

(or millennials) and generation Z do not appear to have a strong interest in cybersecurity as a career option 

(Rayome, 2018; (ISC)2, 2020b). Nonetheless, the global cybersecurity workforce increased by an estimated 

700, 000 between 2020 and 2021. This narrowed the shortage gap with the highest increases occurring in 

Germany, Singapore, and the United States. The United States showed a 30% increase suggesting that 

millennials and generation Zers are warming up to cybersecurity as a career option ((ISC)2, 2021; Raytheon, 

2017; Carnegie Mellon University’s Software Engineering Institute, 2019). Typically, millennials and 

generation Zers entry points into the cybersecurity field are through less technical and more sundry 

occupational routes than those used by boomers and generation Xers ((ISC)2, 2021). This may be partially 

influenced by the cybersecurity labor shortage, and may not be what employers actually want, but rather what 

they are willing to concede until supply nears demand or the supply shortage is successfully complemented 

through other means; namely, artificial intelligence and machine learning (IEEE Confluence, 2017; Musser  

& Garriott, 2021; Pupillo et al. 2021). Despite the evidential improvement in lowering the cybersecurity labor 

shortage and the increased awareness of the importance of cybersecurity and cybersecurity careers, millennials 

display risky cyber hygiene and do not show strong interest in cybersecurity careers (Raytheon, 2017; Carnegie 
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Mellon University’s Software Engineering Institute, 2019). In addition, millennials and generation Zers have 

diverse social interests upon which they place high value and are more interested in working for “companies 

that share their values” (Raytheon, 2017; Deloitte Global, 2021). Moreover, Carnegie Mellon University’s 

Software Engineering Institute (SEI) (2019) reported that the main causes for the cybersecurity talent shortage 

were rapid changes in technology, a sizable untapped group of skilled potential employees, exclusionary 

employer requirements for potential employees, and insufficient awareness of cybersecurity career pathways 

and opportunities. SEI further stated that the available information on the details of a cybersecurity career is 

conflicting, confusing, and overwhelming to anyone interested in pursuing a cybersecurity career. 

Cybersecurity is by definition a multidisciplinary field ((ISC)2, 2021; McAlaney et al., 2018; Joint Task 

Force on Cybersecurity Education, 2018; Dawson & Thomson, 2018) that is a computing discipline with 

elements of engineering, social science, mathematics, and philosophy. However, the social aspects of this 

socio-technical multidisciplinary field are not sufficiently emphasized (Joint Task Force on Cybersecurity 

Education, 2018; Dawson & Thomson, 2018) and utilized. More generally, the technology workforce is 90% 

Whites and Asians and 75% males with women and traditionally underrepresented racial and ethnic minority 

groups in STEM not sufficiently represented (Scott et al., 2018). These numbers seem to correlate well with 

those racial/ethnic groups who invest most heavily in and own most of the technology companies. Moreover, 

non-White and non-Asian males are more likely than other groups of individuals within the technology industry 

to leave it because of perceived unfair treatment (Scott et al., 2017). Within the cybersecurity workforce, 

retention is a problem: a consequence of burnout, poaching, inhospitable workplace conditions, insufficient 

inducements to stay, and voluntary departures (CyberKnights, 2021; Morgan, n.d.). Nevertheless, the 

convergence of the virtual and physical worlds is quickening, and with it increased vulnerabilities and 

associated risks, costs to social cohesion, mental health issues, and threats to critical infrastructures (Franco  

et al., 2022; Optiv, 2019; Markow & Bittle, 2020; Olmstead & Smith, 2017).  

This exploratory study addresses the general problem of the shortage of cybersecurity professionals. 

Carnegie Mellon University’s Software Engineering Institute (2019) reported that the main causes for the 

cybersecurity talent shortage were rapid changes in technology, a sizable untapped group of skilled potential 

employees, exclusionary employer requirements for potential employees, and insufficient awareness of 

cybersecurity career pathways and opportunities. Carnegie Mellon University’s Software Engineering Institute 

further stated that the available information on the details of a cybersecurity career is conflicting, confusing, 

and overwhelming to anyone interested in pursuing a cybersecurity career. This study will explore the aspect 

of cybersecurity talent shortage that relates to exclusionary employer requirements for potential employees 

with the focus on females and non-White and non-Asian males. As mentioned earlier, the technology workforce 

is primarily White and Asian males with underrepresentation of females and racial/ethnic minority groups: Do 

White and Asian males have greater interest in cybersecurity careers than others? The question that this study 

is asking is the following: Do females and non-White and non-Asian males have similar interest in 

cybersecurity as White and Asian males? If the answer is yes, ways to increase the awareness and participation 

of females and non-White and non-Asian males in the cybersecurity workforce will be suggested to help 

ameliorate the shortage. To carry out this study, college and high school students’ career interest in 

cybersecurity will be investigated with the aim to contribute to the research literature that explores young 

people’s general interest in cybersecurity with the emphasis on females and non-White and non-Asian males. 

This investigation was pursued using descriptive statistics in means and standard deviations, correlations, and 

inferential statistics wherein three pairs of hypotheses were tested on three different subgroups.  

2. METHODS AND MATERIALS 

The dataset, which consisted of entries from 163 college and high school students from a Northeastern United 

States metropolitan area, was obtained from a semantic STEM career interest survey (Tyler-Wood, 2010) 

adapted to include cybersecurity and computer science disciplines. Computer science is combined with the 

engineering interest to make engineering/computer science career interest, as many computer science 

departments reside in engineering schools/colleges. For this study, therefore, the semantic career interest 

survey included Science, Technology, Engineering/Computer Science, and Mathematics, plus Cybersecurity 

(STEM+Cybersecurity) disciplines. The dataset of 163 samples was divided into subsets: 57 females, 106 

males, 76 White and Asian males, 87 females and non-White and non-Asian males, 104 Whites and Asians, 
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and 59 non-Whites and non-Asians. The students rated five sets of paired semantic interest scales: Fascinating 

to mundane (FM), appealing to unappealing (AUA), exciting to unexciting (EUE), means nothing to means a 

lot (MNaL), and boring to interesting (BI) in the five STEM+Cybersecurity related disciplinary areas. One was 

the highest rating for fascinating, appealing, exciting, means nothing, and boring while seven was the highest 

rating for mundane, unappealing, unexciting, means a lot, and interesting.  

To collect the data for the sample of college and high school students, the semantic career interest survey 

was chosen over interviews and the Likert scale type of survey because interviews were considered to be too 

time-consuming and costly to obtain the sufficiently large sample size that was desired for this study. While a 

Likert scale survey would have worked in terms of the sample size and cost, it was deemed to be insufficiently 

nuanced on the aspects of the descriptiveness of career interest thereby providing less depth of information of 

how the student survey takers feel than the semantic survey. The sampling strategy used is a mixture of 

purposive and convenience sampling methods in that a sufficiently large sample size of college and high school 

students, who had taken at least one course or was taking a course in computing, was desired. Moreover, this 

sampling method was used to facilitate the division of participants into subgroups large enough for hypotheses 

testing to be done. 

Seventy-three high schools students and 92 college students participated in the in-person survey. The 

student populations were self-identified as males and females. They were from seven different ethnic/racial 

groups: Whites, Blacks/African Americans, Spanish/Hispanics/Latinx, Native Americans/Alaskan Natives, 

Asians, Hawaiians/Pacific Islanders, and Other. The students ranged in ages from about 15 to 60. The high 

school students were from 12 different high schools with diverse educational foci and a common computer 

science interest. The college students ranged from baccalaureates to postgraduates; they represented nine 

different computing related programs Computer Science, Information Technology, Telecommunications and 

Networks, Professional Studies, and Information Systems, Computer Science and Criminal Justice, Computer 

Science and Law, Information Technology and Cybersecurity, and Computer Science and Business. Of the 165 

surveys collected, one high school and one college survey were removed from the sample because of excessive 

missing entries. Other tools used in this study included Microsoft Excel used for the calculations of means and 

standard deviations and as an overall statistical workbook, Mathworks Matlab used for correlation calculations, 

and SPSS used for the calculations of hypotheses tests. 

To gain insight into the robustness of the results obtained through means and correlations of the subgroups, 

hypotheses testing (Ryan, 2007) were used. It was also used to examine the likelihood of any statistical 

differences in the interest mean ratings between subgroups. Three pairs of hypothesis tests were conducted 

under the assumption of no difference in mean ratings: one for fascinating to mundane, appealing to 

unappealing, and exciting to unexciting (FAE) and the other means nothing to means a lot and boring to 

interesting (MNB). The hypotheses were tested between White and Asian students and non-White and  

non-Asian students, male and female students, and White and Asian male students and female and non-White 

and non-Asian male students. 

The semantic survey rating scale values were interpreted as follows: the mean rating values from 1.00 --

1.99 and from 6.01 -- 7.00 were viewed as high, from 2.00 -- 2.99 and from 5.01 -- 6.00 were viewed as 

medium, from 3.00 -- 3.99 and from 4.01 -- 5.00 were viewed as low, and 4.00 was considered neutral.  

In addition, each of the rating scales failed the skewness and kurtosis as well as Lilliefors test for normality.  

In the Matlab environment, a normal distribution has a kurtosis value of 3.00 and a skewness value of 0.00. 

Each rating scale FM, AUA, EUE, MNaL, and BI had a kurtosis value of less than 3.00 and a skewness value 

not equal to 0.00. These results indicate that the five distributions were less prone to outliers and that FM, 

AUA, and EUE were asymmetrical distributions tending rightward while the MNaL and BI were distributions 

tending leftward. Moreover, the Lilliefors tests of FM, AUA, EUE, MNaL, and BI rejected the null hypothesis 

of normality at a significance level of less than 0.001. Because of the lack of normality in the data, Spearman’s 

Rho correlation coefficient was used to measure the strength of the relationship between the pairs of rating 

scales. The strength of the absolute values of the Spearman’s Rho correlations should be interpreted as very 

weak is 0.00 -- 0.19, weak is 0.20 -- 0.30, moderate is 0.40 -- 0.59, strong is 0.60 -- 0.79, and very strong is 

0.80 -- 1.00 (Spearson’s Correlation, n.d.). 
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3. RESULTS 

Overall, there were no high mean rating values of 1.00 -- 1.99 and 6.01 -- 7.00 or neutral mean rating values 

of 4.00 for FM, AUA, EUE, MNaL, and BI rating scales for any of the samples and subsamples. Therefore, 

the mean rating values observed for each scale were mostly low with few medium ones. As shown in Table 1, 

science yielded the highest overall low mean rating of 3.14 for FAE (fascinating, appealing, and exciting), 

relative to the neutral mean rating value of 4.00 and the highest overall medium mean value of 5.42 for MNB 

(means a lot and interesting). More specifically, there were medium mean rating values for exciting, means a 

lot, and interesting: 2.89, 5.78, and 5.06 respectively. Cybersecurity yielded the second highest overall mean 

rating of 3.35 for FAE and the second highest overall mean rating of 4.84 for MNB. These overall mean rating 

values for cybersecurity indicate low interest. However, MNaL’s means a lot mean rating of 5.08 indicates 

medium interest. Students appeared to be somewhat ambivalent about mathematics and skeptical of 

technology. For technology, the overall mean rating pattern for FAE and MNB was contrary to that found for 

science, cybersecurity, and engineering/computer science with FAE and MNB having low mean rating values 

of 4.62 and 3.64, respectively (see Table 1). These mean rating values are low. Moreover, the cybersecurity 

standard deviations for the FAE and MNB were the lowest among the disciplines. 

Table 1. STEM+Cybersecurity means and standard deviations statistics  

Disciplines statistics Rating scales Overall ratings 

Category 
Statistic

s 
FM AUA EUE MNaL BI FAE MNB 

Cybersecurity 
Mean 3.42 3.44 3.20 5.08 4.60 3.35 4.84 

Stdev 2.03 1.96 1.78 1.82 1.87 1.92 1.86 

Science 
Mean 3.27 3.26 2.89 5.78 5.06 3.14 5.42 

Stdev 2.32 2.17 1.85 1.64 2.14 2.13 1.94 

Technology 
Mean 3.83 5.32 4.71 4.05 3.23 4.62 3.64 

Stdev 2.33 1.80 1.92 2.16 2.04 2.11 2.13 

Engineering/C

omputer 

Science 

Mean 3.32 3.18 5.16 3.60 5.08 3.89 4.34 

Stdev 2.32 2.25 1.92 2.29 2.26 2.35 2.39 

Mathematics 
Mean 5.12 3.61 3.34 3.68 5.02 4.02 4.35 

Stdev 1.91 2.10 1.89 2.03 2.01 2.11 2.12 

Note 1: For the acronym FAE, F represents fascinating of FM (fascinating to mundane) with fascinating =1 and mundane =7, A represents 
appealing of AUA (appealing to unappealing) with appealing =1 and unappealing = 7, and E represents exciting of EUE (exciting 

to unexciting) with exciting =1 and unexciting = 7; and for MNB, MN represents means nothing of MNaL (means nothing to 
means a lot) with means nothing =1 and means a lot = 7 and B represents boring of BI (boring to interesting) with boring =1 and 

interesting = 7. 

Note 2: 1.00--1.99 & 6.01-7.00 is high; 2.00-2.99 & 5.01-6.00 is medium; 3.00-3.99 & 4.01-5.00 is low; and 4:00 is neutral 

The correlations between the rating scales for cybersecurity relative to the other STEM disciplines showed 

that the distribution of correlation coefficient values between rating scales of cybersecurity and science were 

quite similar (see Table 2 a & d). The correlations between AUA and FM, EUE and FM, and between EUE 

and AUA were positive and at least strong, and notably very strong between AUA and FM. The correlation 

between BI and MNaL was positive and moderate. On the contrary, the correlation coefficient values between 

MNaL and FM, MNaL and AUA, MNaL and EUE, BI and FM, BI and AUA, and between BI and EUE were 

negative and generally moderate; they were weak between MNal and FM (0.2546) and between MNaL and 

AUA (0.2279) for science. Moreover, these correlation values associated with cybersecurity and science were 

statistically significant at the 0.01 level. In each case, the probability values were less than 0.0000. In addition, 

mathematics and technology had a somewhat similar pattern in correlation values between pairs of rating scales 

(see Table 2 b & c ). For example, the correlation values of 0.0613 and (0.0616) between AUA and FM for 

mathematics and technology respectively were weak and not statistically significant at the 0.05 level indicating 

that statistically the scales were not correlated. In addition, the correlations between EUE and AUA for these 

two disciplines were strong and statistically significant with values of 0.7619 and 0.6005 respectively. Other 
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similarities in the rating scales for mathematics and technology were apparent in the moderate and statistically 

significant negative correlation values of (0.4271) and (0.4384), respectively, between BI and AUA as well as 

the weak and statistically significant positive correlation values between BI and FM and the negative 

correlation values between BI and EUE (see Table 2 b & c).  

Table 2 (a-e). STEM+Cybersecurity Spearman’s rho correlations between rating scales 

(a) Science correlations 

 

(b) Technology correlations 

  FM AUA EUE MNaL   FM AUA EUE MNaL 

AUA 0.8466**    AUA (0.0616)    

EUE  0.7423** 0.7243**   EUE 
(0.3766)*

*   
0.6005**    

MNa

L 

(0.2546)*

* 

(0.2279)*

* 

(0.4237)*

* 
 

MNa

L 
0.6685** 

(0.2132)*

* 

(0.4337)*

* 
 

BI 
(0.5803)*

* 

(0.5336)*

* 

(0.5205)*

* 
0.4557** BI 0.3908** 

(0.4384)*

* 

(0.3210)*

* 
0.5686** 

 

(c) Mathematics correlations 

 

(d) Cybersecurity correlations 

  FM AUA EUE MNaL   FM AUA EUE MNaL 

AUA 0.0613    AUA 0.8606**    

EUE  (0.1526)  0.7619**   EUE  0.7662**  0.8002**   

MNa

L 

(0.2025)*

* 
0.6839**  0.6626**  

MNa

L 

(0.4583)*

* 

(0.4385)*

* 

(0.4345)*

*  
 

BI 0.2317** 
(0.4271)*

* 

(0.3255)*

* 

(0.3152)*

* 
BI 

(0.5732)*

* 

(0.5430)*

* 

(0.4430)*

*   
0.5609** 

 
(e) Engineering/computer science correlations 

    FM AUA EUE MNaL  

AUA 0.9047**     

EUE 
(0.5438)*

* 

(0.4912)*

*  
  

MNa

L 
0.6832** 0.6461** 

(0.5284)*

*  
 

BI 
(0.6190)*

* 

(0.6471)*

* 
0.5085** 

(0.4207)*

* 

** indicates a p-value is less than the significance level of 1% 

* indicates a p-value is less than the significance level of 5% 

Note: FM (fascinating to mundane) with fascinating =1 and mundane =7, AUA (appealing to unappealing) with appealing =1 and 
unappealing = 7, EUE (exciting to unexciting) with exciting =1 and unexciting = 7, MNaL (means nothing to means a lot) with 

means nothing =1 and means a lot = 7, and BI (boring to interesting) with boring =1 and interesting = 7. 

 

When correlations were taken across the disciplines of STEM+Cybersecurity, it was found that the 

correlation coefficient values between the rating scales of science and cybersecurity had the most distinctly 

consistent pattern while those of mathematics and technology had the largest set of very weak to weak 

coefficients. The other eight sets of correlation values between the rating scales of science and mathematics, 

science and engineering/computer science, science and technology, mathematics and engineering/computer 

science, mathematics and cybersecurity, engineering/computer science and technology, engineering/computer 

science and cybersecurity, and technology and cybersecurity had less distinctly consistent patterns of 

correlation coefficient values. For example, except for the correlation coefficient value of 0.1444 between 

MNal and FM, the remaining 24 correlation values of science and cybersecurity rating scales were statistically 

significant at least at the 0.05 level. In fact, only three of the 24 correlation values were significant at the 0.05 

level: those were between MNaL and AUA, MNaL and EUE, and between MNaL and BI. However, none of 
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the correlation coefficient values was strong or very strong; they ranged in values from very weak to moderate. 

Moreover, the correlation coefficients between science and cybersecurity rating scale pairs FM and FM, FM 

and AUA, FM and EUE, AUA and FM, AUA and AUA, AUA and EUE, EUE and FM, EUE and AUA, and 

EUE and EUE were moderate, statistically significant, and positive while those between the pairs FM and 

MNaL, FM and BI, AUA and MNaL, AUA and BI, EUE and MNaL, and EUE and BI were weak, statistically 

significant, and negative. The arithmetical sign of the correlations between the pairs MNaL and FM, MNaL 

and AUA, MNaL and EUE, BI and FM, BI and AUA, and BI and EUE were very weak to moderate statistically 

significant negative values whereas the correlations between the pairs MNaL and MNaL, MNaL and BI, BI 

and MNaL, and BI and BI were very weak to moderate and statistically significant positive values. The patterns 

of the correlation coefficient values obtained between the rating scales for mathematics and technology were 

unlike those obtained for science and cybersecurity in arithmetical signs, strengths, and statistical significance. 

For example, 13 of the correlation coefficient values were very weak and 14 were statistically significant at 

least at the 0.05 significance level. 

Focusing on the details of students’ interest in cybersecurity, it was found that the subgroups (males, 

females, Whites and Asians (WA), non-Whites and non-Asians (non-WA), White and Asian (WA) males, and 

non-White and non-Asian (non-WA) males) almost completely have low interest in cybersecurity with only 

slight variations in their mean ratings (see Table 3). Although non-WA somewhat appeared to indicate having 

the lowest interest in cybersecurity as evidenced by the mean ratings and the correlation coefficient values, the 

Independent-Samples Mann-Whitney U test (see Table 4) did not reject the null hypotheses of no difference in 

the distributions of FAE mean ratings and the distributions of MNB mean ratings for WA and non-WA, females 

and males, and WA males and females and non-WA males. Moreover, while FAE and the associated paired 

rating scales FM, AUA, and EUE for each subgroup was low, between 3.00 -- 3.99, which indicates that 

students’ perception of cybersecurity being fascinating, appealing, and exciting was low, MNB and the 

associated paired rating scales MNaL and BI for the subgroups had instances of lows and mediums with BI 

being low for each subgroup and MNB and MNaL being low for some subgroups and medium for others  

(see Table 3). In fact, the males and WA males’ subgroups perceptions of cybersecurity as reflected in MNB 

and MNaL were medium; the WA’s subgroup perception of cybersecurity was also medium for MNaL. 

Table 3. Cybersecurity means and standard deviations statistics 

Subgroup statistics Rating scales Overall ratings 

Category Statistics FM AUA EUE MNaL BI FAE MNB 

Overall 
Mean 3.42 3.44 3.20 5.08 4.60 3.35 4.84 

Stdev 2.03 1.96 1.78 1.82 1.87 1.92 1.86 

Females 
Mean 3.56 3.63 3.30 4.65 4.39 3.50 4.52 

Stdev 1.82 1.81 1.60 1.89 1.73 1.74 1.81 

Males 
Mean 3.34 3.33 3.14 5.31 4.72 3.27 5.01 

Stdev 2.14 2.03 1.87 1.75 1.95 2.01 1.87 

WA 
Mean 3.38 3.25 3.04 5.17 4.66 3.22 4.92 

Stdev 2.09 1.95 1.74 1.80 1.89 1.93 1.86 

Non-WA  
Mean 3.49 3.76 3.47 4.92 4.49 3.58 4.70 

Stdev 1.94 1.94 1.82 1.87 1.86 1.90 1.87 

WA Males 
Mean 3.39 3.21 3.04 5.37 4.76 3.21 5.07 

Stdev 2.19 2.02 1.87 1.79 1.98 2.03 1.90 

Females & 

Non-WA Males 

Mean 3.44 3.63 3.33 4.83 4.46 3.47 4.64 

Stdev 1.89 1.89 1.69 1.82 1.78 1.82 1.81 

Note 1: WA stands for Whites and Asians; stdev = standard deviation  

Note 2: For the acronym FAE, F represents fascinating of FM (fascinating to mundane) with fascinating =1 and mundane =7, A 
represents appealing of AUA (appealing to unappealing) with appealing =1 and unappealing = 7, and E represents exciting of EUE 

(exciting to unexciting) with exciting =1 and unexciting = 7; and for MNB, MN represents means nothing of MNaL (means nothing 

to means a lot) with means nothing =1 and means a lot = 7 and B represents boring of BI (boring to interesting) with boring =1 and 

interesting = 7. 
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Furthermore, Table 3 shows that females’ mean rating values were slightly lower than that of males with 

standard deviations that were generally smaller, denoting less spread about the mean. The highest mean rating 

values recorded were for WA males, which were generally slightly higher than the ratings of WA, and the 

mean ratings of WA were essentially the same as that of the males. Non-WA had arguably the lowest mean 

ratings; these ratings were slightly lower than those of females over the five rating scales with higher standard 

deviation values.  

Table 4. Hypothesis tests summaries 

No. Null Hypothesis Test Sig.a,b Decision 

1 

The distribution of FAE mean ratings is the same 

across the White and Asian student group and the non-

White and non-Asian student group. 

Independent-

Samples Mann-

Whitney U Test 

0.176 
Retain the null 

hypothesis. 

2 

The distribution of MNB mean ratings is the same 

across the White and Asian student group and the non-

White and non-Asian student group. 

Independent-

Samples Mann-

Whitney U Test 

0.416 
Retain the null 

hypothesis. 

3 

The distribution of FAE mean ratings is the same 

across the students' gender groups. 

Independent-

Samples Mann-

Whitney U Test 

0.343 
Retain the null 

hypothesis. 

4 

The distribution of MNB mean ratings is the same 

across the students' gender groups. 

Independent-

Samples Mann-

Whitney U Test 

0.055 
Retain the null 

hypothesis. 

5 

The distribution of FAE mean ratings is the same 

across the White and Asian Males student group and 

the Females, Non-White, and Non-Asian Males student 

group. 

Independent-

Samples Mann-

Whitney U Test 

0.300 
Retain the null 

hypothesis. 

6 

The distribution of MNB mean ratings is the same 

across the White and Asian Males student group and 

the Females, Non-White, and Non-Asian Males student 

group. 

Independent-

Samples Mann-

Whitney U Test 

0.083 
Retain the null 

hypothesis. 

a. The significance level is .050; b. Asymptotic significance (Sig.) is displayed 

Note: For FAE, F represents fascinating of FM (fascinating to mundane), A represents appealing of AUA (appealing to 

unappealing), and E represents exciting of EUE (exciting to unexciting); and for MNB, MN represents means nothing of 

MNaL (means nothing to means a lot) and B represents boring of BI (boring to interesting). 

The pattern of the correlation coefficient values was consistent across the six subgroups (females, males, 

females and non-WA, WA males, WA, and non-WA) in terms of sign, general strength, and statistical 

significance. However, the correlation values’ strength and statistical significance vary among the subgroups 

with the greatest difference in strength and statistical significance observed between WA and non-WA. 

Nonetheless, across all the subgroups the correlation value with the strongest strength was observed between 

AUA and FM. Seven of the 10 correlation coefficient values for WA were strong to very strong whereas the 

remaining three correlation coefficient values were moderate, and related to MNaL. This correlation finding 

for WA was essentially the same as that for WA males in strength with slight variations in values. Both WA 

and WA males’ correlation coefficient values were statistically significant at the 0.01 level. In contrast, there 

was no very strong correlation value for non-WA, but there were two strong values with the stronger being 

0.7651 between AUA and FM and two moderate values with the stronger being 0.5900 between EUE and FM. 

The remaining six correlation coefficient values for non-WA were very weak (one) to weak (five). These six 

values were associated with MNaL and BI and each of their relationships with FM, AUA, and EUE. Eight of 

the 10 correlation values for non-WA were statistically significant at least at the 0.05 level. In terms of 

correlation strength and the statistical significance of the correlations, the non-WAs were more consistent with 

the females’ subgroup than any other subgroup. 
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4. DISCUSSION 

This investigation shows that the sampled college and high school students do not have a strong interest in a 

cybersecurity career. Their interest is essentially low. In fact, their interest in STEM careers is low to medium. 

Moreover, inferential statistics showed that the difference in interest in cybersecurity careers between males 

and females, between Whites and Asians and non-Whites and non-Asians, and between White and Asian males 

and others were not statistically significant. This finding of low interest in cybersecurity answers the posed 

question, Do females and non-White and non-Asian males have similar interest in cybersecurity as White and 

Asian males?, in the affirmative.  

Although career interest in STEM+Cybersecurity disciplines was low and the differences in the mean 

ratings were generally marginal, only science had higher mean ratings than cybersecurity. Moreover, the ratings 

of cybersecurity and science were more consistent with each other than among any other pairs of 

STEM+Cybersecurity disciplines as reflected in their disciplinary individual and cross correlation analyses. 

Furthermore, while White and Asian males appeared to have the highest interest in cybersecurity, this was 

essentially very marginal, and when the relatively smaller numbers of females (57) and non-Whites and  

non-Asians ((59) are taken into consideration there might be no obvious difference in interest in cybersecurity 

among the subgroups. Besides, the inferential statistics showed that there were no statistically significant 

differences in the mean ratings of males and females, Whites and Asians and non-Whites and non-Asians, and 

White and Asian males and females and non-White and non-Asian males. This suggests that the students 

regardless of gender and racial/ethnic grouping largely felt the same way about cybersecurity. 

The finding of low interest in this study supports some earlier studies findings of low interest among 

millennials and generation Zers. For example, references Rayome (2018), (ISC)2 (2020b) and Raytheon (2017) 

reported on the low interest that millennials and generation Zers have in cybersecurity as a career and attributed 

it to a general lack of awareness and media stereotypes. In fact, millennials and generation Zers perceived 

cybersecurity workers more negatively than baby boomers and generation Xers ((ISC)2, 2020b). While the 

survey respondents of ((ISC)2, 2020b) generally viewed a cybersecurity career positively, they did not see 

themselves in it; one of the reasons given for this lack of interest is the relative “high cost of entry.” The high 

cost of entry (Cyberseek, n.d.; (ISC)2, 2020b) could remain a problem for some aspirants unless the extra cost 

for the multiple certifications and the continual professional development that might be needed beyond a 

college degree for career entry, currency, productivity, and advancement are clearly justified with returns on 

the investments. The survey results of this study clearly showed that high school and college students who 

consisted mainly of generation Zers and millennials generally have a low interest in STEM with more interest 

in cybersecurity than in mathematics and technology disciplines and related career areas that they would likely 

have more exposure to and awareness of. Moreover, most of the students were attending high schools with 

computer science programs or taking either a college computing course or program. Furthermore, many 

emerging fields such as blockchain, data science, artificial intelligence, cloud computing, and Internet of things 

as well as the established engineering fields including computer science and software engineering pay salaries 

competitive with that received by cybersecurity professionals, and yet have a lower cost of entry as there is not 

as much emphasis on the myriad certifications supplementing a college degree. Given the societal role of 

cybersecurity in the safeguarding of cyberspace and that a 100% secure cyberspace is not practical even if 

achievable, it becomes incumbent on cybersecurity professionals to ensure that cyberspace is protected from 

all cyber-attacks to avoid a potentially serious breach with costly economic and reputational consequences.  

If a cybersecurity work environment is not well-staffed with workers scheduled with their well-being in mind, 

these workers could become over-worked and highly stressed given their responsibilities for protecting more 

and more of peoples’ lives that are being put online. This will likely further exacerbate general workplace 

experiences of high levels of stress, anxiety, and burnout reported by millennials and generation Zers (Deloitte 

Global, 2022). In addition, the low interest of millennials and generation Zers in STEM may have more to do 

with their vocational interest being somewhere else and they might need more encouragement to become 

STEM-centric and cybersecurity focus. According to National Center for Education Statistics’ 2019-2020 

Postsecondary Education report (National Center for Education Statistics, 2022) of the approximately three 

million associate and baccalaureate level degrees conferred in 2019-2020, the majority was for business and 

health related professions. At the associate level, only 8% were conferred for STEM and at the baccalaureate 

level 21% were conferred for STEM with 6% being for engineering and 5% being for computer and information 
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sciences and support services. Therefore, millennials and generation Zers interest might be mainly outside of 

STEM related disciplines including cybersecurity. 

An implication of the finding of this study is that a vibrant, diverse, inclusive, equitable, productive, and 

creative cybersecurity workforce that is accepting of others is feasible. A barrier to this cybersecurity workforce 

could be the exclusionary employer requirements for potential employees (Carnegie Mellon University’s 

Software Engineering Institute, 2019), which would need to be removed to accommodate an increased number 

of females and non-White and non-Asian males. Scott et al (2018) reported that the more racial/ethnic and 

gender diverse a company is the more profitable it is with a greater customer base and market value. In the 

current cybersecurity landscape, this general lack of racial/ethnic and gender diversity likely translate into the 

inability to identify some attacks because of insufficient knowledge of cultural and social skills (Dawson  

& Thomson, 2018; McAlaney et al, 2018) that are built into the attack. Two of the reasons why the 

cybersecurity workforce are mainly Whites and Asians may have more to do with management and familiarity 

rather than productivity, product quality, customer service, and profit ((ISC)2, 2020b; Scott et al., 2018). 

Because of the general lack of representative role models and mentors, females and non-White and non-Asian 

males need ample awareness of the cybersecurity field and the different job opportunities and career pathways, 

opportunities for advancement, flexible work schedules, and opportunities to switch from one cybersecurity 

pathway to another. In addition, suitable incentives, motivators, and advocacies (Carnegie Mellon University’s 

Software Engineering Institute, 2019; McAlaney et al., 2018; Optiv, 2019; Haney & Lutters, 2019) might be 

needed at different junctures in the educational pipeline from pre-K to post-graduate school and beyond. These 

interventions are likely necessary to encourage and recruit the most suitable candidates to the cybersecurity 

field and to promote good cyber-hygiene in cyberspace (McAlaney et al., 2018; Olmstead & Smith, 2017) 

because over 90% of the cybersecurity troubles that organizations experience are user based while another 43% 

are from employees (Franco et al., 2022). Additionally, cybersecurity could borrow additional interventions 

from nursing to ameliorate the friction caused by the high cost of entry and competition from other fields in its 

attempt to attract females and non-White and Asian males, and other underrepresented groups. Like 

cybersecurity, nursing has a high cost of entry: a college degree and a license to practice supplemented with 

professional developments to remain current. Nursing also appears to have a diversity problem as it pertains to 

providing good health care for all (Phillips & Malone, 2014). There are programs in nursing that successfully 

recruit and retain individuals who are from underrepresented minorities (Phillips & Malone, 2014). The 

strategies employed in these programs that could be beneficial throughout the cybersecurity ecosystem include 

the following: support and encouragement before enrollment in a college program as well as ongoing support 

throughout college; supportive environments; cultural competency training; working with community partners; 

counseling; academic and financial support; mentoring; teacher, peer, and social support; and appropriate role 

models. Furthermore, upper management needs to make diversity integral to its organization’s strategic plan 

with clear measurable objective outcomes that link diversity to product quality, customer service, productivity, 

and profit.  

5. CONCLUSION 

This study shows that millennials and generation Zers have a low interest in cybersecurity and more generally 

STEM related disciplines. It adds to the findings of earlier studies that reported on millennials’ and generation 

Zers’ low interest in cybersecurity. Although the samples of females as well as non-Whites and non-Asians 

were relatively smaller than males and Whites and Asians, there were no essentially practical or statistically 

significant differences in the mean interest ratings of the subgroups. With the high cost of entry into 

cybersecurity, insufficient readily available information about it, and competition from other high paying 

STEM fields such artificial intelligence and data science, it is not sufficiently compelling to pursue careers in 

cybersecurity, especially among those who are females or members from racial/ethnic minorities. This paper 

further uses data on the number of degrees conferred in the United States in 2019-2020 to show that students’ 

career interests were mainly in business and health related fields, not STEM related fields. However, the small 

sample sizes of some of the subgroups, notably females and non-whites and non-Asians, should be viewed as 

a limitation of this study. 
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ABSTRACT 

The paper aims to derive Cyber Threat Intelligence (CTI) from the Russia-Ukraine conflict with the help of Social Media 
Intelligence (SOCMINT), a framework that emanates reasoning from voluntarily available public information—using 
open-source tools and APIs, datasets created are assessed through topic modeling, thematic analysis (word cloud), Logit 
function, and neural network classification. The topic modeling and word cloud failed to provide consequential intelligence 
due to weak datasets - censorship and integrity remain big concerns. Logit function supplied statistically significant features 
that were influential in the outcome of the tweets, and MLP, a neural network classifier, yielded 91% accuracy when 
identifying tweet alliance (Russia or Ukraine).  

KEYWORDS 

Social Media Intelligence, Cyber Threat Intelligence, Topic Modeling, Machine Learning, Opinion Mining, Logit 

1. INTRODUCTION 

There is a vital necessity for robust Cyber Threat Intelligence (CTI) due to evolving attacks(Husari et al., 2019), 
which can derail normalcy for organizations and governments. Accumulating threat intelligence is generally a 
prelude to solution discovery; thus, organizations and vendors are more acquiescent in sharing their knowledge 
and collaborating responses, albeit with varying efficacy(Sauerwein et al., 2021). Social media intelligence, an 
extension of Open-source intelligence (OSINT), provides a new conduit to intelligence for CTI (Omand et al., 
2012)by sifting through social media data to measure the pulse of the cyber security posture. 

Various vendors postulate(Using Social Media (SOCMINT) in Threat Hunting, n.d.) the integration of 
SOCMINT in the existing OSINT ecosystem where the latter provides context to the cyber threats in question 
like time, location, and trends, though for SOCMINT to be consequential, it has to be complete, accurate, 
relevant, and timely. From a defender's perspective, employing SOCMINT capabilities is another tool in the 
arsenal to protect the assets(Kropotov & Yarochkin, 2019). 

 Easily deployable Application Programming Interfaces (APIs)(Getting Started — Tweepy 4.2.0 
Documentation, n.d.)for social media(APIs for Scholarly Resources | Scholarly Publishing - MIT Libraries, 
n.d.), and usability of programming languages like Python(Lakshmi, 2018) and its burgeoning libraries enable 
the construction of customized CTI frameworks. More notably, the open-source and inexpensive resource 
rollout acts as a catalyst for the adoption. 

The storyline of  the Russia-Ukraine conflict has been Ukraine’s admirable resistance(Khan, 2022) to all 
vanguards, including its effective social media management to educate the global diaspora and combat Russian 
cyber attacks (Ukraine’s Digital Ministry Is a Formidable War Machine | WIRED, 2022). Willing digital 
volunteers have assisted in fighting for Ukraine to win the ‘information war’(McLaughlin, 2022), and Western 
media often tout that Ukraine is ‘winning’ the social media battle(Trouillard, 2022).    

With the Russia-Ukraine conflict as the context, this exploratory research attempts to extricate cyber-related 
intelligence to find a meaningful understanding of the subject. The research aims to satisfy the SOCMINT 
concept by curating the dataset from publicly available cybersecurity information (Twitter), analyzing it, and 
synthesizing its essence.  

President Volodymyr Zelenskyy and President Vladimir Putin are the lead thespians of the conflict from 
each side, and by leveraging their following on Twitter, the cyber-related dataset with ample entries will be 
curated. The datasets will be the basis of analysis; however, it is not established to prove the active hypothesis 
that Ukraine is winning the social media war. An intermittent outage of social media in Russia would 
undersample tweets, and hence it would not deliver a realistic foundation for such commentary(Milmo, 2022).    
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Therefore, this research only attempts to create a repeatable, modular framework that is a proof-of-concept 
for the SOCMINT-infused CTI framework and potentially derive valuable experiences. This research 
endeavors to address two research questions: 

RQ1 - Can Cybersecurity intelligence be derived from Twitter data? 
RQ2 -What independent variables are important alliance indicators for Ukraine and Russia, and can they     

correctly predict the alliance? 
In Section 2, the paper investigates contemporary work on the subject, followed by Section 3, which 

describes the methodology of the research. Section 4 presents the results and analyzes to discover limitations 
and future scope (Section 5), and finally, Section 6 summarizes the essence of the findings.  

2. RELATED WORK 

As part of the intelligence-gathering family, SOCMINT, coined by Sir David Omand and fellow 
researchers(Ivan et al., 2015), is a combination of tools that leverages social media tools to uncover meaningful 
intelligence to aid the investigation. OSINT or open-source intelligence is often put in the same category as 
SOCMINT, but one key attribute separates the two, the latter can analyze both public and private data, whereas 
the former is strictly focused on publicly available data(Social Media Intelligence, n.d.). 

Assessing the varying emotions of participants is plausible due to the plentiful crowd-sourced data,  
real-time perspicuity, and supposing intents from diverse groups. Eclectic techniques are inscribed in 
intelligence lexicons; Signals Intelligence (SIGINT), Imagery Intelligence (IMINT), and Geomatics 
(GEOINT) are pertinent examples. The SOCMINT, by nature, could capture a combination of the intelligence 
above collectively; a single entry could have an image, geographical information, and textual 
intelligence(Mahood, 2015).  

To successfully identify perished Russian soldiers in Ukraine, Clearview AI, a US-based company, 
scrapped social media  images to match the pictures of dead soldiers as a courtesy to the ailing family(Dave, 
2022). Thailand maintains a dedicated task force to continuously monitor the public dissent towards monarchy 
and political groups, with a system structured to reward the whistleblowers(Three Surveillance Technologies 
That Protesters Need to Know about - IFEX, 2019). Egypt, around mid-2014, with suspicious premises to 
determine ‘security hazards’, facilitated technologies to monitor social media with insidious purpose. 
Venezuela imprisoned numerous people by observing social media discord that was harmless in the other 
jurisdictions, like posting dollar rates or personal opinions differing from the ruling body. 

‘Kansas City No Violence Alliance’, an initiative to comprise a predictive instrument for future offenders, 
uses social media intelligence in its model(Social Media Intelligence, n.d.).  Squeaky Dolphin, a presumed 
GCHQ product, allegedly compromised data cables to monitor comments about prominent British personalities 
through YouTube and Facebook content(Kelion, 2014). China’s social credit system incorporates payment 
delinquency, public habits, non-compliance with local laws, and social media behavior to control individuals’ 
access to society(Kobie, 2019). 

To improve security posture and confidence, or conversely, to create chaos and uncertainty, the use cases 
of SOCMINT are equally applicable because, for the most part, the analysis is conducted on public data. 
SOCMINT sources are disorderly and informal from tweets, blogs, forum posts, chats, or any avenues 
available(Forrester & Hollander, 2016). In addition, excellent open-source network visualization tools, 
intelligence gathering APIs, and forensic instruments make it easier to collect information. 

TWINT is an OSINT tool that utilizes scraped data from Twitter for specific criteria like username or 
hashtags to comprehend ongoing trends(Kropotov & Yarochkin, 2019). The major tech companies allow APIs 
to connect to their environment, for example, Tweepy for Twitter and PRAW for Reddit, which makes data 
analysis easy, albeit they impose rate limits so the insights cannot be visualized in their entirety(Code Snippets 
— Tweepy 3.5.0 Documentation, n.d.).  

At the onset of the Russia-Ukraine conflict, considerable hacktivists and the cyber army have taken sides 
though there is no way to validate the claims. Such parties induce cyber warfare, attacks on supply-chain, 
DDoS to major banks and government sites, and data breaches to expose tactics. Recorded Future, an 
intelligence-gathering entity(Vail, 2022), explored the available information to understand the alliance as 
illustrated in Table 1 below with their corresponding Twitter handles, except that most Russian groups have 
had their account suspended due to increasing violations of community guidelines. This member list, although 
it may or may not be comprehensive, was synthesized from credible news sources and intelligence-gathering 
sites like Recorded Future, Anomali, and ThreatQuotient.     
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Table 1. Cyber Group Alliance 

Group Alliance Twitter Handle 

Anonymous Ukraine @YourAnonOne 
IT Army of Ukraine Ukraine @ITarmyUA 
Belarusian Cyber Partisans Ukraine @cpartisans 
Secjuice Ukraine @Secjuice 
Conti leaks Ukraine @ContiLeaks 

RedBanditsRU Russia @RedBanditsRU 
Sandworm Russia unknown or suspended 
Freecivilian Russia unknown or suspended 
Digital Cobra Gang (DCG) Russia unknown or suspended 
Zatoich Russia unknown or suspended 

 

Ordinary Linear Squares(OLS) Regression model can be incorporated to understand the factors that impact 
Twitter behavior(Costa et al., 2021); could variables like length of the tweet, mentions or hashtags be 

significant when predicting the alliance by calculating its statistical significance? In a study of one hundred 

Twitter users analyzing online behavior, with an accuracy of 75.13 percent, the authors were not only able to 

predict their preferences but their deeper suites of personalities like openness and agreeableness(Mahajan  

et al., 2022). Value systems or personal beliefs could be an important predictor of why someone engages in 

retweets and are sometimes as effective as the traditional machine learning models like Random Forest, XGB, 

and Logistic Regression(Kakar et al., 2021). 

The presence of pro and anti-Kremlin bots are plentiful, and both parties were invariant in promoting their 

desired accounts on Twitter with one exception - pro-Kremlin's source of truth was their state media, and  

anti-Kremlin derived their content from areas that could not be controlled by the state(Stukal et al., 2019). 

Infodemic on social media is another challenge in social media as the dissemination of information is quite 
rapid, and expert sources and non-expert sources have no different impacts(Wang et al., 2021).  

There is some argument in the literature that while SOCMINT provides some situational awareness in the 

aftermath of the event(Dover, 2020), it is incapable of predicting the immediate threats and creating a 

significant foundation to yield intelligence(McLoughlin et al., 2020). In addition, there are privacy issues even 

with publicly available data that could be ripe for misuse, and  adversaries like Al-Shabaab are highly active 

on social media providing an intelligence-gathering framework for their use as well, which makes SOCMINT 

a double-edged sword(Momi, 2021). 

The use cases of SOCMINT are abreast in the literature - however, organizing data and deducing 

intelligence is a difficult task due to the dynamism of data, lack of validity in the public domain, and 

possibilities of duplication making it somewhat risky to base the foundation. Nevertheless, we are addicted to 

public perceptions, and having some synthesis of the opinions could be valuable. The Russia-Ukraine conflict 
is the most impactful event to start in 2022, and surveying the cyber public opinion is beneficial with available 

tools to measure the pulse of space provides value. 

3. METHODOLOGY 

In this exploratory research design, the first step is to curate the dataset from Twitter to address the research 
questions. President Zelensky and President Putin lead the conflict from each side; therefore, numerous 
alliances have backed their cause. In this case(Tweet Object | Docs | Twitter Developer Platform, n.d.), two 
separate country-specific datasets are generated with the same columns. The Twitter data is highly malleable, 
and #hashtags in its ecosystem provide sorting and aggregation(Laucuka, 2018) of information - a topic 
modeling mechanism that encapsulates similar themes.  

A synthesis of popular hashtags originating from the presidents and alliances is selected by analyzing 
Twitter intelligence. The factor analysis reduced the hashtags to the ones that provided explicit support. The 
research aims to uncover cyber-related intelligence from the dispute; therefore, war-related, popular hashtags 
paired with cyber-related hashtags are blended to create the most relevant dataset for each country. Table II 
describes the mapping of hashtags to the countries. 
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Table 2. Cyber Hashtag Harvesting 

Country Support  Cyber 
Ukraine #ukraine,#ukraine 

#standwithukraine 
#ukrainewar 
#ukraina 

#ukrainerussiawar, 
#strongertogether, #helpukraine 

#cyber 
#cyberattack 
#cybersecurity 
#hacking 

#cyberwar 
#cyberwarfare 

Russia  #kremlin   

#moscow #IStandWithPutin  
#istandwithrussia 

#cyber 

#cyberattack 
#cybersecurity 
#hacking 
#cyberwar 
#cyberwarfare 
 

 
Python is a powerful programming language due to its rich libraries. Tweepy, twint, and snscrape are 

effective APIs that pull tweets based on the prescribed criteria - in this instance, Tweepy was used due to its 
official alignment with the company, although rate-limiting is a nuance. The feature selection or the columns 
extracted from a tweet are listed below in Table 3 below. 

Table 3. Feature Dictionary 

Columns Extracted Definition Data Type 
AU1R0 Alliance, R =0, U = 1 Boolean 
Time Hour Time of the tweet Int 

Followers Count users following user Int 
Tweets Content of the tweet String 

Length Total characters of the tweet Int 
Location Location for this account’s profile String 
Statuses Count Tweets issued by the user Int 
Friends Count Users this account is following Int 
Favorites Count Number of Tweets this user has liked in the account’s lifetime. Int 
Account creation Data account was created Int 
Retweet Count Retweeted by other users  Int 

Favorite of the tweet Favorite of the tweet String 
Account Verified Account confirmed by Twitter Boolean 
Listed Count (public list) Users adding people to their list Int 
   

 
The dataset curated will be pre-processed to eliminate repetitive tags, empty columns, and integrate  

one-hot encoding to convert the categorical variables to numerical for model integration. Latent Dirichlet 
Allocation and integration of Logit helped to understand which explanatory variable is statistically significant 
when predicting the alliance of the tweets. The alpha or p-value for statistical significance is 0.05; any 
independent variable yielding this value or lower is presumed to be statistically significant (negative or 
positive) to the dependent variable or, in other words, influences alliance(Sperandei, 2014). Figure 1 illustrates 
a graphical representation of the methodology. 
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Figure 1. Methodology Overview 

4. RESULTS AND DISCUSSIONS 

The framework with specific criteria as defined in Figure 1 harvested 2017 tweets that aligned with Ukraine 

and 1007 that supported Russia. If any of the missing values from the columns were missing, the entire row of 

data was eliminated.  

4.1 RQ1 - Can Cybersecurity intelligence be derived from the Tweets? 

Contrary to the initial supposition, confining data harvesting to strict criteria where the tweets had to mention 

programmed cybersecurity hashtags with Russia-Ukraine in the background, the intelligence yielded was not 

denotative. Most tweets mentioned very little about cybersecurity-related topics. An assumption that the tweets 
would discover pertinent information about vulnerabilities, risks, and threats due to escalating conflict was 

inaccurate. The intelligence gathered mostly revolved around the actors of the wars. 

No meaningful intelligence was deduced. Figure 2 and Figure 3 assemble thematic visualizations of the 

conflict for each alliance. Both Ukrainian and Russian datasets were devoid of cyber intelligence and looked 

fairly similar in essence, although their hashtags advertised cyber-inclinations - the research gathered random 

data from the Twittersphere, but the unruly and uncorroborated tweets from randomly users are of major 

concern. 

International Conferences ICT, Society, and Human Beings 2022; 
Web Based Communities and Social Media 2022; 

and e-Health 2022

81



 

Figure 2. Word Map of Ukrainian Tweets 

 

Figure 3. Word Map of Russian Tweets 

Another way to explore textual content is by LdaMOdel(Blei, 2003), which uses a generative probabilistic 

model to classify discrete data. For the Ukrainian tweets, the texts were classified into three topics and three 

subtopics, as shown in Figure 4. Likewise, Figure 5 shows the classification of Russian tweets 

Figure 4. Topic Modeling (LDA) Ukrainian Tweets 

 

Figure 5. Topic Modeling (LDA) Russian Tweets 

Both models did not exhibit cyber content relevance, most topics were rudimentary and devoid of cyber-

specific topics, further confirming that cybersecurity intelligence was negligible. 
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4.2 RQ2 - What Independent Variables are Important Alliance Indicators for 

Ukraine and Russia, and can they Correctly Predict the Alliance? 

A composite dataset was created with Russia and Ukraine entires; the Ukrainian affiliation was denoted ‘1’ or 

‘True’ in the ‘AU1R0’ column and ‘0’ and ‘False’ for Russian affiliation.  Logit Regression, a binary 

classification model with conditional probability(Taboga, n.d.) was used to exhibit the relationship between 

‘AU1R0’, a dependent variable, and the numerous explanatory variables. ‘AU1R0’ denotes the alliance - if a 

tweet has a ‘1’ value in this variable, it means the tweet was explicitly supporting Ukrainian initiatives in 

cyberspace. 

Multicollinearity using Variance Inflation Factors  (VIF) was used to eliminate competing features. In Table 

IV below, ‘Time Hour’, ‘Length’, and ‘Account Creation’, whose VIF score is greater than 4,  are assumed to 

be noise in the modeling - hence eliminated to explain the dependent variable, ‘AU1R0’. After iterating the 

model, it produced a high p-value for ‘Followers Count’ and ‘Account Verified’, which were deemed 
insignificant to the model, so it was eliminated as well. 

Table 4. Multicollinearity Assessment (VIF) 

Features VIF Score 

Time Hour 5.72 
Followers Count 1.15 
Length 4.52 

Statuses Count 1.60 
Friends Count 1.24 
Favorites Count 1.65 
Account creation 10.15 
Retweet Count 1.00 
Favorite of the tweet 1.43 
Account Verified 1.63 
Listed Count (public list) 1.25 

 

If the p-value is ≤0.05, then the independent variable is significant, and thus, will impact the direction of 

the dependent variable, negatively or positively. As shown in Figure 6, the p-value of ‘Favorite of the tweet’, 
‘retweet_count’, ‘Friends Count’, ‘Listed Count’, ‘Favorites Count’, and ‘statuses_count’ are important 

independent variables in predicting the Ukrainian alliance. 

A multilayer perceptron (MLP) is a readily deployable feedforward neural network often used in structured 

data that doesn’t require intensive computing(Popescu et al., 2009). They are part of the neural network, with 

one or more hidden layers where classification or prediction is conducted on the output layer. An extremely 

flexible algorithm(Brownlee, 2016), in this case, is used to solve a binary class problem regarding the Ukrainian 

alliance.  
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Figure 6. Logit for Tweets 

A standard evaluation metric is deployed for the model after 80% of the data was dedicated to training and 

20% to testing, where precision, recall, f1-score, and accuracy are calculated. The model infused with MLP 

was highly accurate in predicting the ‘1’ or Ukrainian alliance with an average of over 90% in all metrics, 

while ‘0’ was slightly lower but still respectable. An undersampling of ‘0’ could have hurt the model's learning 

capabilities. 

Table 5. Evaluation Metrics 

 Precision recall f1-score support 
0 0.89 0.84 0.86 198 
1 0.92 0.95 0.94 407 

accuracy   0.91 605 
macro avg. 0.91 0.89 0.90 605 

weighted avg. 0.91 0.91 0.91 605 

 

Figure 7 presents a visualization of the evaluation while True Negative is 166, False Positive is 32, False 

Negative is 20, and True Positive is 387 for the given data. 

 

    

 

 

 

 

 

Figure 7. Confusion Matrix 

5. LIMITATIONS AND FUTURE SCOPE 

The research was unable to find a consequential CTI that was beneficial. Nevertheless, cybersecurity remains 
an interdisciplinary field, encapsulating all aspects of lives. One of the glaring limitations of the research was 
the probity of data collection - what makes social media rich in value is its abundance and availability but at 
the same time anyone can post anything and the dubiety of diverse jurisdictions makes the data collection 
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process unfair. The data was collected randomly in a relatively short period, and while Ukraine-centric data 
was plentiful, ongoing Twitter restrictions meant Russia-originated/supporting data was rare and often 
censored. Some trending hashtags at the onset of the conflict were removed, further missing out on the 
intelligence. The research tracked hashtags to find cybersecurity-centric tweets, but often it was futile in 
discovering useful content. 

SOCMINT is in its infancy and here to stay; refined methodologies could yield more benefits for the future. 
Rather than chasing hashtags, a careful pre-selection of influential users that exhibit sincere cybersecurity 
content should be traced using graph and network theory. An understanding of the relationships from that  
sub-group will be more prudent in discovering intelligence as opposed to random samplings. Censorship is a 
huge issue for academics that want to leverage the power of public data - the current Twitter ownership change, 
in which the new owner will allow leniency towards data freedom to provide unbounded access, is a supposition 
that could provide research aspirations. Alternatively, creating synthetic data based on artificial intelligence 
could provide alternate data fuel. 

6. CONCLUSION 

Whilst the availability of data is tempting, various issues remain to uncover intelligence - questionable integrity 
and sporadic availability remain key issues. The public data is owned by private companies and often their 
policies dictate the intelligence-gathering. A quick stoppage of data flow can derail a framework. When data 
is available, a refined approach is required to parse the information, as free data is not always the most valuable 
data. Nevertheless, the functional APIs, low open-source programming, and seamlessness of data discovery 
make the CTI integration appealing. This research provided sequential steps on building an  
intelligence-gathering framework whilst incorporating machine learning techniques to make it further 
discernible.  Although it didn’t provide substantial value to the Russia-Ukraine conflict largely due to weak 
data, a better part of the framework is dependable and can be replicated for future experiments. 
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EXPECTATIONS OF SOFTWARE DEVELOPMENT 

EDUCATION: STUDENTS VS PROFESSIONALS 

Janet Liebenberg 
North-West University, South Africa 

ABSTRACT 

ICT departments at universities are challenged to provide software development education that meets the expectations of 

both the students and the industry to deliver students with applicable professional competencies and behaviours. The 

question is whether a gap exists between the expectations of students and professionals. This study in South Africa reports 

on the views of software development students and software development professionals and the results were compared to 

determine if the views of students regarding professional competencies and behaviours are compatible with the views of 

professionals. The results revealed a gap in views regarding industry involvement and matching views regarding the 

importance of soft skills. Recommendations are made to universities and the industry to narrow the expectation gap between 

students and professionals.  

KEYWORDS 

Education, Competencies, Industry, Students, Software Professionals, Expectation Gap 

1. INTRODUCTION 

The overall levels of technical and soft skills needed from software developers are not sufficient to meet 

demand, not only in South Africa, but also worldwide (BusinessTech, 2022, Connolly, 2013). Therefore, more 

software development students need to be attracted and retained, but will students take courses that do not meet 

their expectations? Students desire courses and projects that provide them with applicable professional 

competencies and skills. At the same time, the software development (SD) industry expects students to be 

educated in courses and projects that are professionally relevant and that prepare them well for the workplace 

(Moreno et al., 2012), but are these two perspectives compatible? 

Numerous studies have investigated SD education at university level, but have been mostly concerned with 

ways to meet the needs of industry. Reisman (2004) argues that studies in higher education often neglect to 

collect data from two of higher education’s most important players, namely faculty and students. It is therefore 

essential that the view of higher education’s largest stakeholder, namely the students, should also be considered. 

There is little doubt that discovering what motivates individuals and rewarding them for what they find 

important are key to successfully recruiting and retaining talent (Bunton and Brewer, 2012). In light of the 

shortage of skilled software developers, the present study investigated the compatibility of the expectations of 

students and the expectations of professionals regarding professional competencies and behaviours in SD 

education. The research questions were: 

 What are SD students’ views on professional competencies and behaviours? 

 What are professional software developers’ views on professional competencies and behaviours? 

 What is the compatibility between the views of students and the views of professionals regarding 

professional competencies and behaviours in SD education?  

The results could help universities (SD educators, curriculum developers) and the SD industry (employers, 

corporate trainers) to form a picture of, on the one hand matching views and on the other hand differing views 

regarding SD professional competencies and behaviours. University and industry can relate the results of the 

study to fill the expectation gap in the academic preparation of future software developers and improve the 

employability of software developer graduates. It can therefore result in more relevant SD education with 

regard to students, as well as the software industry and might contribute to meeting the demand for skilled 

software developers. 
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2. LITERATURE BACKGROUND 

2.1 The Student-Centric View  

Students in current university classes are described by a great number of writers as Generation Z or the Net 
Generation (aged about 10 to 27) - mainly born 1995 to the early 2010’s in the US and Canada. These young 
people have grown up with computers and the Internet (one device can do everything) and therefore they have 
a natural aptitude and high skill levels when using new technologies (Oblinger et al., 2005). The Net generation 
has unique modes of communication, learning preferences, social choices, and entertainment preferences 
defined by their early exposure to technology (Saiedian, 2009). These students are driven by different 
motivations, learning styles, characteristics, skills sets and social concerns than the previous generation. For 
universities and colleges it is pertinent to learn to adapt their courses, programs, processes, environment and 
initiatives to meet the needs of these students (Seemiller and Grace, 2016). 

Tapscott (2008) found that the Net Geners share eight norms: Freedom, customization, scrutiny, integrity, 
collaboration, entertainment, speed and innovation, and contends that education must evolve to meet students’ 
changing demands and to teach students what they need to know to thrive in an information-based economy. 
In addition, Liebenberg and Pieterse (2016) found when they investigated the career goals of Generation Z 
programming students that job security and work/life balance ranked top for these students.  

Seemiller and Grace (2016) explain regarding Generation Z as learners: “Gen.Z demands an education that 
will be useful and relevant in getting a job after graduation, a learning that will help fill the toolbox with 
applicable knowledge and skills for the workforce, an education that will be a utility toward their eventual 
career (in the « real world »). Therefore they have a preference for experiential learning and will seek out 
courses that teach the critical skills employers want”. 

2.2 The Industry-Centric View 

Industry is, similar to the university, challenged to attract and retain skilled employees (Hein, 2016). The 
research of Bullen et al. (2009) examined workforce trends in IT-provider companies and identified problems 
in the following areas: graduates who are not trained in areas that the industry is seeking; thin pipeline for 
specific technical skills; increasing pressure to source IT capability; and lag in university responsiveness to the 
needs of the industry.  

Several studies suggest a gap between the knowledge and skills demanded by the industry and the 
knowledge and skills gained by graduates of university computing courses. Gallagher et al. (2010) found that 
a mix of skills is essential for IT professionals but the skills most critical are non-technical skills, such as 
project management, business-domain knowledge and relationship skills. There is no globally accepted 
definition of non-technical skills and different terms being used are soft skills, key competencies, enabling 
skills, generic skills, core skills, essential skills, necessary skills, and Critical Cross-field Outcomes (Kechagias, 
2011, SAQA, 2000). Although a large number of definitions may be found in the literature on the concept of 
skill, most emphasize that all skills are capable of being learned and developed and involve the appropriate and 
observable performance of particular types of activity and tasks (Kechagias, 2011).  

Several studies found that professionals in the computing field lack non-technical or soft skills, such as 
communications skills with co-workers and customers (negotiation or giving presentations), client-facing 
capabilities, leadership skills and relationship skills (Calitz et al., 2015, Moreno et al., 2012, Radermacher  
et al., 2014). Hazzan and Har-Shai (2013) found that almost all problems associated with software development 
processes are connected to people and are rooted not in technological aspects, but in the expression of soft 
skills. Consequently, industry recognizes the importance of soft skills in software development processes, not 
only at the managerial level, but also among software team members. 

2.3 The Role of the University 

Courses with a primary emphasis on current technology in which most of the knowledge will become obsolete 
as the technology does are a major challenge in the education of software developers (Topi et al., 2010). 
Employees who perform well in scientific and technical concepts but not in supplementary skills such as 
managing and working with others will be of much less value to organizations in the long run (Taylor, 2016). 

Pressures arising from the changing character of software and from external pressures on educational 
institutions will require changes in what software developers are taught and how they are taught (McKinnon 
and McCrae, 2012). To effectively fill this gap between the knowledge and skills demanded by the industry 
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and the knowledge and skills gained by graduates of university computing courses, it would be necessary, on 
the one hand, to guarantee that the educational programmes provide the knowledge required for the job profiles 
suggested by industry and on the other hand, to ensure that this knowledge is taught in a manner enabling future 
professionals to correctly tackle the problems that they will face during their professional career (Bothe et al., 
2009, Loftus et al., 2011). 

Technical skills are a part of most educational curricula, but soft skills need further emphasis in the 
university curricula (Robles, 2012). Hazzan et al. (2020) explain that soft concepts and skills are especially 
important today as they are dominant in the teaching of computer science in schools and the university, as well 
as influence software development processes in the industry. These facts require computer science students 
and teachers, computer scientists, and software engineers to acquire, in addition to disciplinary and technical 
knowledge, additional skills: both social (such as teamwork and getting and giving feedback), cognitive  
(e.g., thinking in terms of different levels of abstraction), and organizational (e.g., familiarity with different 
kinds of organizations) 

The Joint Task Force on Computing Curricula: Association for Computing Machinery (ACM) and IEEE 
Computer Society (2013) emphasizes that the education that students receive must adequately prepare them 
for the workforce in a more holistic way than simply conveying technical facts. Students will, through the 
general university experience, acquire some soft skills and personal attributes (e.g., patience, time management, 
work ethic), but for the rest of the skills, provision must be made through specific curricula. Soft skills should 
be learned and grasped gradually, based on students' engagement, active learning, and reflection (Hazzan and 
Har-Shai, 2013). 

It is the expectation of both the students and the industry to deliver graduates with applicable professional 
competencies and behaviours. It is the role of the university to provide an education that meets the expectations 
of students and industry. The question is whether a gap exists between the expectations of students and industry 
professionals. 

3. METHODOLOGY 

This quantitative study was conducted in South Africa and consisted of two groups of participants, namely SD 
students and SD professionals. In this section, the demographics of the participants, as well as the data 
collection and analysis are discussed. 

3.1 Participants 

3.1.1 Students 

The target population was four academic year groups of the SD classes at a university in South Africa and 386 
questionnaires were posted as an assignment on the e-learning system to these students. The number of usable 
responses received totalled 297, making for an overall response rate of 76.9%.  

Table 1 provides a summary of the biographic data. The gender profile is typical of most CS classes with 
only 25% of the respondents being women. The participants included 276 BSc undergraduate students and 21 
students enrolled for the subsequent BSc (Hons) in CS and IS. Most of the undergraduate students follow the 
three-year BSc in IT and CS program in the School of CS and IS. A subsequent one-year BSc (Hons) in CS 
and IS is offered and this degree gives access to a Master’s degree in CS.  

3.1.2 Professionals 

A convenience sample of 995 professional software developers in South Africa was taken and the respondents 
were members of the following groups of the professional networks LinkedIn and MyBroadband: Software 
and Web Developers in South Africa, SA Developer.NET and C# Developers/Architects. They were personally 
contacted via e-mail and requested to complete the anonymous online survey. The link of the survey was also 
forwarded by some of the respondents to their colleagues for completion. In addition, five managers at software 
houses were contacted and they sent the link of the survey to the software developers in their company. The 
number of usable responses received totalled 214, which indicates a response rate of around 21%, although an 
exact figure cannot be determined. 

Table 2 provides a summary of the biographic data. The gender profile is a concern but not surprising with 
only 8% of the respondents being female. The age profile indicates that 12% of the respondents are young, 
Generation Z computing professionals, about 74% are Millenials (ages 25-39) and a mere 14% are from 
Generation X (ages 40-59). 
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In terms of the respondents’ education 49% of them are in possession of a CS/IS degree or degrees, with 
another 22.5% having related degrees. It is not uncommon in software development to find people with few 
qualifications with 4.5% of the respondents having only a high school certificate. The work experience of 
respondents indicates that 70.5% of them have more than five years’ work experience. 

Table 1. Profile of students (n=297) 

Criteria Categories Number (%)  

of students 

Gender 

 

Male 222 (75%) 

Female 75 (25%) 

Academic Year 

  

1 145 (49%) 

2 76 (26%) 

3 55 (19%) 

4 (Hons) 21 (7%) 

Table 2. Profile of professionals (n=214) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3.2 Data Collection, Instrument and Analysis 

3.2.1 Students 

An initial list of questions was developed by both writing new items and adapting items from available surveys, 

such as ROSE (Schreiner and Sjøberg, 2004) and the South African Qualifications Authority’s (SAQA, 2000) 

list of “Critical Cross-field Outcomes”. Once the initial questions were generated, they were sent to three 

industrial and two academic experts to refine the instrument. Feedback from this pilot study served as the basis 

for correcting, refining, and enhancing the questions and it resulted in a questionnaire with a pool of 26 items. 

The first section of the questionnaires gathered information on the biographic data of the respondents as shown 

in Table 2. 

The questionnaire was further divided into two domains (See Appendix A). The first domain “In class” 

with 14 items enquired on their perceptions of required competencies and behaviours in their SD classes, such 

as industry experience of lecturers. The second domain “My career” had 12 items and gathered data on their 

future career, such as what is expected from a good software developer. The first and second domains were 

Criteria Categories Number (%) of respondents 

Gender 
Male 196 (92%) 

Female 18 (8%) 

Age category 

  

18-24 25 (12%) 

25-29 64 (30%) 

30-39 94 (44%) 

40-49 28 (13%) 

50-59 3 (1%) 

>=60 0 (0%) 

Education 

High School Certificate 10 (4.5%) 

Certification 22 (10%) 

National diploma 30 (14%) 

CS/IS degree(s) 104 (49%) 

BSc/BCom 38 (18%) 

Engineering degree 10 (4.5%) 

Work experience (in years) 

0-4 63 (29.5%) 

5-9 62 (29%) 

10-14 51 (24%) 

15-19 22 (10%) 

20-29 13 (6%) 

30-39 3 (1.5%) 

>=40 0 (0%) 
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accompanied by a five-point Likert response scale from 1 (Strongly disagree) to 5 (Strongly agree). The domain 

“In class” had a comment box where students could list topics that interest them and the domain, “My career”, 

included a question: “In your first job after graduation, which job would you ideally want?” with a list of 36 

choices from which a maximum of three alternatives could be selected. 

3.2.2 Professionals 

The questionnaire that was used for the SD students was used as a point of departure for the questionnaire for 

the SD professionals. The first section of the questionnaire gathered information on the biographic data of the 

respondents as shown in Table 2. The questionnaire was further also divided into the same two domains (see 

Appendix A). 

3.2.3 Students and Professionals 

Factor analysis was used to investigate the 26 items in more detail to reduce the variables into a smaller number 

of factors. The 511 responses were examined using principal components factor analysis and the 26 attitude 

items yielded 4 interpretable factors and 6 items were being handled as single research variables. Factors were 

named according to their main context. A Cronbach's α coefficient was calculated for each of the factors and 

was found as Table 3 shows, to be reliable (α ≥ 0.60). 

Table 3. Factors* (with reliability coefficients) and single variables 

Factors Cronbach's alpha (α) 

Critical outcomes required in courses 0.849 

Knowledge of course requirements 0.606 

Positive attitude towards work and colleagues 0.800 

Emotional/social skills required 0.760 

Single variables  

Software developers needed  

Industry experience of lecturers  

Project work  

People from industry teaching  

Good examination results  

Neat and tidy appearance  

* See Appendix A for the items in each factor and descriptive statistics 
 

Basic analysis of quantitative data was done by calculating the mean values and standard deviation of each 

of the 10 variables. The statistical tests used in the analysis varied as necessary to match the metric being 

analysed. When the results of the interaction analysis are reported, only the significant interactions or primary 

effects will typically be discussed. A convenience sample instead of a random sample was used therefore the 

p-values will be reported for the sake of completeness but will not be interpreted. 

4. RESULTS AND DISCUSSION 

In this section, important data for each of the research questions are considered. 

4.1 Students’ and Professionals’ Views 

In Table 4 the results of the two domains “In class” and “My career” are shown. For the students, the mean 

values of five of the 10 variables are relatively high. Students feel that a positive attitude towards work and 

colleagues is very important. Students also feel strongly about the need for emotional and social skills in the 

workplace and they agree that more software developers are needed in South Africa. The only variable showing 

a lower mean is that students feel that it is not too important for people from industry to come in and teach 

some of their classes. Further analysis showed that the more advanced the students were in their studies, the 

more importance they attached to industrial experience and knowledge brought to them in their classes. 
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The comment box where students listed topics that interest them produced varied results but the comments 

included: HCI/user interfaces, Game development, Data analysis via Excel; Statistical analysis systems. These 

comments might be an indication that some students have noticed the increasing demand for Data Scientists 

(Dippnall, 2021) 

The top five ideal jobs from 36 choices for the software development students are software developer, 

computer game designer, data scientist, systems analyst and software engineer. It is worth noting that game 

design and development are among the top jobs for these students although South Africa has a very small video 

game development industry. However, Covid-19 rapidly changed the world of work with remote work 

becoming the norm rather than the exception to the rule. 

Table 4. Students’ and Professionals’ views 

 Students Professionals 

  
Mean* 

Std. 

Deviation 
Mean* 

Std. 

Deviation 

Critical outcomes required in courses 4.051 0.717 4.346 0.44 

Emotional/social skills 4.247 0.628 3.778 0.679 

Good examination results 3.616 1.153 3.033 1.041 

Industry experience of lecturers 3.776 0.94 4.425 0.752 

Knowledge of course requirements 3.859 0.694 3.201 0.596 

Neat and tidy appearance 3.753 1.225 2.79 1.112 

People from industry teaching 2.29 1.231 4.369 0.769 

Positive attitude towards work and colleagues 4.501 0.53 4.41 0.477 

Project work 4.02 0.954 4.322 0.734 

Software developers needed 4.207 0.875 4.322 0.89 

*  Likert-style responses were ranked from 1 to 5 respectively   
 

For the professionals, like for the students the results of the two domains “Educational background of new 

recruits” and “Career” are shown. For the professionals, Table 4 shows that the mean values of six of the 10 

variables are relatively high. The professionals feel that it is very important for lecturers to have industry 

experience in their armour. The professionals also feel strongly about a positive attitude towards work and 

colleagues, and they agree that people from industry should come in and teach some of the university classes. 

The only variable showing a lower mean is that professionals feel that it is not too important for software 

developers to have a neat and tidy appearance. 

4.2 Students vs Professionals 

The results of the students and professionals were compared to determine if the views of students are 

compatible with the views of professionals. Differences were analysed with a T-Test and Table 5 shows 

significant differences in means between 6 variables.  Four variables reveal that the mean values of the students 

are significantly higher than the mean values of the professionals and for only two variables the professionals 

had significantly higher means. The top section of Table 5 shows the results of the variables where significant 

differences were found and the rest of the variables with insignificant differences follow in the bottom section. 

Two variables in the top section of Table 5 showed large practically significant differences between the 

students’ views and the professionals’ views. The professionals felt very strongly that it is important for people 

from industry (themselves) to assist in teaching the students whereas the students felt that it is not necessarily 

that important. However, the closer the students came to entering the workplace, the more they valued industrial 

experience brought to them in their classes. McKinnon and McCrae (2012) state that undergraduate students 

commonly do not think about their employability skills until they are about to graduate and the students in this 

study confirmed that notion. The students on the other hand felt significantly more strongly than the 

professionals that the critical outcomes (teamwork; self-organized; information collection and evaluation; 

communication skills; science and technology use; worldview of related systems) are important for students to 

learn. 

There were also four variables showing a medium practically significant difference between the students’ 

and professionals’ views. Three of the four variables (Neat and tidy appearance; Emotional/social skills; Good 

examination results) indicated greater importance for the students than the professionals. It is noteworthy that 

numerous studies, including this study, indicated the importance of soft skills for the industry and now this 
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study found that soft skills (emotional/social skills and critical outcomes) have even greater importance for 

students. The fourth variable Industry experience of lecturers is much more important to the professionals than 

to the students and it is not surprising since this finding concurs with the finding that the professionals also 

view the variable that people from industry should come in and teach some classes as essential. 

Table 5. Students vs Professionals 

  

Mean of 
Students 
(n=297) 

Mean of 
Professionals 

(n=214) 

Effect size 
(d) 

p 

People from industry teaching 2.290 4.369 1.690** <0.001 

Critical outcomes required in courses 3.859 3.201 0.948** <0.001 

Neat and tidy appearance 3.753 2.790 0.786* <0.001 

Emotional/social skills 4.247 3.778 0.691* <0.001 

Industry experience of lecturers 3.776 4.425 0.691* <0.001 

Good examination results 3.616 3.033 0.506* <0.001 

Knowledge of course requirements 4.051 4.346 0.411 <0.001 

Project work 4.020 4.322 0.316 <0.001 

Positive attitude towards work and 
colleagues 

4.501 4.410 0.171 <0.050 

Software developers needed 4.207 4.322 0.129 >=0.050 

*    medium practically significant difference (d>=0.5) 
**   large practically significant difference (d>=0.8) 

The variable where the students’ views are most compatible with the professionals’ views (d<0.2) is 
Software developers needed. The three remaining variables (Knowledge of course requirements; Project work; 
Positive attitude towards work and colleagues) had such small practically significant differences that it can also 
be said that the views of the students are compatible with the views of the professionals regarding these 
variables. 

5. CONCLUSIONS AND RECOMMENDATIONS 

The above results paint a picture for all the stakeholders of SD education of, on the one hand matching 
expectations and on the other hand differing expectations of software students and software professionals. The 
university and industry can therefore utilize this rare insight to improve SD education. The results of this study 
can on one hand contribute towards universities improving education in the relevant professional competencies 
and behaviours and on the other hand employers’ ability to recruit candidates that fit their short- or long-term 
needs. In addition, an improved link between education institutions and industry is built. 

The current professional competencies and behaviours important to students and the software industry are 
presented, which can assist educators in identifying areas where students may not measure up to the 
expectations of industry companies and in improving the curriculum at their universities to better prepare them 
for their future careers. The matching views inform the universities of the important professional competencies 
and behaviours that should receive particular attention because in the process both the students and the 
industry’s requirements are satisfied.  

There is a mismatch between the students’ and the professionals’ views regarding industry involvement in 
teaching. The university and industry must work together to provide ‘real-world’ group projects from students’ 
first year of study. Students’ expectations and conceptions of SD careers seem somewhat misguided when the 
results are contemplated. Students should gain experience in the industry much earlier in their education to 
eliminate possible misconceptions regarding their future career.  

Students regard soft skills as very important and the importance for the industry of soft skills is proved in 
this study and numerous other studies. It should be a clear indication to universities to pay attention to the 
development of the soft skills of their students. It should furthermore be an indication to the software industry 
that their new recruits agree with them on the importance of soft skills, and it might also reflect students’ 
awareness of their own weaknesses and skills gaps. 

Industry-university collaboration should be launched and maintained to establish two-way knowledge and 
skill exchanges which will result in joint research and education projects and will keep educational offerings 
grounded in professional practice. It is essential to work towards compatible views and expectations regarding 
software development education between industry and higher education’s largest stakeholder, namely the 
students. 
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This study investigated expectations of students and professionals regarding SD education and future work 
can therefore be to investigate the reality - how universities teach and what students can really learn compared 
to their already known expectations. 
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APPENDIX A 

Factors Items 
Mean* of 
Students 
(n=297) 

Mean* of 
Professionals 

(n=214) 

 In the software development classes:   

Critical outcomes 
required in courses 

... students should learn to work with others as a 
member of a team or group. 

4.174 4.383 

...should require from students to organise and manage 
themselves effectively. 

4.119 4.374 

... students should learn to collect and critically evaluate 
information. 

4.020 4.491 

... students should learn to communicate effectively, 
both verbally and in writing. 

3.997 4.360 

… students should learn to use science and technology 
effectively. 

4.010 4.201 

… students must be able to demonstrate an 
understanding of the world as a set of related systems 
by recognising that problem-solving contexts do not 
exist in isolation. 

3.976 4.266 

Knowledge of course 
requirements 

Students know what software developers do in the 
workplace. 

3.839 2.696 

I know what the outcomes are for a software 
development degree. 

3.710 3.495 

The university courses have high expectations of 
students. 

3.945 3.178 

The instruction in the software development classes is 
relevant. 

3.952 3.435 

Industry experience 
of lecturers 

Lecturers should have industry experience. 3.776 4.425 

Project work 
Projects play an important role in the education of 
students. 

4.020 4.322 

People from industry 
teaching 

People from industry should be brought into software 
development classes 

2.290 4.369 

Good examination 
results 

To be a good software developer you have to have a 
good set of exam results 

3.616 3.033 

  To be a good software developer you have to:     

Positive attitude 
towards work and 
colleagues 

... have a good attitude including a willingness to listen 
and to take instructions 

4.559 4.477 

... be prepared to work hard and to learn (a thirst for 
knowledge) 

4.527 4.509 

... have good time-management skills 4.332 4.397 

... have respect for others 4.447 4.425 

... have a desire to succeed (realistically ambitious) 4.532 4.229 

... have a preparedness to take responsibility 4.600 4.423 

Emotional/social 
skills 

... have modern leadership skills like self-confidence 
and a preparedness to lead by example 

4.135 3.645 

... have the ability to relate well to and to build 
relationships with others (emotional intelligence) 

4.214 3.831 

... have at least some idea of what career direction one 
wish to take 

4.269 3.836 

... have a reasonable level of general knowledge 4.369 3.793 

Neat and tidy 
appearance 

... have a neat and tidy appearance 3.753 2.790 

Software developers 
needed 

More software developers are needed in the country 4.207 4.322 

*  Likert-style responses were ranked from 1 to 5 respectively   
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ABSTRACT 

This philosophy-oriented paper examines cybersecurity and its ontological work in relation to spaces which are created 
by conventional perimeter security model and Zero Trust model. We argue that security works by a code of inclusion and 
exclusion, e.g., an individual user seeking access is either included or excluded in relation to the system. Therefore, 
cybersecurity divides the space through employing the code of inclusion/exclusion which directly affects the agency of 
users. We examine how the growing complexity of network environment makes information and cybersecurity to 
struggle with the simplicity of the inclusion/exclusion code. The simplified bifurcation is held by maintaining a strict 
order of the space for included users (i.e., how users and devices can behave once they are let in). Furthermore, we 

analyse the emergence of liminal spaces that contain both included and excluded actors. Liminal spaces, which have 
increased during the pandemic era, provide an intriguing spot through which security can be examined in terms of what it 
does, how it works out the ontological status (included/excluded) of its subjects.   

KEYWORDS 

Spatiality, Liminality, Ontological Work, Zero Trust, User-centric Cybersecurity 

1. INTRODUCTION 

Cybersecurity enables or halts users depending on whether the user is identified, authenticated, and 

authorised. In other words, the agency of the user depends on the decision of information security in terms of 

inclusion and exclusion. The bifurcation of inclusion/exclusion has spatial consequences. Cybersecurity 

divides the space between the inside and the outside. The former is the region in which the use of system 

takes place and is controlled and managed by information security policies, whereas the outside is mainly the 

unknown environment that has to be blocked (Vuorinen and Tetri 2012). This type of bifurcation can be 

carried out in different manners, but they still perform the same inclusion/exclusion code. The conventional 

perimeter security model, which develops security relying on the physical metaphors (e.g., castle walls, 

doors, see Weaver and Weaver 2008), has been criticised not being fit for the mobile or remote use of 

systems (e.g., Campbell 2020, Pieters 2011, Rose et al. 2020). Despite the “de-perimeterisation” efforts, 

security still works with the same code of inclusion and exclusion (insides and outsides emerge). The 
ontological work of cybersecurity – attempt to find out the “being” or “becoming” of user, what or who is 

that – differs in these different spaces. The challenge is thrown in by emergence the liminal spaces that are 

not exclusively inside or outside. For example, a user (authorized insider) can use their own device 

(unmanaged outside element) in the organisational network environment. In addition, working remotely from 

home (outside the local network of the office) refers to such a liminal space as well. The liminal space 

contains elements of insides out outside, which challenges the essential bifurcation of inclusion and exclusion 

– the crucial discourse and practice in the field.  

In this paper, we analyse the significance of spatiality for cybersecurity. In the course of history, spaces 

and security have formed a significant pair. For example, the analysis of spatiality from plague towns to 

prisons and mobile controls can be found (Deleuze 2017, Foucault 2007a, 2007b). However, in the case of 

cybersecurity, space does not provide a place of internment, but it is a fluid and divisible space of 

transformation filled with different actors. The Covid-19 pandemic has changed the arrangement of spaces in 
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which we work. Notably, the spaces – different sites of use – and data gathered from the sites, such as 

geolocation, IP address and timestamps, provide important information, which is used to separate the 

compliant users from the suspicious ones. We analyse space in liminal space in terms of ontology and two 

different cybersecurity models, the conventional perimeter security model and Zero Trust model. The latter 
has gained popularity in recent years and claims to tackle the information security problems relating to 

remote work although it increases complexity (Bertino 2021). We analyse the models in terms of 

“ontological work”, which pertains to being and becoming. “What is an actor?” forms an ontological 

question that resides at the heart of cybersecurity. Ontological work relates to how an actor is identified and 

authenticated. What is the significance of space in this ontological work that defines the position of 

individual user? Importantly, we do not seek to determine which of the models is better, but we focus on the 

analysis of space and ontological work. By doing this, we can have a better understanding of the 

environment, in which the individual user seeking their autonomy acts.  

We begin by analysing the essential information security code of inclusion/exclusion and its spatial 

ramifications. We examine the spaces that the code organises and analyse how these regions work. As we 

have explored the bifurcation of space, we analyse how the two security models treat their spaces. In 
addition, we describe the emergence of liminal – mixed – space that has become the dominating space for 

cybersecurity to operate in the pandemic environment.  

2. BIFURCATION – THE IDEAL PURIFICATION OF SPACE 

2.1 The Essential Dualistic Code 

Information security is based on the idea of inclusion. A user who signs on to service goes through a process 

of inclusion. Inclusion pertains to the processes of identification, authentication, and authorization: who the 

user is, and what are the privileges given. With a chosen method, information security algorithms analyse 

whether a user is the one they claim to be. A username with a shared secret (a password), or a token that the 

user has (a mobile phone with a particular number, a key in case of a door), or what a user is like (a biometric 
fingerprint scanner) can be used for identification and authentication. This is the essential ontological work of 

cybersecurity (Vuorinen 2014; Vuorinen and Tetri 2012). Granting access to a system means that the user 

can go over a barrier – a door is opened. As the (virtual or physical) perimeters are crossed, the status of the 

user changes from an unknown outsider into a known insider. If a user is not identified and authenticated, 

then, of course, access is denied. This reveals the counterpart of inclusion: exclusion. Evidently, solely the 

particular users are let in while the other are excluded. This demonstrates the dualistic code by which 

information security works: allowed/denied.  

The code follows strictly simple binary logic leaving no room between the digits zero and one, on and off, 

allowed and prohibited. There is no partial access. From the administrative point of view, a user is either 

allowed to see information or it remains disclosed. Surely, all modern information systems that are used by 

multiple users have different layers of security such as granular user accounts. Simply, for example, students 
at a university cannot access each other's accounts as the user accounts are isolated from each other. The 

accounts are parallel but simultaneously inclusive/exclusive. In addition, there are vertical user rights from a 

user to an administrator and a root, which can be organized different ways to create scalable layers of 

security (Hong and Kim 2016). Nonetheless, the code follows the same dualistic logic. 

With the attempts to define or describe the dimensions of information security, the triad of confidentiality, 

integrity, and availability can be mentioned (e.g., Agarwal and Agarwal 2011, Dhillon and Backhouse 2001, 

Samonas And Coss 2014). The binary logic of the inclusion/exclusion method can be understood in relation 

to these terms. The confidentiality and availability procedures function in terms of inclusion and exclusion. 

Integrity refers to the persistent form. For example, a file should hold its order (e.g., a hash) while being in 

storage – i.e., it should remain the same. If the file loses its order, becomes different, it is not secure or useful. 

In other words, it can be included (trusted) only if it holds its initial form – integrity. Otherwise, it is useless 

and becomes excluded. 
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2.2 The Code Divides and Cleans the Space 

The fundamental dualistic code creates bifurcating spaces. Let us examine more closely what the spatial 

ramifications of the code are. At the ideal level, the dual category system (the code) bifurcates the space in 

which it is applied. In terms of information security, the ideal spatial consequence is a split of space into an 

orderly and controlled safe region of inside and outside that is a volatile, vibrant, uncontrollable, and possibly 

hostile exterior (Vuorinen and Tetri 2012). The outside is the (virtual/cyber) world of chaos that goes beyond 

the organised inside. Such divisions are not merely ideal but practical in some cases. For example, in 

perimeter security model uses information about location as a way of further inclusion (Weaver and Weaver 
2008, Rose et al. 2020). If a user is within network perimeter, access can be given to all user resources within 

network.  

Bifurcations go beyond security. “Inside” is defined by its order that springs from the desire of the holder 

– administrator, root, managers (Vuorinen and Tetri 2012). Insides and order are mundane. To clean a table is 

to exclude dirt. Mary Douglas (2003), a British anthropologist, makes a classic note on dirt; matter becomes 

dirt by its relation to other objects. For example, food on the plate is not dirt but as it falls on clothes, 

bedsheets, or on the floor, it instantly becomes undesired dirt. We want to emphasise that what is considered 

clean and dirty is defined by the desired order of the inside. In terms of information security, this means that 

inside is constituted on the inclusion of desired actors whether these were users, software or hardware. With 

regard to the desire and organisation, information security policies denote the desire of the organisation. All 

the actors and activities that are compliant with the policy are clean, proper and orderly. Cleanliness is based 

on the absence of noise. Noise can be understood in terms of systems here (Serres 2007), to a disturbing actor 
that distorts the logic of the system. This way, we can argue that information security threats are actors  

(e.g., hackers, malicious code, misuse of devices), that are incompatible with the order of inside. The danger 

is constituted by the position and effects that the threat actor would cause within. The actor can be harmless 

in another place – just as food on the plate instead of a floor.   

The order of the inside is twofold. It concerns the relations of inside actors and, in addition their inner 

order (e.g., software and even thoughts of users). Firstly, the order pertains to the interconnective (and often 

spatial) arrangement of actors, including hardware, software, and users. Here, the question is of relations: 

which actors are allowed to connect, which actors can communicate and on which terms, which actors with 

specific parameters can read or/and write (see Rose et al. 2020). However, the order is also about engineering 

and managing the space in which the connections emerge. For example, using a desktop computer has spatial 

and virtual significance: where the system is used, which physical facilities are used, how they are cooled, 
how the power supply is protected. Furthermore, the specificity of locations allows hardware and software to 

be manipulated physically on the spot if such activity is needed. In other words, the order is about organising 

the relations of users, devices, software and data through a set of controls. Secondly, the order extends to the 

inner relations of these actors; each device is updated and made compliant, information security policies are 

imposed on users, the data is backed up. Staff can be rushed into security education programs. Here, we have 

arrived at the heart of security awareness campaigns that seek to grasp and influence the subjectively lived 

and experienced – phenomenological – world within the users. In terms of research, information security is 

compelled by the idea to make people behave in a particular manner (e.g. Alias 2019, Safa et.al. 2016; 

Vroom and von Solms 2004). It and its controls are employed to serve the desire of the organisation. 

However, simultaneously the organisation is bound to feed the security machine that consumes the energy of 

the system (Vuorinen and Tetri 2012). 

3. SPACE AS A PROVIDER OF CERTAINTY 

The constitution of an orderly inside seeks to gather spatial information. Spatial information refers to the firm 

knowledge of and about the space used. For example, spatial information can be developed as a part of 

situational awareness. For example, in a controlled environment – such as a well-managed facility for using 

IT resources – it is possible to gather data about the ordinary network traffic – where the packets travel, with 
what frequency, from which points – and then to define the baseline of that activity. This way, the order of 

the inside is made visible. The baseline describes the tempo-spatial rhythm that the users and devices with 

their routines create. It anticipates the future in terms of what to expect what it should be like and provides a 
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canvas against which to compare all the future traffic. Baseline describes the cosy rhythmic hum of the inside 

that can give a warm and fuzzy feeling of security. If there are deviations, then flags rise. This provides an 

opportunity for further analysis of the case. The outside, on the other hand, is beyond control. Indeed, the 

external network can be probed, and information of situational awareness can be shared between trusted 
parties, but it cannot be managed. In terms of the inside, the perimeter is the surface of contact towards the 

outside; by analysing it, something of the outside can be known, but it cannot be captured entirely. In other 

words, the outside environment is too large to be known. Security establishes the bifurcation by organising 

the inside in the most impeccable way possible with the current resources. Inside stands out because of its 

order.  

The rich knowledge of the site creates spatial certainty that brings about stability. When the baseline is 

known, it can be used as a tool of identification. At least in the conventional perimeter network security 

architecture, the company network space works as an identification. For example, inside resources are 

accessible for users in the company network IP-address range. An IP address is not a bullet-proof method of 

identification. However, in addition to IP, all the signals that the user emits directly or through the side 

channels provide partial evidence. Likewise, hiding such information makes the identity disappear. The 
anonymity of Tor-network is partly based on the fact that every user looks similar; no uniqueness can be 

extracted. In a conventional company network, user behaviour and familiar signals do not matter in terms of 

trusting in the user’s identification as it is the filtering system at the perimeter that is trusted. In other words, 

when ordinary user behaviour is known, it can be used as supporting evidence of identification. It should be 

noted that information security is interruptive by its nature (Vuorinen & Tetri 2012). Security procedures 

tend to interrupt the user (or the system) and give order words: place the finger on the scanner, give your 

credentials, restart the machine to update it. The baseline makes information security quieter and more 

unintrusive. It can hold the identity of a user without asking it constantly if the environment is controlled. 

The routine activity can be used as a part of the continuous authentication of users.  

Spatial stability – working at the same site with the same devices – makes it possible to employ more 

controls. A stable environment provides certainty about the space, as the resources can be accessed, analysed 

and managed with group policies, which can be in a social (discursive) or software format (group policy). 
The more controls there are or more the stability of the environment is trusted, the more the order is 

strengthened. We have described an ideal case of the inside. Ideally, it is known and dominated by the 

desired order that establishes the difference between the system and its external environment. However, in 

practice, the insides are filled with movement, distortion and noise. There are dark corners within. Moreover, 

devices fail, and users do not comply. Notably, the inside lives on the resources of outside. There is no 

energy within – everything has to be imported inside. This is aligned with the general system theories: The 

systems (also social systems) differentiate themselves in relation to their environment (Luhmann 1989). 

Thus, the inside is merely reorganised and controlled outside (see also Vuorinen & Tetri 2012). The users are 

outsiders that become insiders through the filtering process. The devices can include dirty firmware. Updates 

can be buggy. In addition, a device can be entirely managed, but certainty about user’s identity can be 

questioned through user and entity behaviour analytics. Constantly, the outside is within the inside region, 
but the exterior is present in the form of resources that are put in order and arranged according to policies. 

Information security policies are probably imported as well. Nonetheless, organisations are used to dealing 

with such import procedures.  

Hitherto, as we have described “inside” as an orderly and controlled space, we have referred to it as an 

ideal type in the field of information security. How the goals of information security are achieved is a 

different question. Security is never about control of everything, but its target is limited: the confined inside 

region. All the security measures seek to establish and reinforce the division between inside and outside. The 

security methods seek to prevent the external actors from accessing the system in the first place – “keep the 

dirt out”. However, the practitioners that fight the security threats probably agree with Michel Serres’s (2007, 

86) argument of work “is a struggle against noise”, but noise always finds its way within. Thus, it is 

important to know whether there the system is safe or compromised – “yet, look for the dirt within”.  

Zero Trust holds that “there is no implicit trust granted to assets or user accounts based solely on their 
physical or network location (i.e., local area networks versus the internet) or based on asset ownership 

(enterprise or personally owned)" (Rose et al. 2020, ii.) Currently, it seems that practitioners are keen to be 

careful and assume that systems are infiltrated. In terms of bifurcation, dirt is already within. Importantly, in 

all the above cases (whether the inside is trusted or not), in case an external actor is found, it is sought to be 

removed, excluded. It always comes down to “authorized and approved subjects (combination of user, 
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application (or service), and device) can access the data to the exclusion of all other subjects (i.e., attackers)” 

(Rose et al. 2020, 4). In simple terms, purity is sought. Thus, bifurcation has become a dominating idea of 

security, in a sense it is a trope that is recognisable in security seeking environments. The trope is present in 

the field as metaphors of castles (e.g., Weaver and Weaver 2008), but also in the terms such as green zones  
(a safe region surrounded by a more uncontrolled space), the cyber kill chain (Lockheed Martin’s 

terminology) which underlines outside region as a source of advanced persistent threats. The bifurcation is 

present in every firewall and login procedure; they establish the inside and outside.  

Although the binary code of security and the bifurcation make it possible to think in terms of 

pure/impure, safe/contaminated, the Zero trust paradigm implies that the practical securing work does not use 

such binary thinking in such a way that the inside would be trusted by default. This is because the paradigm 

assumes that the attacker is already present in the inside region. The inside is seemingly in order but on basis 

of that order no trust is build. The inside means nothing in terms of trust as “an enterprise-owned 

environment is no different—or no more trustworthy—than any nonenterprise-owned environment” (Rose  

et al, 2020, 1). Instead, it is about risks which refer to the possibility of an incident and the severity of lost or 

damaged assets (Pieters 2011). Risk varies in terms of a threat, a system and an asset. For example, to lose a 
mundane shopping list is quite different from losing a social media account that brings food to the table. The 

risk involves unknown, even unthought and differs from the dualistic code. Risk is a continuum. It can 

increase or decrease.  

Overarchingly, to form our argument at a more abstract level, we conclude that this struggle against 

actors that are incompatible with the order of inside – struggle against impurities – is, in fact, ontological 

work which requires resources. This is to say that the questions of being and becoming have to be answered. 

For example, an actor that behaves inconsistently becomes suspicious. An ontological question arises: what is 

that? Can it be a threat? What can it become? In other words, is that dangerous, i.e. incompatible with the 

inside order? As this work of finding out the “real” being of the actor requires work, there are two different 

strategies to spare resources. The conventional network architecture deals with the ontological work at the 

border of the system. To filter – for example, asking credentials – is to work with the question of ontology. 

As the filtering process is completed, users can be given further security privileges within the organisational 
network – i.e., user becomes inherently trusted after the filtering process. However, Zero Trust paradigm 

assumes users to be compatible with the order temporarily. An insider is an insider as long as new privileges 

are needed or something violating the baseline occurs. For example, by authenticating successfully to a 

service the user is temporarily verified as an insider. Yet, if the same user proceeds to download an excessive 

number of files, which is considered as a deviation compared to the baseline, then the user might be forced to 

authenticate themselves again and prove they are still the same insider they claimed to be before. The 

ontological question, what is that, needs to be answered. The verdict comes in the dualistic form but the 

ontological work behind the verdict is about probability and risk. In other words, ontological work seeks to 

find out what an actor is and then translate it on the level of binary logic (threat or not). 

4. THE PANDEMIC AND SPATIAL UNCERTAINTY 

The covid-19 pandemic has changed the working environments, as organisations have shifted to the mode of 

remote work. Indeed, this is a significant change from the information security point of view. The users are 

no longer in the gentle embrace of an office environment that would enable the use of managed devices in a 

sensorrich environment. Instead, the insiders are out there in the volatile exterior. In terms of inside/outside 

binary, the users are in a liminal space; out there in a suspicious environment but not yet totally out of 
control. Control is partly lost as the signals of behaviour fade into the depths of the outside world, which 

baselines cannot capture. The canvas of comparison has been torn into pieces. More importantly, diminishing 

spatial control means losing spatial certainty that no longer translates into ontological certainty. 

Consequently, a question arises: how the problem of uncertainty is solved? The answer seems clear, as more 

ontological work is obviously done. However, this time the inner space is not available for analysis and the 

outside space is too vast and general; thus, the user and the device in use becomes the subject of analysis. The 

analysis itself is ontological work; it seeks to banish the suspicion. In Zero Trust environment that suspicion 

is aroused constantly.  
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The loss of control and change in space adds a new mixed code parallel to the conventional binary code 

of information security. The space of security becomes a liminal space that mixes inside order and outside 

elements. In Table 1 we have described the contradictory logic of liminal space and how the models react to 

it. 

Table 1. Spatiality, models, and ontological work 

Spatial 
dimension 

Actors Ontological work at the level of 
inclusion and exclusion 

Ontological work 
carried out in Perimeter 
security model 

Ontological work carried out 
in Zero Trust Model 

Outside Chaotic actors, 
hackers, 
malicious code, 
but also useful 
resources, and 

insiders that have 
logged out. 
 

Actors need to be defined in 
terms of combability with the 
inner order. The insider users 
and compatible software needs 
to be recognised and allowed 

access (availability). Other 
actors must be excluded 
(confidentiality).* 
 

Outside is not trusted – 
sought to be excluded. 

Outside is not trusted – 
sought to be excluded.  

Inside Authorized users, 
devices and other 
resources 
 

Users and devices that must be 
kept in order in relation to the 
information security policies. 
Insiders must be enabled to 

work, to achieve the goal of 
confidentiality, integrity, and 
availability (CIA). ** 

The insiders are 
enabled at the 
perimeter. Once actor 
is within the 

ontological work can 
be delegated partly to 
the spatial location. All 
the actors that have 
passed the perimeter 
check are trusted. 
 

The insiders are trusted only 
in momentary manner. 
Microperimeters and 
continuous analysis of user 

behaviour and context 
becomes the basis of 
categorizing users to insiders 
and outsiders. The privileges 
cannot be inherited from 
borderline control i.e., treats 
inside as an outside. 
 

Liminal; 
mixed 
inside and 
outside 

Authorised users 
(insiders) reside 
in uncontrolled 
spaces such as 
homes and using 
unmanaged 
devices. Cloud 
services, legacy 

IT and Shadow 
IT.   

The same as * and ** above.   The model has 
difficulties in dealing 
with unmanaged 
devices. The only 
possibility is to extend 
the office base into the 
outer world through 
trusted gateways. It 

cannot handle “use 
your own device” 
requirement. 
Ontological work is 
increased at the border 
– e.g., multiphase 
authentication. 

Works in the similar manner 
as above: as if users and 
devices were constantly 
coming inside from outside. 
Constant Re-checking. 

 

For sure, the shift in the pandemic era has not been such dramatic as it may seem. Firstly, cloud services 
have been widely used in modern organisations before the covid. Perhaps, remote work opportunities were 

not utilised with such volume as in lockdown periods, but the option for such a way of acting was available. 

This means that the pandemic did not create new problematisations but rather it emphasised and boosted 

some problematisations. For example, the Zero Trust security model promotes constant ontological work as it 

promotes doubt and paranoia in the form of continuous checking on the identity of the user. It means that 

there is no permanent inside, but an insider status is only given temporarily. The inside is certainly organised 

orderly: security policies are applied, and insiders are granted access. However, spatial or temporal trust is 

not inheritable in Zero Trust paradigm (Rose et al. 2020). Trust fades away with time and spatial changes. 

For example, a certain period of passivity or a change of IP address is considered suspicious. For a user, 

working in a Zero trust environment is a constant becoming of a trusted user. Indeed, information security is 

considered a process (making of security) in a conventional network security context. Still, Zero Trust rejects 
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“being” – the stability of status – and embraces becoming, which refers to vanishing trust. Trust is 

momentary; multifactor authentication is temporary. Zero Trust is about continuous renewing and 

rechecking. The continuous process reminds of Gilles Deleuze’s (2017) description of control society. There 

are no places of rest, there is no final destination; everything is mobile; there are no specific spaces for 
controls, but they are everywhere. In a disciplinary society, on the other hand, there are particular spaces of 

surveillance and control, which are limited spatially and temporally.  

In the pandemic era, some organizations have had the urge to stick with high control without 

compromises. For example, if an organisation is dealing with sensitive data, maintaining a high level of 

control can be a top priority. In these cases, the spatial inside space becomes stretched, which leads to the 

question of information security topology. The inside space is merely extended into the homes. This means, 

for example, solely using strictly controlled and managed devices with secured connections. In the pandemic 

environment such a requirement is recognised in the field (Bernard &Nicholson& Golden, 2020). The office 

moves home and works over VPN. However, there cannot be total control over, who is using, are the home 

office doors locked and computers locked. This of course has a decreasing effect on spatial certainty which 

emphasises the position of the user again. In a sense, users are simultaneously inside and outside. Zero trust 
framework treats the inside space in the same manner: as if outside actors were within the organisational 

space all the time. 

The cloud services are used on daily basis in various organizations. There are different cloud-based 

services from infrastructure to software, but all of these outsource – partly at least – information security 

management. While the services can be administered and managed in a restricted way, physical access to the 

infra is out of the question. Cloud services are not within an organization, but neither they are outside. Being 

partly controlled by a trusted third party these services lie in a third space beyond inside and outside, i.e., in 

the liminal. An example of cloud services in the liminal space approaching the chaotic outside is the so-called 

Shadow IT, typically the cloud storages and other SaaS used by organizations’ business departments or 

individual users without the consent and management of the centralized IT and security functions. 

An intriguing example is yet to be provided by legacy IT that is found problematic in the field. Legacy IT 

is outdated machinery that cannot be updated to meet the current standards. Now as seen above the covid 
pandemic has turned the organizations and users to move towards the outside, taking a position in the liminal 

space; slightly out of control yet able to hold some sort of recognisable order. The legacy IT cannot transform 

itself into the liminal space but stays an outside element even in a controlled environment. Initially an insider 

slips away as the space changes and slowly it becomes an incompatible element with the inner and desired 

order. It has become a threat. 

5. CONCLUSION 

An individual as a user is subjected to the ontological work of information security, which seeks to answer 

what the user is and eventually decides whether the individual should be allowed to use the system in the 

requested way. In other words, information security affects the agency of individual users. In practice, 

information security is bound to work by the dualistic code of inclusion and exclusion. Consequently, the 

code bifurcates space into inside and outside regions. The former is sought to be organised orderly by the 

desire of its owner. The latter, on the other hand, is out of control in the sense that the chaotic outside world 

can be observed but cannot be managed. If a system were totally isolated – without a connection with the 

outside – maintaining the order of inside could perhaps be uncomplicated. However, the inside region 

requires outside as a resource pool from which to draw energy. This is to say that the two sides, almost 
always, are in connection with each other. Security requires energy. However, it turns that energy into the 

form of interruptions as it works ontologically (e.g., a requirement of credentials is an interruption). To save 

energy and to avoid unnecessary interruptions, the bifurcation of space can be harnessed for ontological 

work. Thus, to answer the problem of inclusion and exclusion, the perimetric network security model 

inherently trusts (includes) all the users within the organisational network. E.g., spatial information such as 

an IP address can be used as a tool of authentication. In other words, the perimetric network security model 

trusts the filtering system that resides at the borderline and gives privileges for everyone within the perimeter. 

However, if the connections between the inside and the outside increase and gain strength, liminal spaces, 

which mix outside and inside elements, emerge. The liminal spaces become significant in terms of 
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information security as they defy the dualism of the code by which security works. In simple terms, the 

liminal spaces distort the spatial order of information security. Therefore, it also makes harnessing spatial 

information for ontological work difficult. For example, if a user is not inside the perimeter, then using that 

information for inclusion/exclusion decisions is impossible. With the rise of remote work – and the covid-19 
pandemic made the remote work common practice for a number of organisations – the liminal spaces have 

become dominating form of information security space. Zero Trust information security model transforms the 

topology of information security. The space is still divided between inside and outside, but now there are 

spots of inside scattered around the outside. Secured gateways connect the inside to the spots, but these 

liminal space actors are trusted only momentarily. This means that the ontological work has increased; thus, 

the subjects are more likely to be interrupted. Or they do not have the option to move inside the space that 

would be trusted. In terms of the autonomy of an individual, in Zero Trust model, the conditions that make 

autonomy possible are questioned more frequently. 
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ABSTRACT 

Digital competence is one of the eight key competences for lifelong learning. In a generic way, it can be defined as the set 

of knowledge, skills, attitudes, abilities and strategies that make citizens capable of using digital technologies in a 

creative, critical, meaningful and responsible way for different personal and professional activities. 

In the specific case of Higher Education (HE) students, the idea prevails that, because they were born in the digital age, 

they are digitally competent. However, several studies show that this is not the case, indicating that, in general, students 

find it difficult to capitalize on the potential of digital technologies for their personal, academic and professional 

development, which has an impact on their employability and work prospects. 

The purpose of this study is threefold: i) to examine the digital competence of a group of HE students (N=411);  

ii) to understand where their digital competence needs to be improved and updated, and iii) to determine which modality 

students choose to respond to their needs. The study is conceptualized through the European Digital Competence 

Framework for Citizens (DigComp) and results show students score lower in relation to the competence areas Digital 

content creation, Safety and Problem solving. The competence areas where students reached higher scores correspond to 

Information and data literacy and Communication and collaboration. Students identified higher needs of improvement in 

relation to the competence areas Safety, followed by Problem solving and Digital content creation. The preferred 

modality for digital competence development was online tutorials, followed by compulsory curricular units and optional 

curricular units. It is hoped that this study will contribute to inform the design of HE strategies that can better support the 

development of students’ digital competence.  

KEYWORDS 

Assessment, Digcomp, Digital Proficiency, Higher Education, Lifelong Learning, Training Needs 

1. INTRODUCTION 

Digital competences are becoming more and more relevant to meet the demands of contemporary and future 

learning, working and socialization environments (e.g. European Political Strategy Centre, 2016; Gonzalez 

Vazquez et al., 2019; Ehlers, 2020). Higher Education (HE) students, therefore, should gather a set of digital 

competences that lead them to succeed throughout their academic training course and facilitate their 

integration and progression in the job market. In the context of a knowledge society, the role of HE 

institutions has been widely debated: on the one hand, they are the foundation for the acquisition of technical 

competences, specific to the different academic fields, necessary to enroll in a profession; on the other hand, 

there are other core competences, such as digital competences, that facilitate lifelong learning and help 

prepare for changing labor markets (Jørgensen, 2019). An acknowledgment of the key role of HE institutions 

in the digital ecosystem comes also from the Digital Education Action Plan (2021-2027), an European Union 

policy initiative aimed at supporting a sustainable and effective adaptation of the education and training 

systems of EU Member States to the digital age (European Commission, 2020). It is assumed that HE 

students from this new generation are digitally competent. However, it seems that, although they are capable 

of using digital devices for their daily needs, they seem to struggle to use them to foster their personal, 

academic and professional development (Margaryan, Littlejohn and Vojt, 2011; Corrin et al., 2018).  
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This paper seeks to identify students’ competences and training needs in five digital competence areas, 

namely, 1- Information and data literacy, 2- Communication and collaboration, 3- Digital content creation,  

4- Safety and 5- Problem solving, and to determine which modality students would choose to respond to their 

needs. It is expected that this study will contribute to inform the design of HE strategies that can better 

support the development of students’ digital competence and bridge the gap. This survey is particularly 

relevant for the distance teaching and learning process dynamization, which has accelerated the demand for 

higher levels of digital competences. It is, therefore, important for HE institutions to understand whether their 

students are able to learn through a digital modality and, if not, how they can support the promotion of digital 

competences without compromising the courses’ curricular components (Crawford et al., 2020). 

2. BACKGROUND 

In a generic way, digital competence can be defined as the set of knowledge, skills, attitudes, abilities and 

strategies that make citizens capable of using digital technologies in a creative, critical, meaningful and 

responsible way to achieve goals related with work, employability, learning, leisure and participation in 

society, independently or with others (Ferrari, 2013; Ilomäki et al., 2016). It is both a mind-set and a survival 

kit offering benefits at social, economic, political, health and cultural levels (Eshet, 2012) and a key driver 

for greater social inclusion, employability, competitiveness in the job market and economic growth 

(Broadband Commission Working Group on Education, 2017; European Commission, 2019). 

The rapid digitalization of society and the labor market make it imperative for graduates to acquire basic 

and advanced digital skills to actively and effectively participate in the digital sphere (European Commission, 

2020). The ability to find, manage and store digital information securely, communicate, collaborate and share 

online responsibly, create, manage and protect digital identities efficiently, find solutions to problems using 

digital tools and services effectively or engage with innovative technology, such as artificial intelligence or 

robots are perceived as essential to respond to the challenges of a highly-digitalized economy (European 

Commission, 2019). In addition, such skills are reported to be essential for better academic engagement and 

study enthusiasm, which is a concern for worldwide HE institutions (Bergdahl, Nouri and Fors, 2020; Heidari 

et al., 2021). Digital competences are also transversal to the development of other skills, such as lifelong 

learning, decision making, problem solving, or efficacy to deal with change, innovation and the unknown 

(Eshet, 2012; Broadband Commission Working Group on Education, 2017). These skills may determine who 

stays ahead and who falls behind in such a demanding society and world of work (OECD, 2019). 

Digital competences are considered fundamental in the recent frameworks developed by the European 

Commission, such as “The European Entrepreneurship Competence Framework” (EntreComp) or “The 

Digital Competence Framework for Citizens” (DigComp) (Carretero, Vuorikari and Punie, 2017). The later 

framework is a reference for the assessment and the development of initiatives to foster digital competence 

both at European and Member State level. It entails a total of 21 specific digital competences distributed 

across five competence areas, namely, Information and data literacy, Communication and collaboration, 

Digital content creation, Safety and Problem solving. For each of the 21 competences, eight proficiency 

levels are defined and identified through a descriptor that may form the basis for the construction of digital 

competence assessment instruments and inform intervention strategies according to the identified needs. 

The idea that HE students are naturally highly proficient in what digital competences may concern has 

been debated and deconstructed. Even though this new generation has the abilities to deal with technological 

devices and tools in their daily lives, they seem to have difficulties in using them to enhance their personal 

and professional wellbeing. Also, although HE students are frequently designated as “digital natives”, there 

seems to be an heterogeneity in their digital competences’ profile (European Commission, 2020). The most 

recent European skills and jobs survey (Cedefop, 2018) shows that about 85% of all jobs in Europe need at 

least a basic digital skills level. However, even though some studies have shown that students perform 

positively in some areas of digital competence, it does not mean that they are fully competent  

(López-Meneses et al., 2020). Results from studies focusing on the development of digital skills in HE 

demonstrate students’ lack of skills for searching, selecting and treating information (Santos, Azevedo and 

Pedro, 2013; Strømsø and Bråten, 2014) or lack of confidence in sharing contents and managing personal 

identity and privacy (Lupton, Oddone and Dreamson, 2019; Martzoukou et al., 2020). A recent study with 

Chinese HE students aimed at assessing their digital competence with an instrument inspired by the 
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DigComp model also evidences that even though most students had a positive perception regarding their 

level of digital competence, especially in information and data literacy, communication and collaboration, 

some competences needed improvement to deal with the increasing tasks’ complexity, such as creating 

digital content and programming, and problem-solving when facing technical problems and understanding of 

technological trends (Zhao et al., 2021). Similar results were previously found in two other surveys on digital 

competences based on the DigComp model, with HE students from Spanish and Italian universities  

(Llorent-Vaquero, Tallón-Rosales and Monastero, 2020), and from three HE institutions in Scotland, Ireland 

and Greece (Martzoukou et al., 2020). The safety competence area has also been identified as lacking 

improvement, even though students’ perceptions are not unanimous. Some studies report positive perceptions 

on this competence area (Zhao et al., 2021), while others identify this area as one reaching lower levels of 

confidence among HE students (Gallego Arrufat, Torres-Hernández and Pessoa, 2019).  

Overall, research seems to suggest that there is the potential and the necessity for HE students to improve 

their digital competence to deal with more complex information and increase their performance on digital 

tasks. These data also make it evident that there are some performance nuances on digital competences, 

depending on the competence area. Therefore, a comprehensive approach on HE institutions regarding digital 

competence would start from an evaluation of students’ training needs with reliable instruments based on the 

descriptors of digital competence. Such an assessment would form the basis for an outline of the intervention 

strategy to help students overcome their handicaps and diminish disparities in the digital competence. 

As such, the present study aims at i) examine the digital competence of a group of HE students;  

ii) understand where their digital competence needs to be improved and updated, and; iii) determine which 

modality students would choose to respond to their needs. For these purposes, the study employs an 

instrument grounded in the DigComp model.  

3. METHODOLOGY 

3.1 Sample, Instrument and Procedure 

In the Spring semester 2020, an online survey was launched at the University of Aveiro, to collect data on 

students’ readiness for online learning, focusing on their digital competences. Respondents, representing a 

wide range of academic fields, agreed to participate and agreed with the use of their data for research. 

The survey items were inspired by the DigComp Framework. At the end of the survey, students’ 

responses were mapped against the first six proficiency levels proposed by the framework. To each level, a 

rule for cut-off scores was calculated. These (as well as the survey items) were confirmed as valid in a 

previous study (Lucas et al., 2022). The cut-off scores attributed to each proficiency level correspond to: 

below 16 (A1), between 16 and 29 (A2), between 30 and 45 (B1), between 46 and 61 (B2), between 62 and 

76 (C1) and above 76 (C2). 

Data analysis was performed using R. To assess the differences in means among the different digital 

competences, a repeated measures ANOVA was performed, followed by multiple comparisons with Holm 

correction. To verify differences in the proportion of students who admitted the need to improve competence 

areas, binomial analyses were performed. These analyses compare, for each area, the proportional differences 

of students who reported “No” need for improvement with the proportion of students who reported a need by 

choosing the “Yes” option. Regarding the preferred modality for digital competence development, the 

difference in proportions between each answer was evaluated through a chi-squared analysis followed by 

multiple comparisons with Bonferroni adjustments on the p value. 
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4. RESULTS 

4.1 Proficiency Scores by Competence Area 

Figure 1 shows the proficiency scores of the sample in each of the five competence areas. 
 

 
Note: IDL = Information and data literacy; CC = Communication and collaboration; 

DCC = Digital content creation; S = Safety; PS = Problem solving. 

Figure 1. Proficiency scores in each competence area 

The lowest scores of digital competence are found in “Digital content creation” (M=1.46), “Safety” 

(M=1.63) and “Problem solving” (M=2.02). Higher scores were reached in “Information and data literacy” 

(M=2.46) and “Communication and collaboration” (M=2.41) competence areas. Inferentially, the repeated 

measures ANOVA show significant differences among competence areas (see inference on top of Figure 1). 

Multiple comparisons with Holm correction also indicate significant differences among competence areas 

with the exception of the comparison between “Information and data literacy” and “Communication and 

collaboration” (p values adjusted with Holm correction are displayed in Figure 1). 

4.2 Competence Areas in Need of Improvement 

Figure 2 shows the flows of the competence areas students identified as in need of improvement. 
 

 
Note: IDL = Information and data literacy; CC = Communication and collaboration;  

DCC = Digital content creation; S = Safety; PS = Problem solving. 

Figure 2. Alluvial flows of competences to be improved 
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The binomial analysis of the competence areas in need of improvement is displayed in Table 1. Through 

the descriptive analysis of the results, it is possible to verify that the proportion of students wanting to 

improve competences is higher in relation to the competence areas “Safety”, “Problem solving” and “Digital 

content creation”. However, inferentially, statistically differences in terms of proportions, were only obtained 

for the competence areas “Safety” and “Problem solving”. At the same time, for the competence areas 

“Information and data literacy” and “Communication and collaboration”, there is a larger proportion of 

students stating not needing to improve competences in these areas. The difference between those wanting 

and not wanting to improve competences in these areas achieved statistically differences. Only nine students 

admitted not needing to improve any competence/competence area. A closer look at the alluvial diagram 

allows us to verify that the thickest flow only trespasses the competence areas “Safety” and “Problem 

solving”. 

Table 1. Binomial analysis of competences to be improved 

 
95% CI 

 

Competence 

areas  
Y/N  N  Proportion p Lower Upper BF₁₀ 

Information 
and data 
literacy 

 
No 

 
277 

 
 

 
0.6740 

 
<.001 

 
0.6263 

 
0.7191 

 
6.247e00+9 

 

 
Yes 

 
134 

 
 

 
0.3260 

 
<.001 

 
0.2808 

 
0.3737 

 
6.247e00+9 

 

Communication 
and 
collaboration 

 No  288    0.7007  <.001  0.654  0.745  3.548e+13  

 Yes  123    0.2993  <.001  0.255  0.346  3.548e+13  

Digital content 
creation 

 
No 

 
202 

 
 

 
0.4915 

 
0.76730 

 
0.4421 

 
0.5409 

 
0.06549 

 

 
Yes 

 
209 

 
 

 
0.5085 

 
0.76730 

 
0.4590 

 
0.5578 

 
0.06549 

 

Safety  
No 

 
166 

 
 

 
0.4039 

 
<.001 

 
0.3560 

 
0.4531 

 
125.93872 

 

 
Yes 

 
245 

 
 

 
0.5961 

 
<.001 

 
0.5469 

 
0.6439 

 
125.93872 

 

Problem 
solving 

 
No 

 
183 

 
 

 
0.4453 

 
0.02986 

 
0.3965 

 
0.4947 

 
0.72405 

 

 
Yes 

 
228 

 
 

 
0.5547 

 
0.02986 

 
0.5052 

 
0.6034 

 
0.72405 

 

None  
No 

 
402 

 
 

 
0.9781 

 
<.001 

 
0.9588 

 
0.9899 

 
1.520e+103 

 

 
Yes 

 
9 

 
 

 
0.0219 

 
<.001 

 
0.0100 

 
0.0411 

 
1.520e+103 

 

Note: Hₐ proportion ≠ 0.5 

 

4.3 Preferred Modality for Digital Competence Development 

Figure 3 illustrates the preferred modality selected by students to develop their digital competence. 

 

Figure 3. Preferred modality for digital competence development 
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It is possible to see that the preferred modality chosen by students to develop their digital competence 

correspond to “Online tutorials”, followed by “Curricular unit (compulsory)”, “Curricular unit (optional)” 

and “Peer tutoring”. The last option selected by students correspond to “Other” and suggestions include the 

modalities: workshops, MOOCs, webinars and short training courses. 

The Chi-squared test (Goodness of fit) shows that there was no homogeneous distribution among 

response options, χ2 (4)=394.85, p<.001. Pairwise binomial tests with Bonferroni adjustment show significant 

statistical differences between all the response options with the exception for the comparisons between the 

“Curricular unit (compulsory)” and “Curricular unit (optional)” (adjusted p=.384), and between the 

“Curricular unit (optional)” and “Peer tutoring” responses (adjusted p=.999). 

5. DISCUSSION AND CONCLUSION 

The goals of this study were threefold: i) to analyze the digital competence level of a sample of HE students; 

ii) to identify which digital competences need to be improved, and; iii) to verify which modality of training 

students prefer to develop their lacking or low proficiency digital competences.  

In response to the first goal, the results suggest that higher proficiency levels were reported for 

“Information and data literacy” and “Communication and collaboration” competence areas and the lowest 

scores were found in relation to competence areas “Digital content creation”, followed by “Safety” and 

“Problem solving”. These results are similar to those found in literature (Gallego Arrufat, Torres-Hernández 

and Pessoa, 2019; Llorent-Vaquero, Tallón-Rosales and Monastero, 2020; Martzoukou et al., 2020; Zhao et 

al., 2021). The results found in “Safety” competence area were as expected, considering the majority of the 

revised studies, contradicting only the results obtained by Zhao and colleagues (2021). 

Regarding the second goal, the results show a significant large proportion of students that consider they 

do not need to improve “Information and data literacy” and “Communication and collaboration” 

competences and a significant large proportion of students wanting to improve “Safety” and “Problem 

solving” related competences. Even though “Digital content creation” competence area was the one where 

lower proficiency levels were found, there is not a significant proportion of students wanting to improve their 

competences in this area. As competences included in this area relate to programming, creating and 

modifying digital content and applying copyright licenses to it, students might not find these competences as 

valuable or necessary for their learning and future professional experience as the other competence areas.  

The preferred modality for students’ training and development of digital competence (third goal) 

corresponds to “Online tutorials”, followed by the modalities that encompass the integration of training in 

curricular units, either compulsory or optional. 

Overall, this study results are in line with literature and reports reviewed that highlight not only the 

existence of competence areas where HE students showed higher proficiency levels than others, but also the 

potential and the need of HE students to improve their digital competences, thus joining the body of research 

that challenges the myth that they are digital natives.  

These results also raise the attention for the relevance of performing an analysis of needs to better guide 

the construction of responses aimed at bridging the gaps in students’ specific lacking or needing 

improvement competences. An evaluation of students’ training needs, with reliable assessment instruments 

based on the descriptors of digital competence makes it possible for HE institutions to decide on which 

efforts should be made to include digital competences’ training in their agenda and meet students’ and 

employers’ needs concerning the basic and advanced skills fundamental to succeed in the different spheres of 

life. Some challenges may, however, be encountered. Delivering the same training solution to all the students 

seems simpler than providing context-specific tools and resources. However, a ‘one-size- fits-all’ approach is 

self-defeating, as students benefit the most when enrolled in individualized, flexible, improvement strategies. 

Planning and providing training programmes designed to meet the needs of target beneficiaries is a factor that 

could determine the success of the implemented strategies (Broadband Commission Working Group on 

Education, 2017). 

This study may also inform HE institutions on the modality of intervention that better suits students’ 

interests and preferences and that, simultaneously, may face less obstacles for the implementation of training 

programs. Online tutorials may be a cost-effective solution both for students, who may learn new 

competences at their pace, and institutions, considering that it does not require a massive change in the 
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curricular plan, nor additional resources to teach digital competences face-to-face. It also makes it possible 

for this training opportunity to reach a wider proportion of students as there are no geographic or  

social-limitations (Ferrari, 2012). In any event, HE institutions may use the collected data to help them 

weight the advantages and disadvantages of the strategies they find effective to improve their students’ 

digital competences, in line with the Digital Education Action Plan for the digital transition. 

Some limitations in this study should be also regarded. This study sample is composed of Portuguese 

speaking students from a single university, therefore the results cannot be generalizable to other HE 

institutions, either in Portugal or in the European context. It is possible that students’ competences needing 

improvement may be different in other contexts or the preferred modality for competences’ development may 

diverge. Considering that students’ competences may diverge depending on the HE institution typology  

(e.g., vocational education and training institutions versus cooperative HE institutions) (Wild and Schulze 

Heuling, 2020), future efforts should be made to assess HE students’ digital competences in other institutions 

with different challenges and opportunities, including universities and polytechnic institutes, and to conduct 

comparative studies with students from different European HE institutions. Another limitation relates to the 

data collection with a self-report instrument, which may not reflect students’ true digital competences, as 

there is the tendency of them to overestimate their competence level. Future studies should be based on the 

observation of students’ performance to control for the subjectivity of measures based on personal 

perceptions.  
Despite the limitations, this study is an original contribution for the study of the Portuguese HE students’ 

digital competences that suggests some paths to promote those competences and meet the needs of students, 

employers, and education stakeholders, thus laying the foundations for an inclusive and equitable education 

on digital competences. 
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ABSTRACT 

One of the allocation methods of scarce resources, especially in the public sector, is based on majority rule. Modern 

societies use majority rule to elect representative governments that make some of the biggest decisions. Voting is a main 

vehicle of majority rule. There are four main factors that influence and are affected by voting – technology, law, politics 

and society. This paper provides an insight into the relationship of the voting technology and the level of development of 

democracy in a given state.  

Voting technologies developed from ostracon in ancient Greece, to Australian paper ballot, to telephone, fax, various 

forms of electronic voting, internet voting, mobile voting, blockchain and AI supported voting. 

E-voting could be considered as a form of display of the level of development of democracy in a given state. From 

ostracon to e-voting the main question is the same: how to have good life in a good state with good laws. From the 

answers offered by the Pythagoreans and Plato to today advocates of modern governance it has always been about how to 

organise a state so that we can live together the best way we can. 

KEYWORDS 

Voting Technology, Internet, Blockchain, AI voting, Governance 

1. INTRODUCTION 

Democracy is about choosing government that will make decisions that relate to wellbeing or prosperity of 

citizens. In most cases it is about determining the priorities of development. And that has to do with 

allocation of the state budget. One of the allocation methods of scarce resources (besides market price, 

command, contest, first-come, first-served etc. as in Parkin, 2012), especially in the public sector, is based on 

majority rule. This method allocates resources in the way that a majority of elected members of governing 

bodies in a state chooses. Being elected by citizens they indirectly choose what (majority) voters would 

choose. In general, modern societies use majority rule to elect representative governments that make some of 

the biggest decisions. 

Majority rule is a decision rule that selects alternatives which have a majority, that is, more than half the 

votes. It is the binary decision rule used most often in influential decision-making bodies, including all the 

legislatures of democratic nations. 

Voting is a main vehicle of majority rule. It is a formal expression of opinion or choice, either positive or 

negative, made by an individual or a group of individuals. 

In modern societies, in a conventional paper voting system, voters visit the nearest polling station to cast 

their ballots. After the polling deadline, all ballots are counted manually by some trusted entity, such as the 

nation’s electoral commission. Eventually, the casted ballots and voting results are securely stored and 

managed in some archival venue for a predetermined period of time.  

More than thirty years ago, when WWW was invented and became a platform of mass media over the 

years, numerous and often far-reaching claims about the new media’s transformative potential were made. 

Many authors enthusiastically argued that the Internet will fundamentally change democracy and politics by 

providing easy and universal access to information, undermining established structures of political power, 
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democratizing the processes of agenda-setting, increasing the rates of political participation, improving the 

quality of deliberation and making plebiscitary forms of decision-making feasible (Lindner and Jennen, 2016; 

Weare, 2002; Anderson and Rainie, 2020). 

Today, due to a large number of practical experiences, the debates on the Internet’s effects on democracy 

are considerably less enthusiastic. 

However, e-voting is indispensable in modern governance. There are many discussions on relationship of 

e-voting and e-governance. We would like to stress the importance of the wider context of e-voting that is 

governance. Here we refer to the framework given by socio-political governance of Jan Kooimann (1993). 

The theory of socio-political govermance focuses on the plurality and interactions of social and political 

actors in a social-political systems that are charcterazed by complexity, dynamics and diversity.  

It is needless to say that governance includes democracy. If governance includes as many as possible 

political actors that means that democratic organized society is a prerequisite for good governance. 

Sophisticated, well thought out voting (electoral) system defines developed democracy (Evan, 2004; 

Robertson, 2006).   

We argue that e-voting could be regarded as a “reality testing” of the progress of democracy in a state. 

Well organized e-voting is a demonstration of many accomplishments which are necessary for advancement 

of a democratic state, especially the so-called new democracies of the former Eastern Block. We single out 

two extremely important goals to be achieved: mature culture of lawfulness and low corruption society.  

E-voting could be considered as a form of display of the level of development of democracy in a given 

state. If e-voting provides significantly more transparent process of election it certainly contributes to 

development of democracy. If this is the case, by accepting e-voting, the practice of buying votes, 

intimidation, bribery and manipulation during the elections are more difficult to organize.  

Generally, there are four main factors that influence and are affected by voting - technology, law, politics 

and society (Krimmer, 2012).  

2. FROM OSTRACON TO BALLOT 

Voting as a process is presumed to begin somewhere in prehistoric times, when open voting, for example, 

elected a tribal leader or made a decision. 

In the antiquity, with the introduction of democracy, the secret ballot begins to be used for voting. For 

example, the use of pebbles that were secretly placed in the candidate's vessels, pebbles of a different colour 

for the different candidate in a vessel, or the use of broken pottery ‘ostrakoni’ or other print media, where the 

name of the candidate-option being voted for, was written (Roisman, 2011). 

The secret ballot enabled the further development of the democratic voting, i.e., the voter to express his 

voice without fear of the public, and at the same time the possibility of the so-called vote buying – i.e., 

rewarding the voter for the given vote for the candidate. 

Paper voting as a form of secret ballot on a prescribed voting medium was first introduced in the Roman 

Republic by the Law on Voting (leges tabellariae) in 139 BC (Yakobson, 1995). This law also started the 

transition from public voting to secret ballot, for all types of voting. The reason for prescribing the ballot 

arose from the need for greater codification of the most important democratic process - the decision-making 

process, in the then largest country in the Mediterranean, Europe and (one of the largest in) the world, due to 

difficulties in maintaining the democracy of elections in it. Namely, the prescribed ostracons and other types 

of voting media are subject to connection, through some marking, handwriting, violation or other type of 

marking that could connect the voter with his vote and thus discredit the secrecy of the ballot. The ballot was 

actually the Egyptian papyrus, suitable for writing, but at the same time, under the strict supervision of the 

state. The law was valid everywhere in the Roman state and for all Roman colonies and protectorates 

(Yakobson,1995). 

The Australian paper ballot, or also called a secret ballot, is the most widely used voting technology for 

elections in liberal democracies around the world. Victoria and South Australia were the first states to 

introduce secrecy of the ballot (1856), and for that reason the secret ballot is referred to as the Australian 

ballot. The system spread to Europe and the United States to meet the growing public and parliamentary 

demand for protection of voters. It is a system of voting in which voters mark their choices in controlled 
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privacy in public places, on uniform ballots printed and distributed by the government or designate their 

choices by some other secret means.  

Some 150 year after the introduction of Australian paper ballot there is nothing radically new on a large 

scale, despite many radical changes in our lives. We can travel with the speed of sound and exchange 

information with the speed of light. Admittedly, there were some technological breakthroughs that were 

included in voting, such as telephone, fax machines, computers, to internet, but most of them were not 

implemented in most of the countries.  

Telephone voting allows remote voting, i.e., the voter can vote from home, without going to the polling 

station, but due to the difficulties in achieving the security and secrecy needed to vote in state and local 

elections, has very limited use. Instead, it is very much used in voting for TV shows (Eurovision song contest 

for example). 

Fax voting (or voting by fax machine) is allowed in Alaska with prior registration. It is a way of remote 

voting with the conveniences it brings, but the problem with the security and secrecy of the ballot is even 

more pronounced than in a very similar telephone voting. 

Electronic voting (e-voting), is a form of computer mediation voting in which voters make their selections 

using a computer. The voter usually makes his choice with the help of stand-alone electronic voting machines 

(EVMs), or with computers connected to the Internet (Gibson et al., 2016; Hao and Ryan, 2016; Kersting and 

Baldersheim, 2004; Katz et al., 2011).  

To understand e-voting, it is convenient to consider three basic steps in the election process:  

1- composition of ballots, in which voters make a choice, 2- registration of ballots, in which the system 

records the submitted ballots; and 3-summing, in which the votes are counted. Ballot casting, recording and 

summarizing are routinely done with computers even in non-electronic voting systems. Electronic voting is 

strictly a system where the first step, the composition of the ballots (and/or the selection), is done with the 

help of a computer.  

Electronic voting technology may include drilling cards, mechanical machines withs wheels and buttons, 

membrane buttons, optical scanning voting machines, and specialized voting kiosks (such as touch screens) 

that include a direct recording electronic voting system (DRE) (Herrnson et al., 2008; Herrnson et al., 2009; 

Dill et al., 2003). 

Voting technology with optical scanning machines is not a direct electronic voting technology (Card and 

Moretti, 2007). The voter votes on a ballot paper which is then scanned to obtain an electronic record which 

is easily transmitted from the polling stations to the election officials. This can be done in two ways: by 

scanning and manual counting or by scanning and optical recognition and electronic counting. Because there 

is a paper ballot, the possibilities for electronic manipulation are reduced because in case of doubt, ballots 

can be manually reviewed and counted. The electronic part enables fast transfer of electronic data, faster 

summaries and publication of results. The disadvantage is that the technology consists of 2 systems - 

electronic and paper, which need to be organized separately and eventually integrated.  

A typical DRE machine is composed of a touch screen connected to a computer. Ballots are presented to 

voters on the touch screen, where they make their choices and vote. The touch screen can be used to assist the 

voter in a variety of ways, including displaying large fonts and high contrast for the visually impaired, 

warning the voter to vote by choice, and preventing re-runs.  

The DRE machine directly records the ballots and stores the data in its memory. Such a single machine is 

used for composing, voting and recording votes. The third step, writing the ballot to a memory device, is 

invisible to the voter (Kumar and Begum, 2012). 

Introduction of new technology almost always has some shortcomings. What are the shortcomings of the 

use of a technology in voting?  

Ensuring that voting is recorded, as voting relies on testing the hardware and software of the machine 

before the election, is the belief that the software running during the election is the same software as the one 

tested before the election. This is the subject of much controversy. 

While testing hardware errors or unintentional software errors can be reliable, the same is not true for 

malware. Most security experts believe that an insider attack in the software development phase could reach 

the final product without being detected (although there is disagreement about the likelihood of such an 

attack). This problem is compounded by the fact that the source code is usually not available for public 

scrutiny (Dunn and Merkle, 2018). 
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Cryptographic techniques can partially solve the problem of software authentication. When software is 

evaluated and certified, a cryptographic hash (a short string of bits that serves as a kind of "signature" for 

computer code - for example, code length or code number of bits) can be calculated and stored. Just before 

the election, the hash is calculated. Any change in the certified software will cause the two hashes to be 

different. However, this technique may not prevent all attacks on the integrity of the software. 

Computer viruses can infect a machine during elections. For this to happen, the machine must somehow 

communicate with another electronic device. Thus, connection to the Internet or wireless devices is usually 

not allowed. However, the voting session usually begins with the use of an activation card. An employee in 

the poll, after confirming the eligibility, sets the card to allow one voting session. After the session, the voter 

returns the card to the voting worker for reuse. At least one DRE system has been shown to be vulnerable to 

infection by the activation card. An infected machine can be made to register votes differently from those 

voted (Oo and Aung, 2014).  

The threat posed by the DRE not to record votes as voters has led some individuals and organizations to 

argue that a paper-review report must be prepared for each ballot. DRE manufacturers have responded by 

adding a printer feature to their DRE. As a result, the systems produce both electronic records and paper 

records. However, problems with document handling and monitoring, both by voters and election officials, 

have led to much criticism of these hybrid systems. Many jurisdictions have already rejected them in favour 

of optical scanning technology (Stewart, 2011). 

3. INTERNET VOTING AND MOBILE VOTING  

Internet voting is remote electronic voting over the Internet where voters submit their ballots electronically to 

election authorities from any location. With the rapid use of the Internet, it seemed that the voting process 

would naturally migrate there. In this scenario, voters would choose from any computer connected to the 

Internet - including their home one. Beyond voting in regularly scheduled elections, many saw the emergence 

of these new technologies as an opportunity to transform democracy, enabling citizens to participate directly 

in the decision-making process. However, many countries have decided that the Internet is not secure enough 

for voting purposes.  

As a first concern, denial-of-service attacks may block the system and to call into question the electoral 

process. Security experts are also concerned that many PCs are vulnerable to various types of malware. Such 

attacks can be used to block or replace legitimate votes, undermining the electoral process in an undisclosed 

manner (Jefferson et al., 2004). 

The third concern about e-voting tackles the possibility of voter coercion and vote-selling when voting 

does not take place in a controlled environment. However, there is no consensus on the seriousness of this 

problem in stable democracies, as it is generally acknowledged that voting in general is less problematic in 

stable democracies. Taking the benefits of e-voting into account, it should be introduced more decisively in 

less stable democracies. Furthermore, this complaint also applies to absentee ballots, which have been widely 

used in the past, as well as by mail. 

Electronic and online voting also provide some advanced opportunities in terms of increasing democracy 

(the ability to express the opinion of the individual and his influence on joint decisions), which would be very 

difficult to do with paper voting techniques. The first example is the open lists, i.e., the candidate lists where 

the parties, instead of a certain number of candidates for fixed positions, could propose extended lists and / or 

lists with variable order. Voters in this way have the opportunity not only to vote for a particular political 

party, but also to influence the order in that list, vote for people they trust and are nominated by different 

parties or independent lists and so on. In this case, the voting process might be preceded by a step of 

compiling the election-electoral list from the proposed ones, or even adding an unmentioned candidate 

(Tarasov and Tewari, 2017; Stewart III, 2011). 

According to the survey by International IDEA from November 2020, only eight countries in the world 

allow their voters to cast their ballots to their national parliament elections, to the elections of the local 

government councils, or to the parliament of the EU online.  

In countries such as France (piloting in 2003 and full access to online voting for all voters abroad in 

2012), Panama or Pakistan, for example, the option to vote online is reserved for voters who live abroad. In 

other countries, such as Armenia, this possibility is offered only to diplomatic and military staff posted 
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abroad. Several States in Australia implemented internet voting for the voters with disabilities, by using their 

computer screen reader tools when accessing a web-based platform. 

In Switzerland, 15 cantons have offered internet voting to voters abroad and to a certain number of voters 

within their borders. 

Some countries are taking advantage of online voting at the local level, such as Canada, where 

municipalities in the provinces of Ontario and Nova Scotia have been using internet voting since 2003 and 

2008, respectively.1 

Estonia remains the only country in the world in which any citizen can cast a remote online or mobile 

ballot during elections to their national parliament, to local government councils, or to the parliament of the 

EU – on all the election levels. Estonia became an online voting pioneer in 2005, is now a reference for the 

use of Internet voting technology. During the 2019, 47% of the votes to the European parliament were cast by 

online voters. Mainly because of denial-of-service attacks threats, Estonia maintains its traditional voting 

infrastructure along with the e-voting option. 

4. FUTURE VOTING TECHNOLOGIES 

E-voting is one of the sectors that can be advanced by blockchain technology. The idea of blockchain-

enabled e-voting (BEV) is derived by analogy with the use of the digital assets like Bitcoin with which this 

technology was first introduced (and is the successor to the distributed P2P technologies that are used for a 

longer time). The BEV stipulates that every voter has a wallet - virtual access point that contains user 

credentials. Each voter, analogous to Bitcoin and other virtual currencies, receives one coin representing one 

voting opportunity (Susskind, 2017; Huang et al., 2021). 

The essential benefit of the introduction of the blockchain is that unlike the centralized management and 

verification of voting by the election authorities, voting councils or similar bodies, blockchain technology 

allows decentralization, i.e., the ability to check/verify from multiple places, even from each participant in 

the elections. With the blockchain, each participant actually has an insight into all the votes, the times when 

they occurred, these records cannot be changed, and everyone has access to them.  

The blockchain technique used in the voting process provides increased voting security, and allows for 

greater immediacy: voting takes place on a perhaps more unreliable device - for example a mobile phone 

instead of a polling station, but with similar security.  

5. AI-VOTING (ARTIFICIAL INTELLIGENCE SUPPORTED VOTING) 

Voting assisted by AI-Artificial Intelligence implies 3 directions through which AI would improve the voting 

process: 

- The first direction is to increase the security of voting through algorithms such as face recognition, 

voice, biometric information, handwriting for signature and the like. 

- The second direction implies that in the voting process, a preliminary proposal of a vote is included, 

which the voter would then confirm, based on, for example, analysis of a questionnaire, analysis of 

programs of parties and candidates, previous voting of candidates, etc.  The proposed questionnaire, for 

example, would guide the voter through a sequential question-based algorithm to the proposed vote. In 

this way, the voter is helped to cast his or her vote for the candidate who best meets his or her 

requirements.  

- The third direction implies assistance to AI on the part of the candidates, politicians, parties, with better 

review and adjustment of the demands of the voters, i.e. their programs based on the proposals-analysis 

of the AI are adjusted, and at the same time better target the voters. 

The use of AI in the voting process brings many benefits, improvements and increases the effectiveness 

and democracy of voting (Polonski, 2017), but in addition to the basic technological problems - ensuring 

secrecy and validity, which are similar to electronic and online voting, carries its own risks and ethical 

dilemmas, which should be further analysed and addressed. 

                                                 
1 https://medium.com/edge-elections/which-countries-use-online-voting-3f7300ce2f0 
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6. WEIGHTED VOTING (W-VOTING)  

Weighted voting is a concept-idea proposed by the first author of this paper, and represents an opportunity 

for a step forward in the voting process, supported by technology, towards greater democracy and immediacy 

of this process. 

Weighted voting is based on advanced voting and / or voting with the help of AI. Basically, this technique 

will be based on electronic / internet / blockchain voting with adding weight to each group of voters, i.e., 

voters receive a different weight of their vote depending on the proximity to the voting topic or other criteria. 

In this way, for example, the citizens of the capital can vote for the development of the capital, as well as 

those who do not live in it, but the first should get more weight for their votes because they have a common 

capital with other citizens in the country, but additionally they live in it. 

From the information technology side, in addition to the stated problems and solutions brought by 

electronic, internet and blockchain supported voting in this most advanced type of voting, the voter database 

should be complemented with the database of coefficients that would add or deduct weight to these votes. 

Coefficient databases can experience a rapid increase from 1 to thousands, similar to the growth of, for 

example, Google PageRank technology. 

7. PUTING E-VOTING IN WIDER CONTEXT 

E-voting is considered as a tool for fostering democracy and governance. However, it alone is not sufficient. 

And in reality, it is far from easy to implement it, despite expertise and political will.  

There is no simple recipe.  Many factors should be put in play.  We will briefly mention two – probably 

the most important.  

First, it is the education. Long-term investing in education is probably the first thing to do. Finland is 

probably the best example in Europe for how education changes a society – it raises the living standard; it 

eradicates unemployment and it improves competition. Better education doesn’t come automatically with 

buying computers for every student. The process of education is a complex engagement. For illustration, The 

OECD’s Programme for International Assessment (PISA) evaluates both digital and print reading 

performance. From education in general it is much is easier to go to political education. 

Education is a prerequisite of democracy. As we mentioned before, corruption is linked with less stable 

democracies. 

Second it is fighting the corruption. The fight against corruption must be accompanied with building a 

culture of lawfulness. E-voting without visible accomplishment in these areas is a weak factor of democracy. 

This implies only one thing. E-voting must be a part of a comprehensive development framework. E-voting is 

a concept that should be regarded as a test for digital literacy, culture of lawfulness and success in fight 

against corruption. The advocates of e-voting must be aware of the social and political context in a given 

country, triggering the discussions on corruption and lawfulness. So, even opening a discussion in a 

parliamentary committee, let alone a public debate, is a good sign. It is a sign of a new level of relationship of 

trust between state and citizens. And to put it succinctly, e-voting is all about trust.  

Studies confirms that lower corruption is associated with an increase in the PISA scores across countries. 

Other indicators like access to education, enrolment, and schooling years show that there is significant 

relationship between education quality and corruption (De La Cruz Aquino, 2017). Access to education is 

indispensable for the implementation and sustainability of democracy (Climent, 2006). 

Oelkers (2000), referring to Condorcet, argues that modern society needs active critical citizenship, 

citizens able to exchange arguments in the public arena of politics. The most important virtue in such society 

is civic courage, and this requires education. 

8. CONCLUSION 

The voting process is as old as civilization. It is not stationary, but a process that is constantly evolving and 

improving with the development of technology, social consciousness and democracy. The use of ICT 

technology in the voting process not only finds increasing application, but also becomes crucial and opens 
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many new opportunities for comprehensive development of society. The benefits it brings are obvious. So, it 

is necessary to avoid the potential risks, in order to come up with solutions that will enable its smooth and 

safe use.  

Potential risks are not only malware, hacking, attacks on databases of voters and many others security 

flaws. 

Underdevelopment in key areas of a democratic society should be considered as risk, as well.  

To put it in other words, e-voting enables voting in controlled privacy in private places. That means that 

you vote in privacy of your home on your personal computer. You are voting in privacy and you are not 

threatened or pressurized by another person. Control means that you cannot cast multiple votes, you cannot 

doodle on the e-paper, you cannot vote for another person etc.  E-voting must provide software and security 

systems to prevent misuse or abuse of privacy. In our opinion that is only one side of the story. Control is not 

only surveillance and arresting evildoers. There are many democratic risks of vertical, bureaucratic,  

non-transparent and non-accountable state. E-voting works better in horizontal state with mature culture of 

lawfulness. Culture of lawfulness together with rule of law provide personal freedom (condition that guards a 

person from threats and coercion).  

E-voting should be a test for advanced culture of lawfulness and measure of the success of fight against 

corruption. This claim is backed up with knowledge that countries that apply e-voting have lesser level of 

corruption. As lawfulness is indispensable in fighting corruption, it is indispensable in e-voting systems. 

The main thesis in this study is that there is no e-voting in high corrupt states. And that there is a 

connection between low corruption and developed culture of lawfulness.    

From ostracon to e-voting the main question is the same: how to have good life in a good state with good 

laws. From the answers offered by the Pythagoreans and Plato to today advocates of modern governance it 

has always been about how to organise a state so that we can live together the best way we can.  
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ABSTRACT 

Sustainability is not only understood as a manner to safeguard the environment, but also to fight against injustices and 

inequalities that exist on social and economic level. One of the biggest challenges that exists in social sustainability is t o 
achieve gender equality, as defended by the Sustainable Development Goal (SDG) 5 of the 2030 Agenda. But this is a 
complex challenge and must be addressed from different spheres and fields of knowledge. Artificial Intelligence (AI) has 
proven to be an essential asset in the development of new and innovative technologies. Its development, adoption, and 
constant use by a growing part of the world’s population demonstrates the social impact it entails and the importance of 
also becoming an asset for social sustainability and, in this case especially, for gender equality. 
That is why this study aims to collect the current knowledge about the fields of AI and gender equality, through the 
development of a Systematic Mapping Study (SMS) that identifies the most significant advances in this regard, as well as 

the main gaps that must be covered. The results and findings obtained in this work show the novelty of joint analysis of 
both areas, as well as increasing attention they have received in recent years. Likewise, they also demonstrate the need to 
address specific and urgent issues within gender equality, both in the field of AI and caused by its development. 

KEYWORDS 

Artificial Intelligence, Gender Equality, Social Sustainability, Systematic Mapping Study 

1. INTRODUCTION 

Sustainability has become a key actor for the development and advancement of civilization. However, many 
times it is only interpreted as an environmental characteristic and other perspectives such as social and 
economic sustainability are ignored (Purvis et al., 2019). These three perspectives go hand in hand and must 
be addressed together, since, for example, it is not possible to aim to achieve sustainable development by and 
for the environment if changes are not conducted in society itself to support it. 

According to the findings identified by (Harari, 2018), sustainability and Artificial Intelligence (AI) are 
two of the biggest challenges faced by humanity. From Information Technology (IT), AI has become one of 
the most relevant and innovative fields (Carleton et al., 2020; Menzies, 2019). The unstoppable progress that 
AI is experiencing demonstrates the importance of pursuing AI applications that can help to achieve a 
sustainable development and use in this regard (Nishant et al., 2020; Vinuesa et al., 2020). Thus, it is essential 
to relate both fields and work to achieve sustainability in and by AI. However, the focus has always been on 
the relationship between AI and technology in general with energy/climate neutrality (i.e., environmental 
sustainability) and marginally on its relationship with social and economic sustainability (Becker, 2015). Some 
of these aspects are discussed by (Vinuesa & Sirmacek, 2021). 

Thus, this study aims to shed light into the issue and show the current relationship between AI and social 
sustainability, focusing on gender equality, which is one of the Sustainable Development Goals (SDGs) 
established by the 2030 Agenda (United Nation, 2015) which is having more focus and relevance regarding 
social sustainability (Rosa, 2017). 

Current research shows that women are underrepresented in technology research, practice, and education 
(Albusays et al., 2021). Likewise, gender imbalance in technology has been seen as harming the economy, as 
highlighted by the European Commission when identifying an annual productivity loss of 16 billion Euro for 
the European economy (European Commission, 2018). In the same way, the OECD (Organization for 
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Economic Co-operation and Development) states that “greater inclusion of women in the digital economy and 
increased diversity bring value, both social and economic” (OECD, 2018). 

Therefore, the present literature analysis through a Systematic Mapping Study in the areas of AI and gender 
equality will be useful, since it will allow knowing the latest knowledge and establishing the pillars that will 
guide the development of new and innovative research and ideas in this regard. Thanks to a greater 
understanding of the interplay between AI and gender equality, it will it be possible to understand the changes 
and challenges that exist towards achieving a sustainable development through the SDGs. 

The rest of this study is organized as follows: Section 2 contains the background about 2030 Agenda, gender 
equality, and AI; Section 3 presents the research methodology followed to analyze the state of the art in the 
fields of gender equality and AI; Section 4 shows the results obtained from the analysis performed; Section 5 
discusses the findings, limitations, and implications that have been reached; finally, Section 6 contains the 
conclusions and lines for future work in this regard. Likewise, Appendix A includes the list of primary studies 
selected during the analysis of the state of the art; and Appendix B shows the answers to the established research 
questions from each of these primary studies. 

2. BACKGROUND 

2.1 2030 Agenda & Sustainable Development Goal 5 

The 2030 Agenda (United Nation, 2015) is an initiative promoted and agreed upon by the 193 Member States 
of the United Nations (UN) with the aim to achieve the so-called Sustainable Development Goals (SDGs). This 
includes a total of 17 Goals and 169 Targets that address the three pillars of sustainability (environmental, 
social, and economic) (Purvis et al., 2019), including areas such as climate change, economic inequality, 
innovation, natural resources consumption, peace, and justice, among other priorities. Likewise, for each of the 
Targets there is also a set of indicators that make it possible to measure the progress made in this regard (United 
Nations, 2017). 

Among these SDGs, this study aims to focus on Goal 5 (Gender Equality), one of the Goals belonging to 
the field of social sustainability. The main purpose of this Goal is to “achieve gender equality and empower 
all women and girls”, for which it establishes 9 Targets (United Nation, 2015). 

It is important to highlight that the 2030 Agenda identifies two types of Targets within the SDGs:  
1) “outcome” Targets (i.e., circumstances to be attained), labeled by numbers; and 2) “means of 
implementation” Targets, labeled by lower case letters. 

2.2 Gender Equality & Artificial Intelligence 

In order to achieve gender equality, as defended by SDG 5 of the 2030 Agenda, actions must be conducted in 

all areas of knowledge. AI has proven to be an increasingly important actor in the development of new and 

innovative systems used by all levels of society (Lu et al., 2018). That is why it is vital that the entire life cycle 

of these systems is committed to achieving a better society and, therefore, gender equality must play an 

important role in this regard. 

In general terms, it could be said that the main objective of AI in social sustainability is “the study and 

practice of design, build and use of AI systems with a positive impact on the society”. However, when it comes 

to relating the terms of gender equality and AI, there is no clear criterion or definitions per se. To establish this 
relationship, the definitions and same logic as that used for the terms Green by IT and Green in IT (idea 

proposed in (Erdélyi, 2013)) will be followed, which defend sustainability in and by IT. Thus, in gender 

equality and AI we are faced with two perspectives: 

 Gender by AI: in which AI provides the necessary tools to achieve gender equality through different 

contexts (i.e., AI as an enabler). 

 Gender in AI: in which AI itself produces a negative impact on gender equality (e.g., lack of balance 

during the development of a system) and, therefore, said impact must be reduced (i.e., AI as a producer). 
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3. RESEARCH METHODOLOGY 

A Systematic Mapping Study (SMS) is a research method used to collect, analyze, and categorize existing 

information from a specific context. In the specific case of this study, the guidelines established by 

(Kitchenham, 2007) have been followed, adopting also the lessons learned for the data extraction and analysis 

identified by (Brereton et al., 2007), and considering examples of application of SMSs in Software Engineering 

such as (Petersen et al., 2008). Thus, the characteristics established during the planning stage are shown below, 

as well as how the execution stage was conducted. 

3.1 Planning Stage 

3.1.1 Research Questions 

The main goal of this study is to inspect the current state and existing relationship between the fields of artificial 
intelligence and gender equality. In this way, it is intended to collect and categorize all the information in this 

regard and identify the gaps that exist in order to develop new research proposals. To do this, the research 

questions (RQs) shown in Table 1 have been established. 

Table 1. Research questions 

Research question Motivation 

RQ1. What kind of studies exist on AI and gender equality? Determine the type, number of publications, and trend over 

recent years in relation to AI and gender equality. 

RQ2. What gender equality Targets are addressed in and by 

AI? 

Determine what gender equality Targets are addressed in/by 

AI to identify possible opportunities and threats. 

RQ3. What kind of AI proposals exist to address gender 

equality? 

Determine the AI proposals that exist to address gender 

equality to identify trends and possible gaps in or by AI. 

3.1.2 Search Strategy 

As a strategy for search the relevant studies and information, the Scopus database will be used. To this end, we 

decided to conduct a general search and a search for each of the Targets identified by the SDG 5 of the 2030 

Agenda (United Nation, 2015) (i.e., 10 searches). In this way, specific terms of each Target can be addressed 

in more detail and the identification of studies in this regard is facilitated. Thus, Table 2 shows the search 

strings that will be used. As can be seen, these search strings are divided into two main parts (the two contexts 

within the scope of this study). 

Table 2. Search strings 

Scope Search string 

General (“Artificial Intelligence” OR AI) AND (Gender OR “Women rights” OR “Social sustainability” OR “SDG 5”)  

Target 5.1 (“Artificial Intelligence” OR AI) AND ((Women OR Girls OR Gender) AND Discrimination)  

Target 5.2 (“Artificial Intelligence” OR AI) AND ((Women OR Girls OR Gender) AND (Violence OR Exploitation OR 

Trafficking)) 

Target 5.3 (“Artificial Intelligence” OR AI) AND (((Women OR Girls OR Gender) AND “Harmful practices”) OR ((Child 

OR Early OR Forced) AND Marriage) OR “Genital mutilation”) 

Target 5.4 (“Artificial Intelligence” OR AI) AND (“Care work” OR “Domestic work” OR “Social protection policies” OR 

“Shared responsibility”) 

Target 5.5 (“Artificial Intelligence” OR AI) AND ((Women OR Girls OR Gender) AND (“Equal opportunities” OR 

Participation OR Leadership)) 

Target 5.6 (“Artificial Intelligence” OR AI) AND ((Sexual OR Reproductive) AND (Health OR Rights))  

Target 5.a (“Artificial Intelligence” OR AI) AND ((Women OR Girls OR Gender) AND Equal* AND Rights)  

Target 5.b (“Artificial Intelligence” OR AI) AND ((Women OR Girls) AND Technology)  

Target 5.c (“Artificial Intelligence” OR AI) AND ((Women OR Girls OR Gender) AND (Equal* OR Empower*))  

These search strings will be applied to the title, abstract and keywords of the studies. Likewise, publications 

from 2010 and onwards will be considered, since it has been during the last decade when, mainly, the area of 

gender equality has had its momentum. 

 

ISBN: 978-989-8704-40-5 © 2022

122



3.1.3 Selection Criteria 

All the documents and information collected through the searches will be analyzed considering the title, 
abstract, and keywords of each one. This will determine which studies will be included for a more detailed 
analysis. To do this, on the one hand, those studies that meet the following inclusion criteria will be considered 
for further analysis: 

 I1. Studies in English dealing with AI and gender equality. 
 I2. Studies published between 2010 and 2021 in journals, conferences, and/or workshops, with peer 

review process. 
On the other hand, the studies that meet any of the following exclusion criteria will be automatically 

discarded: 
 E1. Discussion or opinion studies, as well as those that are only available as abstract or presentation. 
 E2. Duplicate studies (in which case will be considered the most complete and recent). 
 E3. Studies whose main contribution is not related to AI and gender equality, or where AI and gender 

equality are not related to each other. 
In the same way, the snowballing effect (Wohlin, 2014) will be followed, so the documents referenced in 

the considered studies will also be evaluated for their possible inclusion. 

3.1.4 Quality Assessment Criteria 

One of the most critical points to obtain representative and relevant results and references for future research 
is the quality assessment of the studies. To do this, the following issues have been established that will be 
analyzed following a scoring system of three values (-1, 0, +1), generating a quality result for each study 
between -4 and +4: 
a. The study presents a detailed description and guidance on how AI can contribute to gender equality. 

Yes (+1); Partially (0); No (-1). 
b. The study validates the proposal or idea that it defends. 

Empirically validated (+1); Theoretically validated (0); Not validated (-1). 
c. The study has been published in a relevant journal1/conference2. 

High ranking (+1); Medium ranking (0); Low ranking or not indexed (-1). 
d. The study has been cited by other authors in publications. 

More than five cites (+1); Between one and four cites or recently published in 2021 (0); Not cited (-1). 

3.1.5 Data Extraction 

A series of answers have been established for each of the research questions (as shown in Table 3). In this way, 
the same data extraction criteria will be applied to all studies, facilitating their analysis and categorization. 

Table 3. Classification schema 

Research question Answers 

RQ1. What kind of studies exist on AI and gender equality?* a. State of the art analysis 

b. Proposal 

c. Validation 

d. Others 

RQ2. What gender equality Targets are addressed in and by 

AI?** 

a. Target 5.1 

b. Target 5.2 

c. Target 5.3 

d. Target 5.4 

e. Target 5.5 

f. Target 5.6 

g. Target 5.a 

h. Target 5.b 

i. Target 5.c 

RQ3. What kind of AI proposals exist to address gender 

equality? 

a. Gender by AI 

b. Gender in AI 

*The answers to RQ1 follow the idea of the example of (Petersen et al., 2008). 

**The answers to RQ2 have their origin in the Targets of the SDG 5 from the 2030 Agenda (United Nation, 2015). 

3.1.6 Synthesis Methods 

A both quantitative and qualitative synthesis of data will be conducted related to the answers to the research 
questions and the quality evaluations performed, respectively. These syntheses will be represented by tables 
and/or graphs with the results in a matter of numbers and/or percentages, as well as bubble plots to analyze 
how the research questions are related through their answers. 

                                                
1 Following the Journal Citation Reports (JCR): https://jcr.clarivate.com/ 
2 Following the GII-GRIN-SCIE Conference Rating: https://scie.lcc.uma.es/ 
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3.2 Execution Stage 

In order to apply the protocol established during the planning stage, three main phases have been followed 
during the execution stage: 

 First phase. Based on the identification of potential studies. To do this, first, after performing the 10 
searches applying the search strings (cf. Table 2) on the Scopus database, 3,558 studies were obtained. 
Then, the selection criteria were applied to these studies, considering the abstract of each one, and 169 
potential studies were obtained. 

 Second phase. Oriented to the identification of primary studies, by means of which the selection criteria 
were applied again, but this time on the complete content of each of the 169 potential studies. As a 
result, 29 primary studies were obtained. 

 Third phase. This last phase is dedicated to the compilation of results, for which the characterization 
of the primary studies was performed through the answers to the research questions and the obtaining 
of the main findings, as well as the quality assessment of said studies. 

4. RESULTS 

The general results obtained after the execution of the SMS are shown below, answering each of the established 
research questions. It is important to highlight that, related to these results, Appendix A includes the list of 
references of primary studies, while Appendix B contains a summary table with the mapping of the answers to 
the research questions of each of these primary studies. 

4.1 RQ1. What Kind of Studies Exist on AI and Gender Equality? 

The main objective of this RQ is based on identifying the type of studies that currently exist in AI and gender 
equality. In this way, it is possible to determine which are the most relevant studies when, e.g., conducting a 
new proposal in this regard or considering a specific proposal that is validated for the application of a case. 

Our results (represented in Figure 1) show that about 24% of the studies found (S05, S08, S09, S11, S17, 
S18, and S21) are based on or contain some analysis of the state of the art on the field that concerns us. 

Likewise, 69% of the studies (20 in total) deal with specific proposals to address gender equality from some 
point in and by AI. However, of all these proposals only 11 are validated by some empirical case (S01, S02, 
S04, S10, S13, S16, S22, S23, S27, S28, and S29). 

It is also important to highlight 2 studies (S03 and S06), which are based on experiments aimed at assessing 
the impact of gender in and by AI. 

Finally, related to this research question, it is also important to analyze the evolution of the studies over the 
last few years. Figure 2 shows how this progression has been, through which it can be seen that mainly in the 
last 2 years there has been a boom in publications in this regard. This is because it is in recent years when more 
efforts are beginning to be made to achieve the objectives of the 2030 Agenda (United Nation, 2015). 

 
 

  

Figure 1. Results for the RQ1 (percentage of studies in 
each of the four categories) 

Figure 2. Evolution of the number of publications on 
gender equality and AI in recent years 
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4.2 RQ2. What Gender Equality Targets are Addressed in and by AI? 

This research question is the main one of the present study, since its objective is to analyze and map the studies 

according to the Target(s) of the SDG 5 from the 2030 Agenda (United Nation, 2015) that address. In this way, 

it is possible to identify which are the Targets that are usually dealt with in and by AI, as well as the possible 

Targets that are not yet covered and need development in this regard. 

From the results obtained (represented in Figure 3), there are only studies that address 5 of the 9 Targets 

established. Targets 5.3, 5.4, 5.5, and 5.a are not covered in any of the studies, so there is no evidence on 

possible developments in AI that address gender equality in the specific contexts of these Targets (it will be 
discussed later in detail). 

Regarding the Targets that are covered, Target 5.1 is the one with the most development in the AI area, 

since 52% of the studies (15 in total) base their objective on addressing the context of this one. Likewise, 

following a decreasing order, Target 5.2 is found in 34% of the studies (10), Target 5.6 in 17% (5), Target 5.b 

in 17% (5), and Target 5.c in 7% (2). 

 

Figure 3. Results for the RQ2 (percentage of studies addressing each of the Targets within SDG 5) 

4.3 RQ3. What Kind of AI Proposals Exist to Address Gender Equality? 

The last of the research questions is focused on knowing the studies that are oriented both to achieve gender 

equality in different areas through the use of AI (Gender by AI) and to implement measures that help achieve 

better gender equality issues in AI itself (Gender in AI). In this regard, the results show equality in both 

perspectives, since 18 studies deal with Gender by AI and 13 with Gender in AI. 
First, the studies S01, S02, S03, S04, S05, S06, S07, S10, S12, S13, S14, S15, S16, S23, S24, S25, S26, 

and S29 include some proposal or characteristics related to the context of Gender by AI. Second, Gender in AI 

is addressed in the studies S03, S05, S08, S09, S11, S17, S18, S19, S20, S21, S22, S27, and S28. And, finally, 

it should be noted that the studies S03 and S05 consider both perspectives. 

Thus, 62% of the studies are framed in the perspective of Green by AI, while 45% deal with Green in AI. 

5. DISCUSSION 

5.1 Principal Findings 

The main objective of this study is based on knowing the state of the art and the current relationship between 
gender equality and AI. In this way, it is intended to identify important aspects and gaps that help to develop 

new innovative ideas in this regard. After analyzing the results, the following observations can be made: 

 Focus on Gender by AI. Although there is a high level of equality in the number of studies that deal 
with Gender by AI and Gender in AI, in recent years the main focus has been the development of studies 
related to Gender by AI. This could be due to the greater ease of developing a specific technology to 
address an aspect related to gender equality (such as, e.g., an AI device that detects dangerous situations 
for women) than, e.g., change the business/management processes that guide organizations when 
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developing new AI proposals so that they follow a set of best practices that respect gender equality. 
Undoubtedly, the latter is more complicated, because it is not only necessary to understand both fields 
to develop useful and applicable best practices for most contexts, but also a high number of practical 
cases and the involvement of external actors who allow validation of these practices are needed. 
Therefore, the fact that the focus is currently on Gender by AI is an issue that can generate a lot of 
controversy, since the “cart is being put before the horse” and the question arises as to whether AI 
proposals that help gender equality can actually be developed, when in AI itself and in all the processes 
that surround it (i.e., the basis) there is no such equality. 

 Inequality when dealing with the Targets. It is a normal result that there is a difference in the number 
of studies when addressing different contexts, but, in this case, the difference is quite large. To improve 
understanding, we can talk about three groups: 
o Advanced development: the Target 5.1 is the only one in this group, since it is the most addressed 

by the studies found. This is because it is a fairly general Target whose objective is “end all forms 
of discrimination against all women and girls everywhere” (United Nation, 2015). In general terms, 
the main purpose of SDG 5 of the 2030 Agenda is the one that defines this Target and that is why 
most studies tend to focus on it. However, we must not forget that there are other Targets with more 
specific purposes and that they must be addressed urgently. 

o Medium development: the Targets 5.2, 5.6, 5.b, and 5.c are found in this group. It is always relevant 
to find evidence that supports, in this case, the specific context of each of the Targets. However, the 
evidence is quite scarce, and it is necessary to continue developing new ideas, as well as improving 
the current ones. From a practical point of view, following the evidence found, these Targets can be 
addressed in a simple way in and by AI. For example, Target 5.2 aims to “eliminate all forms of 
violence against all women and girls in the public and private spheres, including trafficking and 
sexual and other types of exploitation” (United Nation, 2015), which has been shown to be easily 
addressed through specific AI proposals that analyze various situations to identify potential dangers 
affecting the integrity of women and girls. We are on the right path, but we must not get lost and 
continue dedicating efforts to develop proposals in and by AI in these Targets. 

o Null development: the Targets 5.3, 5.4, 5.5, and 5.a are not addressed by any study. This may be due 
to the difficulty of identifying an idea in and/or by the AI that effectively and efficiently addresses 
the specific contexts of these Targets. For example, regarding the Target 5.3 (“eliminate all harmful 
practices, such as child, early and forced marriage and female genital mutilation” (United Nation, 
2015)), it is difficult to understand that AI can do something about it, since it deals with behaviors 
rooted in certain cultures and the application field of AI may not be sufficient to adequately address 
such a cultural change. However, the Target 5.a (“undertake reforms to give women equal rights to 
economic resources, as well as access to ownership and control over land and other forms of 
property, financial services, inheritance and natural resources, in accordance with national laws” 
(United Nation, 2015)) can be applied in the field of AI through, e.g., systems that analyze the 
profiles of certain candidates for obtaining economic resources of different kinds, without any type 
of bias related to the gender of each person. For this reason, all the Targets of the SDG 5 from the 
2030 Agenda are equally important, but it is necessary and transcendental to guide and begin to 
dedicate efforts to develop these Targets that have not yet been explored, in order to propose ideas 
in and by AI that allow progress in gender equality in this regard. 

 Low number of practical cases. When developing a proposal, it is essential to conduct practical cases 
that validate it and demonstrate its applicability, quality, effectiveness, and efficiency when addressing 
the objective for which it was developed. However, of the 20 proposals identified through the SMS, 
only 11 (i.e., 55%) have been validated. This supposes a too low number of validated proposals, since 
all or the vast majority should have been applied in some practical case, showing that they are complete 
and serious proposals. For this reason, it is extremely important that any development conducted in 
and/or by AI to, in this case, address some Target(s) of SDG 5 from the 2030 Agenda, be accompanied 
by a practical application and validation. 

 Lack of joint development of both fields. Although there is evidence on the development of ideas in 
and by AI to address the specific context of gender equality, there is very little. This, together with the 
analysis of the progression of publications over the last few years, demonstrates the novelty of this field 
and the growing interest in conducting new research in this regard. It is very important to closely follow 
this progression, as well as analyze the new studies that arise and develop new ideas that contribute to 
this research field so important and necessary to achieve gender equality, improving the field of social 
sustainability and complying with the provisions of the 2030 Agenda. 
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5.2 Limitations 

Although an attempt has been made to design this study to avoid or mitigate the possible limitations (such as 

the case of performing a general search and 9 searches for each of the Targets, with the aim to find studies with 

very specific terminology for certain contexts), there are always limitations that can affect when identifying 

and analyzing results and findings. 

It should not be forgotten that the present analysis comes from the perspective of the authors and may not 

be interpreted in the same way by other researchers or professionals in the field. Likewise, it is possible that 

certain literature on the field has been overlooked, or even that some more recent evidence on the studies found 
has not yet been published at the time of the SMS execution. Consequently, to mitigate the risks in this regard, 

several authors analyzed and interpreted the data and results obtained here, contributed to the final consensus, 

thus reducing the bias among each other. 

5.3 Implications 

The development of this study has a high implication and significance for the fields in which it is found. As 

has been shown, there are few studies that put the fields of AI and gender equality in common. Thus, thanks to 

this study, not only the state of the art in this regard is identified, but also the gaps and possible lines of research 

that improve existing studies or that address new and innovative ideas not considered until now. 

In section “0 5.1 Principal FINDINGS” a discussion has been conducted in which different lines of future 

work/research are identified. These can be used by researchers who are in the fields of AI, IT in general, gender 

equality and social sustainability. Therefore, this study is a necessary starting point and the demonstration of 

the importance of the fields that concern us, which will attract new researchers and professionals to the 

development of new proposals with the goal of achieving gender equality in and by AI. 

6. CONCLUSIONS AND FUTURE WORK 

The increasing use of technology and AI by a wide range of people around the world shows that they must be 

driven by and for the whole of society, avoiding gender, culture, religion, and other kinds of discrimination. 

However, women and other vulnerable and discriminated minorities are underrepresented in this regard and 

the progress to get around this situation is slow and scant (Adams & Khomh, 2020; Albusays et al., 2021). 

That is why this study is focused on analyzing the state of the art in the fields of AI and gender equality. 

On the one hand, AI is becoming a fundamental field for the development of new and innovative technologies, 
so it is vital that it represents a positive asset for sustainability (Harari, 2018; Nishant, 2020). On the other 

hand, gender equality must be addressed in all fields without exception, and, above all, it needs a boost with 

new ideas and proposals in the field of technology and AI (European Commission, 2018; OECD, 2018). 

Through the results presented here, not only the current status in this regard has been identified, but also a 

series of problems and gaps that must be addressed. The novelty of this work has been demonstrated, due to 

the small number of studies in this area, as well as the large increase in studies and the growing importance 

that these fields are taking in recent years. Therefore, it is necessary to continue with this momentum and 

address the gaps that exist by developing proposals and empirical validations that cover the different specific 

contexts of the Targets identified by the SDG 5 of the 2030 Agenda (United Nation, 2015) both in and by AI. 

Thus, as future work, we are conducting new studies on gender equality in different areas related to 

technology, such as IT processes and entrepreneurship in the IT sector, in order to identify different points of 

view and links that help together to develop new and better proposals to address gender equality in this regard. 
Likewise, we also intend to develop a framework of best practices that establish the bases for the development, 

validation, evaluation, and improvement of proposals for both Gender by AI and Gender in AI. In this way, we 

want to facilitate and promote these fields both at the research and professional level in organizations. 

A society unable to change will not generate any progress. Let us be the change our society needs, 

promoting new and inclusive ideas for all humankind. 
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APPENDIX B. PRIMARY STUDIES MAPPING 

Table 5. Primary studies mapping 

ID 
RQ1 RQ2 RQ3 Quality 

score a b c d a b c d e f g h i a b 

S01  X X   X        X  +1 

S02  X X  X       X  X  +3 

S03    X X X      X  X X +4 

S04  X X   X        X  +2 

S05 X    X       X X X X +1 

S06    X X         X  +3 

S07  X        X    X  +2 

S08 X    X     X     X +3 

S09 X    X       X   X +1 

S10  X X  X         X  +3 

S11 X    X          X +2 

S12  X    X        X  0 

S13  X X   X        X  +3 

S14  X    X        X  0 

S15  X    X        X  +1 

S16  X X       X    X  +2 

S17 X    X          X +3 

S18 X    X        X  X +3 

S19  X   X          X +3 

S20  X   X          X +1 

S21 X    X          X +1 

S22  X X  X          X +3 

S23  X X       X    X  +3 

S24  X    X        X  +3 

S25  X    X        X  +3 

S26  X    X        X  +3 

S27  X X  X          X +4 

S28  X X         X   X +4 

S29  X X       X    X  +4 
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PSYCHOLOGICAL TRAIT SCORING 
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ABSTRACT 

Phishing emails exhibit some unique psychological traits which are not present in legitimate emails. From empirical 
analysis and previous research, we find three psychological traits most dominant in Phishing emails – A Sense of 

Urgency, Inducing Fear by Threatening, and Enticement with Desire. We manually label 10% of all phishing emails 
in our training dataset for these three traits. We leverage that knowledge by training BERT, Sentence-BERT (SBERT), and 

Character-level-CNN models and capturing the nuances via the last layers that form the Phishing Psychological Trait 

(PPT) scores. For the phishing email detection task, we use the pretrained BERT and SBERT model, and concatenate the 
PPT scores to feed into a fully-connected neural network model. Our results show that the addition of PPT scores improves 
the model performance significantly, thus indicating the effectiveness of PPT scores in capturing the psychological nuances. 
Furthermore, to mitigate the effect of the imbalanced training dataset, we use the GPT-2 model to generate phishing emails 
(Radford et al., 2019. Our best model outperforms the current State-of-the-Art (SOTA) model's F1-score by 4.54%. 
Additionally, our analysis of individual PPTs suggests that Fear provides the strongest cue in detecting phishing emails.  

KEYWORDS 

Phishing, Email, BERT, Psychology 

1. INTRODUCTION 

Phishing is a technique used in electronic messaging to deceive the reader, where the phisher camouflages the 

message with a legitimate facade to access sensitive information or monetary gain (Vishwanath et al., 2011; 

Bose and Leung 2009). As the phishers prey on the vulnerability of the users, they often persuade people to 

take on some actions which may lead to undesirable consequences. Phishing attacks increased significantly in 

recent years and although researchers exploited several Natural Language Processing and Machine Learning 
techniques to detect phishing emails, the phishers evolved over time, making it harder to detect phishing emails 

(Almomani et al., 2013; Khonji, Iraqi, and Jones, 2013; FBI, 2021).  Hence, phishing email detection systems 

must be smart enough to cope with the evolving nature of phishing techniques. In this work, we propose that 

all phishing emails exhibit some unique psychological traits, and detection of these traits can play a significant 

role in improving phishing vs. legitimate email classification.  

Researchers analyzed the phishing attack from psychological perspectives, such as how persuasion is 

conducted (Akbar, 2014; Cialdini, 2001), the human factors in phishing attack (Stajano and Wilson, 2011; 

Jakobsson, 2007), and psychological mechanism in the effectiveness of phishing attacks (Luo et al., 2013). 

Research suggests that phishing messages often exhibit psychological cues, which can be crucial for their 

successful detection (Jones et al., 2019; Jakobsson, 2007). However, the current research is not adequate to 

quantify psychological traits expressed through the body of text. Consequently, how these traits play into 

detecting phishing emails is still an unexplored area of research. Nevertheless, for a smart detection of phishing 
emails, it is of immense importance to incorporate psychological attributes of the email’s text, along with the 

linguistic model. We define Phishing Psychological Traits (PPT) as the psychological attributes evident in 

phishing emails. We claim that three major psychological attributes are evident in the phishing emails–based 

on whether the email sounds rushed (a Sense of Urgency), if the email induces fear (Inducing Fear by 

Threatening), and if there is an enticement through that email (Enticement with Desire). These traits can appear 

standalone or with a combination of any two and even three.  
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In this research, we capture the psychological traits by modeling a BERT, Sentence-BERT (SBERT) and 

Char-CNN network (Devlin et al., 2019; Reimers and Gurevych, 2019; Zhang, Zhao, and LeCun, 2015). We 

use these models to compute the softmax probability score (PPT score) for every phishing and legitimate 

emails. Next, we use pretrained BERT and SBERT model to find the feature-embedding (768-D) from text and 
concatenate the PPT scores with these embeddings. The concatenated features are fed to a fully-connected 

neural network to predict the email being phishing or legitimate. Our best performing model achieves the  

F1-score of 88.04%, which outperforms the current SOTA by 4.54%. We also observe a significant 

improvement of F1- score by up to 2.62% for the PPT-based model over the PPT-less model. The key to the 

consistent performance improvement is the PPT scores which provide reliable and unique cues by capturing 

the subtlety of psychological aspect expressed in the emails.  

The novelty of this research is that our work is the first one to quantify the underlying psychological cues 

and leverage them for phishing email detection. We further investigate how the PPT scores help boosting the 

classification performance by providing t-SNE-based visualization (van der Maaten and Hinton, 2008). 

Furthermore, we analyze the contribution of individual PPT score and effectiveness of PPT scores in  

low-training-data situations. Our research provides important insights into the unique psychological attributes 
of phishing emails, which can create a new research direction in the phishing email detection paradigm. 

2. RELATED WORKS 

Phishing emails have been adversely affecting the internet world since 1996 (Salloum et al., 2021). Different 

NLP techniques were used to extract semantic, syntactic and contextual features which played important role 

for phishing detection along with classical machine learning techniques (Cui et al., 2020; Verma and Hossain, 
2013; Park and Taylor, 2015; Blanzieri and Bryl, 2009; Gansterer and Pölz, 2009; Feng et al., 2016). However, 

the evolving nature of phishing emails entails more sophisticated techniques as often they do not contain the 

malicious code or word choices of known attacks (Lee, Saxe, and Harang, 2020a).  The transformer-based 

models and their variants proved to have superiority over the traditional deep learning models mostly due to 

their transfer learning capabilities and they were successfully used in many deceptive text detection tasks 

(Vaswani et al., 2017; Shahriar et al., 2021). Lee et al. proposed a BERT-based phishing email detection model 

where they pruned half of the transformer blocks to better capture the semantics (Lee, Saxe, and Harang, 

2020b). However, none of these works consider the unique psychological aspect of phishing emails, that can 

provide useful features to detect them. Naidoo suggested the urgency to be a dominant psychological feature 

in phishing email, but an ML-based automatic detection strategy is not present in their work (Naidoo, 2015). 

We address these research gaps by leveraging the context embedding of the BERT and SBERT model and 
using the psychological traits to detect phishing emails. 

3. METHODOLOGY 

Figure 1 explains the whole process in brief. We start by selecting 10% of the phishing emails and manually 

label them as 1 or 0 based on the presence of each PPTs. Next, we train a BERT, SBERT and Char-CNN model 
for each PPTs and use the trained model to compute the PPT scores of all emails. We concatenate these PPT 

scores with the fine-tuned BERT model and pretrained SBERT model and feed them to a Deep Neural Net 

model to detect the phishing email. 
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Figure 1. The complete flow diagram for phishing email detection using Phishing Psychological Traits (PPT) 

3.1 Phishing Psychological Traits (PPT) 

We claim that one or more persuasion strategies are implemented with the psychological traits expressed in the 

text. PPTs work as a broader umbrella and all phishing emails exhibit one or more of these PPTs. 

3.1.1 A Sense of Urgency 

One of the crucial characteristics of many phishing messages is the expression of urgency. Having a time 

constraint can induce stress in the readers’ mind even if they are capable to do so within the stated time 

(Ordonez and Benson III, 1997). The phishing emails often urge the reader to take some action with 

promptness, thus reducing the time for the reader to reason or report (Aggarwal, Kumar, and Sudarsan, 2014). 

Additionally, it can induce impulsive behavior in the recipient that can lead to an error of judgment (Cui et al., 

2020). Therefore, it is imperative to detect urgency from an email. We observe that urgency expressed in the 

phishing messages are direct and expressive, as the attackers want to maximize the possibility of a reader’s 

response. 

3.1.2 Inducing Fear by Threatening 

Research shows that Fear by threatening is one of the most frequently exploited emotional trigger by the 

attackers (Sharma and Bashir, 2020, Halevi, Lewis, and Memon, 2013; Ferreira and Lenzini, 2015).  The threat 

can be of many forms, for example, being locked out or blocked from one’s account, losing access to 

information, getting hacked, stealing information, stealing currency, and individually targeted attack (Wang et 

al., 2012). Notably, Bitaab et al. stated that during the COVID-19 pandemic, the readers’ fear is exploited by 

the attackers, which led to a high increase of phishing attacks (Bitaab et al., 2021). Hence it is evident that a 

direct or indirect threat can be a significant cue of phishing emails. 

3.1.3 Enticement with Desire 

Phishing email often lures by enticing the readers’ personality trait of openness that can make them to be greedy 

and curious which can result in getting phished (Ding et al., 2015; Halevi, Lewis, and Memon, 2013). Phishing 

emails often contain a lucrative financial reward in exchange for clicking on some links, providing personal 

details or credit card information, and so on. Stajano and Wilson maintained that “Need and Greed” is one of 

the seven basic principles of scams, where people can be a victim of a lottery scam or a sexy swindler (Stajano 

and Wilson, 2011). Hence, the enticement with greed or curiosity can be an important signal of phishing emails.  
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3.2 Experimental Setup 

To obtain the PPT scores of all emails, we train three models for each of the PPTs – BERT, SBERT and  

Char-CNN. We split all the manually-labeled-PPT emails in 80% for training and 20% for validation and repeat 

the experiments for three different splits. For the training of phishing email detection task, we use the BERT 

and SBERT model and apply the same train-validation split. We find the best set of hyperparameters by 

observing the performance on the validation set. 

4. DATASET 

The dataset we used was provided in the Anti-Phishing Pilot at ACM IWSPA 2018 (Verma, Zeng, and Faridi, 

2019). Our test data size is 4300, from the first shared task, where emails are provided without the headers 

(IWSPA_NH). The IWSPA_NH training set has 5092 legitimate and 629 phishing emails. We also added 4082 

legit, 503 phish emails from the IWSPA header-added dataset (IWSPA_H). Additionally, to examine how our 

trained model performs on other datasets, we curated a new small dataset called UNIV_Phish, containing 326 
emails. We collected 163 phishing email from three different university websites: 72 emails from Stanford 

University, 68 from Lehigh University and 23 from University of Washington. We also added 163 emails from 

Enron “ham” emails. Notably, we made sure, none of these emails appeared in the IWSPA training set. 

5. RESULT AND DISCUSSION 

We hypothesize that when we add the PPTs along with the language model, the performance of phishing email 
detection improves. Therefore, we first need to find the PPT scores for all emails and then use these scores to 

detect phishing emails. 

5.1 Detection of Phishing Psychological Traits 

The randomly selected phishing emails are labeled by one of the authors as 1 or 0 for each PPTs. We find 
82.54% emails are labeled as Urgent, where 71.42% emails are labeled as both Urgent and Fear. Only 4.76% 

emails exhibit all the three traits. We use BERT, SBERT, and Char-CNN to train on the manually labeled 

emails. Then, we make prediction on rest of the email using these models’ last softmax layer and use the 

softmax output as PPT score. 

Figure 2 depicts the distribution of BERT-based PPT scores in phishing vs legitimate emails. We observe 

that the PPT scores create distinguishable clouds for phishing and legitimate emails in Figure 2(a). Figure 2(b) 

shows the kernel density plot of individual PPTs, which represents the continuous probability density curve 

for these traits. For Sense of Urgency and Fear by Threatening, we observe a high density of Phishing emails 

on the right side of the curve which indicates the high probability of urgency and fear in the phishing emails. 

However, contrary to our intuition, phishing emails have a lower probability in the Desire score than the 

legitimate emails. One reason could be the lack of phishing emails in our dataset with this trait, which may 
have caused the failure to capture the Desire trait in the emails.  

We explore how different words are related to the three PPTs. We observe “immediately”, and “soon” are 

two most recurring adverbs in the Urgent-labeled emails. The Desire-labeled emails are mostly the offers of a 

free upgrade of some subscriptions. However, since the main goal of phishing emails is to persuade the user to 

take some action by clicking on a phishing link, we observe the words “link” and “click” frequently in all the 

phishing emails. 
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Figure 2. (a) 3-dimensional plot of PPT scores for BERT. (b) Kernel Density Estimation (KDE) plot of BERT-based PPT 
Score for Sense of Urgency (c) KDE plot Fear by Threatening (d) KDE plot for Enticement with Desire 

5.2 Phishing Email Detection 

From Table 1, we observe that, for every case, the performance improves when PPT scores are added to the 

training process. While trained on IWSPA_NH training data for the BERT model, we found that adding the 

PPTs improves the accuracy by 0.70% and F1-score significantly by 2.62% (p-value=0.04). We find the same 

trend for SBERT model as well. Adding the psychological traits improves the accuracy by 1.31% and F1-score 

by 1.34%. 

Next, we added the additional training data for IWSPA with header information (IWSPA_H). The 

additional training data helps improve the performance. However, adding the PPTs again improves the 

performance. For BERT model, the improvement is by 0.63% in accuracy and 2.19% (p-value=0.03) in  
F1-score. Similarly, for the SBERT model, F1-score has a significant improvement of 2.50% (P-value=0.02). 

It may be noted that the current SOTA F1-score for this test set is 83.5%. Adding the PPTs with IWSPA_NH 

and IWSPA_H training data, we outperform the current SOTA (85.16% for BERT and 83.88% for SBERT). 

A major challenge in our task is the lack of training data in the phishing email category due to the 

corporations being reluctant and individuals being ashamed to share such sensitive data (Aassal et al., 2018). 

In order to balance the training dataset, we tried different approaches like SMOTE (Chawla et al., 2002),  

cost-sensitive learning methods (Thai-Nghe, Gantner, and Schmidt-Thieme, 2010), and the addition of  

GPT- 2-generated phishing emails (Radford et al., 2019). However, we did not find any performance 

improvement for the first two. For GPT-2, we observe the performance boost for BERT models by 1.02% in 

accuracy and 3.59% in F1-score. When we added the psychological trait features with GPT- 2-generated 

emails, it also improved the accuracy by 0.45%, and F1-score by 1.38% .  
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Table 1. Performance of the IWSPA test set and UNIV_Phish dataset while trained on different training data. We observe 
the best performance is found when we use IWSPA header-less, header-added data, GPT-2-generated phishing emails, 

and PPT features added with the BERT model 

 BERT BERT + PPT SBERT SBERT + PPT 

Tested 

On 

Training Data Acc 

(%) 

F1 

(%) 

Acc 

(%) 

F1 

(%) 

Acc 

(%) 

F1 

(%) 

Acc 

(%) 

F1 

(%) 

 
IWSPA 
Test set  

IWSPA_NH 95.11 79.34 95.81 81.96 95.39 79.29 95.70 80.63 

IWSPA_NH + IWSPA_H 96.00 83.07 96.63 85.61 96.23 81.38 96.54 83.88 

IWSPA_NH+IWSPA_H+GPT2 97.02 86.66 97.47 88.04 94.32 77.19 95.04 79.41 

 
UNIV_ 
Phish 

IWSPA_NH 85.27 84.71 86.81 85.61 81.29 79.38 82.82 80.70 

IWSPA_NH + IWSPA_H 86.50 85.23 87.11 86.17 82.21 80.01 83.74 82.15 

IWSPA_NH+IWSPA_H+GPT2 87.42 86.98 88.03 87.77 80.06 76.63 82.82 80.55 

 

However, contrary to the BERT model, the addition of GPT-2 generated data created a significant decline 

in the SBERT performance. The reason could be the poor coherence of some of the generated data. While for 

the BERT model, we use the output from the [cls] token, SBERT uses a pooling strategy, leading to poor 

sentence embedding of non-coherent texts. Additionally, as suggested in Reimers and Gurveych (Reimers and 

Gurevych, 2019), since SBERT cannot be used to update all the internal layers of BERT architecture, it may 

not be well suited for transfer learning.  
We further test our model performance on UNIV_Phish dataset. From Table 1, we observe that added PPT 

improves the performance up to 4.02% in F1-score. We also observe the similar performance boost with added 

IWSPA_H set (up to 1.45%) and added GPT-2-generated email set (up to 1.75%). Hence, the performance of 

UNIV_Phish dataset further strengthens our model validity. 

Next, we analyze the embedding representation of the emails using t-SNE plot (Maaten and Hinton, 2008). 

Figure 3 shows that the cloud of misclassified samples is mainly in the overlapped region of phishing and 

legitimate emails, which indicates the lack of better embedding representation of these emails. However, we 

observe that the distance between the center of phishing email and the legitimate email cloud increased by 

adding the PPTs by 9.56%, and 15.29% using Euclidean and Manhattan distance, respectively. Thus, the 

addition of psychological traits seems to improve the embedding representation. 

 

 
(a)  

 
(b) 

Figure 3. t-SNE representation of Phishing and Legitimate email with (a) BERT-based feature only (b) BERT-based + 
Phishing Psychological Trait features. The figure shows the misclassification zones in blue 

We further examine the effectiveness of the Phishing Psychological Traits model by ablation experiments 

(Meyes et al. 2019). From Figure 4 (a), we observe that the performance decreases the most, when we remove 

the Urgency trait (0.91% in F1-score, 1.01% in accuracy), followed by the Fear trait (0.88% in F1-score, 0.99% 

in accuracy). Desire had the least effect on performance (0.60% in F1-score and 0.71% in accuracy), which is 

consistent with our previous analysis.  
Finally, we vary the training data proportion to examine the effect of PPT when we have a small amount of 

training data. Figure 4(b) shows that while with 100% training data, PPT scores improve the F1-score by 

2.62%, with only 20% training data, the F1-score improvement is by 3.94% indicating the effectiveness of 

PPTs even with insufficient training data. Figure 4(b) also demonstrates the effect of adding PPTs individually. 

We observe that as a standalone PPT, Fear by Threatening has a better impact on performance than the others. 

Nevertheless, the three PPTs combined provide the best cue for detecting phishing emails. 
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Figure 4. (a) Decline in performance after dropping the PPTs one at a time (b) Performance in test data at varying 
proportion of training data 

6. CONCLUSION 

Quantifying the psychological traits of an email can provide key signals which help improve the phishing email 

detection performance. In this paper, we define, analyze, and quantify the PPTs that can successfully capture 

the nuances of an email’s intent and show promising results. Hence, our work may provide potential research 

direction to win the battle against evolving nature of phishing. However, we still have limitations and room for 

further improvement. First, we will obtain ground truth for the PPTs by labeling them with multiple human 

raters enabling us to measure the kappa statistics for testing inter-rater reliability, which in turn can provide a 

more accurate estimation of PPTs. Second, further research might be required to understand the flow of 
psychological traits in conversational turns to detect more organized phishing than single email-based phishing. 

Finally, an investigation of how the individual PPTs contribute to forming a phishing email can provide 

valuable insight that can be utilized for more efficient phishing email detection. 
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ABSTRACT 

The Secondary Use Act came into effect in Finland in 2019. It created a national authority, Findata, as the only authority 

in Finland which can authorize the use of clinical patient information for academic and other users. This has both advantages 

and disadvantages. When a researcher requests clinical information all the requests go through a single authority and data 

from more than one register can be requested with a single application. In this article we discuss the advantages and 

disadvantages of this health care research jurisdiction and compare the Finnish model to the systems in use in other Nordic 

countries. We also describe the possibilities and limitations this poses to modern data sharing paradigms.  

KEYWORDS 

Health Information Exchange, Electronic Health Record, Findata, Federated Learning, Common Data Model 

1. INTRODUCTION 

Comprehensive electronic health registers have been used in Finland for over 20 years. The health care system 

is funded and organized publicly through 20 hospital districts. Specialized health care is divided into 5 regions. 

These regions each have a comprehensive electronic health record system for tertiary care which includes 

almost the whole population. 

Recently there have been many initiatives aiming at improving the use of clinical health data for research 

(Kuiper et al. 2015). The Finnish biobank act came into effect in 2013, after which 8 biobanks have been 

founded. There also exists a central biobank organization, FinBB, which can combine samples, data and even 

genetic information requests from several biobanks (FinBB 2022). For the past 10 years, biobanks have made 

it easier to share patient samples and associated data both to academic research groups and pharmaceutical 

companies. The benefit regarding the older system with specially recruited patients is that biobanks use a 

protocol where a patient signs a single consent and all of his/her present and future samples and data can be 

shared many times. The consent can be withdrawn at any time. A recent article reported a process of combining 

data from 3 biobanks in a pharmacogenomic retrospective study with 7000 individuals. Collecting the data 

took 16 months (Lähteenmäki et al. 2021). 

A further development was the act on the Secondary Use of Health and Social Data which came into effect 

on 1.5.2019 (The Ministry of Health and Social Services 2019). The act aims at creating a unified system for 

granting access to researchers and pharmaceutical companies to patient data which has been recorded in 

hospitals for clinical use. An authority, Findata, was created. The researchers can apply for a dataset gathered 

from many sources, e.g. several hospital districts or other register owners. See Table 1 for data providers. 

Findata gathers the data and places it in a secure server. The individual-level data cannot be downloaded, but 

it can be analyzed using standard software and the aggregated results can be downloaded after an administrator 

has checked that the requested dataset follows the information security rules. 

 

 

 

 

ISBN: 978-989-8704-40-5 © 2022

140



Table 1. Register owners in Finland accessible through Findata (Findata register owners 2022) 

Finnish Centre for Pensions 

Regional State Administrative Agency 

Digital and Population State Services Agency 

The Social Insurance Institution 

Finnish Medicines Agency 

National Supervisory Authority for Welfare and Health 

Ministry of Social Affairs and Health 

Finnish Institute for Health and Welfare 

Statistics Finland 

Finnish Institute of Occupational Health 

All public health and social support service providers 

All private health services providers 

 

The act does not concern data that has been collected solely for research purposes or that is only from one 

register. A notable group of data which is only for research purposes is the omics data. The information security 

status of genetic data is not yet clear, but a Genome Act is being prepared and it should clarify that  

(The Ministry of Health and Social Services 2022). The Secondary Use Act requires Findata to provide a secure 

data handling environment, but it also allows other operators to provide such an environment if they follow the 

security requirements given by Findata. The detailed requirements were given in October 2020 (Findata, 2020).  

2. FEDERATED AND CENTRALIZED DATA 

Recently, federated learning has been gaining ground in health data processing (Kuiper et al. 2015, Sheller  

et al. 2020). The traditional model of developing algorithms in one place and transferring the data to the 

computing environment is facing challenges due to the stricter privacy laws that are being implemented all 

over Europe. It is becoming more and more difficult to gain access to the data and getting permission to move 

data out of the clinical systems. At the same time the amount of health data that can in principle be used for 

statistical or machine learning applications is increasing rapidly. A solution to this problem is federated 

learning. The algorithms can be run locally close to the data. The data is accessible often from a secure cloud 

environment which can provide virtual machines with considerable computational power and up-to-date 

libraries, thus making it easy to run the algorithms remotely without moving the data anywhere. The idea is to 

have less bureaucracy and more data security. See Figure 1 for a schematic on different approaches to data 

sharing. 

With federated learning it is possible to combine several smaller datasets to get one larger set. This is 

especially useful with rare diseases when there is not one place where there is enough data to train an AI model 

or perform statistical analysis. One can do statistical analysis on the data locally and combine aggregate results 

from several sites elsewhere. The aggregate results are not sensitive if the number of patients is large enough.  

Another way of sharing data in a federated way is to produce synthetic data from the original data. Synthetic 

data is created from the original data by creating a model of the original data and drawing new samples from 

that model. The model can be e.g. created by probabilistic Bayesian networks (Gogoshin 2021) or neural 

network methods. The synthetic data method creates a new data set where the synthetic patients resemble the 

original patients as closely as possible but not so closely that the original patients can be identified from the 

synthetic data. The synthetic data can then be used in place of the original data so that the same analyses can 

be carried out with it and the results are still useful. The synthetic data can either follow closely the original 

data, in which case the identification problem can persist, or it can be more generalized, in which case the 

statistical properties can be further from the properties of the real patient population. The solution to this  

trade-off between statistical power and privacy is a hot research topic. Different synthetic data generating 

methods have different requirements, regarding e.g. the number of patients needed to build a high-quality data 

set, the type of data that can be included in the data and the quality of modelling the statistical dependencies 

between variables. 
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Figure 1. Three methods for sharing data. copying data to researcher’s environment (above), federated data sharing 

(middle) and Findata-style centralized data sharing (below) between several data users and data providers 

In the federated setting, the synthetic data can be created in the local computation environment as in the 

middle image in Figure 1. The synthetic data can be shared outside the local environment because the data 

security laws don’t dictate its use: no person’s personal information is revealed in the process. The different 

sets of synthetic data can then be combined to form a complete data set. For example, in the case or rare 

diseases, this opens new possibilities because the statistical analyses have more power with a larger data set 

gathered from a larger group of people. 
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Another issue is the harmonization of the data from many different sources. Not only the data that is 

collected can differ between hospitals but also the ways e.g. laboratory results are analyzed can be different 

and the treatment lines are different. This normally requires the recruitment of local clinicians to help in 

deciphering the data. There are projects with the aim of presenting standardized data structures. Most notable 

of these is the OMOP project of harmonization (OHDSI 2021). OMOP contains a Common Data Model (CDM) 

which defines the data structures and metadata elements which must be included in the harmonization. See 

Figure 2 for an overview of the transformation process. 

 

 

Figure 2. Data from different sources is transformed to a common data model which can be used by different analysis 

methods (OHDSI 2022) 

3. COMPARISON TO OTHER COUNTRIES 

In Nordic countries there generally are comprehensive and practical health care registries (Laugesen et al. 

2021). This is due to the fact that there is an individual and unique social security number which makes 

following a person in different registers easy. The health sector is very centralized and tightly controlled. In 

each country a public authority controls the field and uses a single system of registers to control the quality and 

effectiveness of health care. Electronic health care registers were taken into use in the 90’s or early 2000’s and 

thus they allow following the health of a large share of the population retrospectively. Even in the Nordic 

countries there are local actors which have autonomy in selecting their register providers but there also exists 

many registers that are national. Also, the IT technology and research sector is developed which means that 

there is a history of using the registers for research and development purposes. 

In Sweden there currently does not exist a single authority tasked with giving research permits and 

collecting the data from multiple sources. The National Board of Health and Welfare oversees the quality 

registers in Sweden and currently they are in a process to develop further the Swedish system. In a recent study 

they found the following problems in the registers in Sweden (Socialstyrelsen 2021). The data in the registers 

is not uniform and changes depending on the treatment that was given to a patient. The report tentatively found 

that a unified register could solve some of these problems. Some institutions proposed the Finnish model with 

Findata as an example. 

In Denmark there exists a public organization, Danish Health Data Authority which runs the national health 

registries and grants access to the data. The data must be accessed in the Forskermaskinen (the Research 

Engine), a high-security computing environment. Foreign research groups should cooperate with a Danish 

institution to get access to the data. Denmark is also well known for the quality and availability of its health 

data (Schmidt 2015). 
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4. CRITICISM OF FINDATA 

The Secondary Use Act and especially the strict data security requirements received a lot of criticism (Pajula 

et al. 2021). The act allowed also other actors in the health care area to develop their own secure environments. 

At first only the Windows-based Findata environment was available. The systems are very complex, and they 

must be audited before they can be taken into use. The modern data analysis methods require a lot of computing 

power, either CPU or GPU -based and they often run in Linux. Neither of these are available in the Findata 

environment as of March 2022, 1,5 years after the requirements were published. The users cannot install their 

own software unless it runs on the Findata Windows server’s R and Python environments. The price of the 

Findata services is high for especially small projects, contains too much bureaucracy and the queue for the data 

permits is 8 months long currently. These factors, according to many researchers, make small clinical research 

projects and longer follow-up studies much more difficult and costly to implement. Artificial intelligence 

methods, big image or genetic data sets cannot be used at all currently.  To ease the problems, the Finnish 

parliament granted a 1-year continuation to the deadline (until 1.5.2022) for fulfilling the data security 

requirements, so that more environments would be available. 

Comparing it to the modern federated learning and synthetic data approaches it is clear that the central 

service provider (Findata) approach has positive and negative aspects. It is clearly based on the traditional 

paradigm of central data storage and computation platform where the researcher can run his/her algorithms on 

data from many Finnish sources. To the researcher there is only one layer of bureaucracy, but internally there 

are two: the Findata authority and the register owner, which must cooperate in fetching the data for Findata. 

Currently, there is only one Windows server without high performance AI capabilities, but it is likely that there 

will be more service providers with a wider selection of virtual machines. Whether they can answer every need 

remains to be seen. Currently, it is difficult to process image or genomic data together with individual-level 

clinical information in the same algorithm. Data harmonization is done by Findata according to their own 

practices which may differ from what the client has used elsewhere. So, the flexibility and possibility for 

customization is relatively low. The waiting time for Findata decisions and actions is very long. In 2021 on 

average the collection of data and getting the permit cost 6700 euros for data that was from the biggest hospital 

district in Finland, of which 5800 euros went to the hospital district and 900 euros to Findata (Seppänen 2021). 

On top of that there is a cost for using the computation environment. The smallest virtual machine costs 2790 

euros per year. 

It can be argued that the centralized Findata approach works as a national computation hub enabling the 

use of Finnish clinical data in research. It provides a single entry to the whole Finnish health care data system. 

This can be seen as a good thing if the service provided will in the future fulfil the requirements of data driven 

health care research. But it can also be seen as conflicting with the federated approach of not moving the data 

far away from the clinical systems. An extra layer of bureaucracy, delays and costs is inserted between the data 

provider and the user. A user cannot coordinate research directly with the register owner about the register 

because Findata is inevitably included in the process. The register owner and the user do not have control over 

the Findata processes. As everyone who has done clinical research with data knows, the intricacies in the data 

acquisition can be decisive in understanding the meaning of the data and selecting the correct way of analyzing 

it. In practice Findata does not negotiate about this, it is up to the researcher to recruit a clinician with inside 

knowledge of a specific register in a specific region. 

So far there is not much first-hand experience from using the strict data security environments.  

The reception of the law was very critical in the research community. The status of the genetic information is 

unclear at the moment. In the future, more and more genomic information will be produced for clinical purposes 

in the context of personalized medicine. This will have great value for researchers, but the availability and the 

possibility of using that data is a matter of discussion now that the genomic law is under preparation. The 

biobank law states that the results of the analyses produced from biobank samples must be returned to the 

biobank and the citizen, whose data it is, can inquire about the use of the data. Genomic information is produced 

from the biobank samples, and it should be usable for anyone accessing the biobank data and samples. In case 

the clinically produced genomic data falls under the Secondary Use Act it will also be restricted to being 

analyzed in the Findata server or similar server with very tight security restrictions.  
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With the COVID-19 pandemic rapid sharing of information between epidemiologists has been crucial in 

finding and sharing the best treatments to the disease. This requires the ability to quickly build ad hoc teams 

and take into use data environments where knowledge of different patients and the outcomes of treatments 

could be collected (Pihlava 2020). This seems to be in contradiction to the Findata approach. Because the 

epidemiologists in different institutes have their data in different register owners’ registers according to the 

Secondary Use act they should apply for a permission to combine their data in the Findata environment. The 

waiting time for permissions is currently 8 months which is clearly too much. In the case of pandemic, the 

pandemic research could be prioritized but still the inbuilt bureaucracy would hamper crucial research. It is 

unclear what kind of process would have been used in the case of COVID-19 if the Secondary Use act had 

already been in force at the time when the pandemic started. And during a milder but still threatening epidemic 

like a new strain of the enterovirus rapid information sharing for research purposes would be needed even if it 

was not recognized to be as threatening to the society as the COVID-19 pandemic.  

5. CONCLUSION 

The Finnish Secondary Use Act provides a way for researchers to use the clinical data that has accumulated in 
the health service providers’ databases over several decades. This is a wealth of information that has great 
value to the research and pharmaceutical actors. The architecture chosen in the law both provides opportunities 
and presents problems. The opportunity is the fact that a single authority can provide access to all the health 
and social support data. This is valuable especially in the case of relatively rare diseases where a single hospital 
does not have enough patients to carry through research. The difficulty is in the centralized and rather 
bureaucratic architecture. It goes only halfway into providing federated access to a register owner’s data. This 
problem can be mitigated if the registry owners provide powerful computing environments with enough 
resources to use modern AI methods and which fulfil the data security requirements of Findata. 

In a comparison to other Nordic countries, Findata resembles the Danish Health Data Authority. Both 
provide access to all registers through a provided secure data server. Findata does not own a single register for 
a disease group like the Danish authority, but it collects and combines data from several regional health 
providers. In the Swedish model the registers are dispersed and owned by several actors which creates problems 
in acquiring the data but is perhaps more compatible with the federated approach. 
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ABSTRACT 

Occupational disorders have not only an effect on mortality worldwide but also a significant impact on the workers’ quality 

of life, in terms of organizational productivity and insurance costs. In specific, work-related musculoskeletal disorders are 

the most prevalent among office-workers whose occupational exposure presupposes the frequent adoption of maintained 

postures. Given that there is a close relationship between the state of health of the worker and the human movement system, 

the monitorization of risk factors associated with the human movement, i.e. of the motor variability in office-workers, has 

been suggested to prevent or mitigate musculoskeletal complaints. This paper presents a literature review of the existing 

methodologies and tools that explore the motor variability in office-workers in a sitting position based on linear and 

nonlinear measures and emphasizes their potential importance in understanding human movement to prevent work-related 

musculoskeletal disorders.  

KEYWORDS 

Human Movement, Occupational Health, Office-Work, Motor Variability, Nonlinear, Features Extraction 

1. INTRODUCTION 

Work-related disorders constitute a public health problem (Bevan, 2015). When focusing on workers within 

Europe, exposure to several ergonomic risk factors that induce work-related disorders is especially prevalent 

(Hulslof et al., 2021). These risk factors range from individual and physical to psychosocial, and organizational 

factors (Mingels et al., 2021; Hulslof et al., 2021). Office-working activities are performed repeatedly over 

long periods of time, often in a constrained or static sitting posture and capable of generating employees’ 

discomfort, fatigue, perceived tension and/or feeling of pain (Srinivasan and Mathiassen, 2012a,b; Arippa  

et al., 2022). Long periods of time in a sitting position are associated with several conditions, such as 

musculoskeletal disorders (MSD), diabetes, cardiometabolic diseases and mortality (Madeleine et al., 2021; 

Arippa et al., 2022). MSDs have a high impact on society and individual workers as these have negative 

repercussions on their daily life and constrain them in the execution of tasks at work (Bevan, 2015; Arippa  

et al., 2022). With this in mind, it is essential to encourage workers to adopt more appropriate postures over 

time. 

The variability analysis has been becoming more popular and demonstrates a high impact on quantifying 

normal variations that occur in motor performance over time (Stergiou and Decker, 2011; Harbourne and 

Stergiou, 2009). The motor control strategies are revealed in the structure of motor variability (Latash, Scholz, 

and Schöner, 2002). Motor variability can be observed and quantified using linear and nonlinear statistical 

tools in several extensions and tasks (Karwowski et al., 2019; Karimi et al., 2021; Emanuelsen et al., 2019; 

Giovanini et al., 2017). 

The presented work is part of the Prevention of Occupational Disorders in Public Administrations based on 

Artificial Intelligence (PrevOccupAI) project, in which the main objective is the promotion of occupational 

health through the identification of occupational risks. Through non-invasive sensors an estimation of 

occupational risks for office-workers will be performed, with the goal of minimizing injuries and costs. For 
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this purpose, we have already developed a cross-platform application to assess occupational health and it is 

prepared to acquire data from self-reports and sensors from a smartphone, a smartwatch and from a wearable 

device that acquires biosignals such as electromyography (EMG) and movements (inertial measurements) 

(Silva et al., 2022). 

An important aspect of this project is to provide feedback to the workers regarding their health status and 

how their posture has an influence on it. To assess risk factors in human movement variability, meaningful 

linear and nonlinear measures should be extracted from these devices using libraries such as Time Series 

Feature Extraction Library (TSFEL) (Barandas et al., 2020). It is crucial to decide which measures are more 

relevant and how they should be combined (see e.g. in Rodrigues et al. (2021)).  

This review is thus focused on the existing linear and nonlinear metrics, and their importance in 

understanding human movement. The document is structured as follows: Section 2 will make an introduction 

to the concept of variability and will explain the relevance of occupational variability; Section 3 describes the 

approach of using the linear and nonlinear tools; Section 4 will cover some research applications of these tools 

in the context of sedentary work tasks, and Section 5 will conclude with their potential in the context of the 

PrevOccupAI project.  

2. VARIABILITY 

Does motor variability matter? To answer this question it is relevant to understand the concept of “repetition 

without repetition” (Emanuelsen et al., 2019; Bibbo et al., 2020) and why there is valuable information in what 

was previously considered. Regarding the former, it is essential to understand that, no matter how much we 

perform a specific task, the way it is executed is never identical. Thus, there is a degree of predictability with 

high complexity. When it comes to noise, it is interesting to note that previously it was considered an unwanted 

phenomenon (Latash, Scholz and Schöner, 2002). However, the so-called noise that we can find among the 

events of repetitions over repetitions has physiological and motor meaning. The statistical properties that 

characterize these events over time can differentiate between natural and impaired systems. In other words, the 

optimal variability does not correspond to a set of repetitions with too much or less variability. There is a 

specific kind of variability inherent to health systems that can be characterized as optimal variability or 

complexity (Harbourne and Stergiou, 2009; Stergiou and Decker, 2011). 

The model that explains the optimal variability is called the Theoretical Model of Complexity. It describes 

the relationship that could exist between complexity and predictability. In clinical settings, a healthy pattern 

presents statistical properties that correspond to a high level of complexity with some degree of predictability. 

A flawed system is characterized by a lower degree of complexity and can have either a high or low degree of 

predictability, that is, its events over time can be random or with equal time spacing between them. When a 

high degree of predictability is present, the dynamical system is more rigid and periodic. When predictability 

is low, the relationship among the events that make up the phenomenon is random and independent. That is, 

too much or too little variability is not desirable. The relevance of this model in terms of health is that in 

disease, this optimal variability is destroyed, losing its complexity, and becoming more or less predictable. 

With this in mind, optimal variability has a direct relationship with physiological and motor health. Therefore, 

variability reflects various options for movement, providing flexible, adaptive strategies that are not reliant on 

rigorousness for each task or each changing condition encountered (Harbourne and Stergiou, 2009; Guastello, 

2017; Karwowski et al., 2019). This natural variability is destroyed with disability as seen during aging and 

disease (Stergiou and Decker, 2011; Busa and van Emmerik, 2016; Madeleine et al., 2021). In this situation, 

the events over time become more random, presenting more variability, or turn out close to invariant, that is, 

showing less variability.  

2.1 Occupational Variability 

It is reasonable to wonder that, if variability can be a biomarker of disability due to aging and disease, other 

similar conditions that contribute to poor health conditions will show alterations in variability. People spend a 

considerable time continuously working, namely when performing repetitive work (Srinivasan and Mathiassen, 

2012a,b; Emanuelsen et al., 2019). Physiological and inertial measures provide information about changes over 

time in work conditions that can be used by algorithms for occupational risk estimation at work. Thus, we can 
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define as Occupational Variability the quantification of physiological and inertial variability in the work 

context for risk stratification.  

Interestingly, to avoid exposure to repetitive work or static postures for long periods, extrinsic methods 

such as breaks with rest periods, job rotations, and task variation have been suggested (Srinivasan and 

Mathiassen, 2012a,b; Arippa et al., 2022). However, the use of these measures usually lacks in adjusting 

individual characteristics of the worker (e.g personal factors, such as previous experience), increasing 

occupational risk. Therefore, intrinsic variation has been brought to the occupational context (Srinivasan and 

Mathiassen, 2012a,b; Gaudez, Gilles, and Savin, 2016). 

Motor variability, that is the natural variation that occurs in movements and postures over time while 

performing a certain task, brings resources of analysis that can explain both general workload risk associated 

with different workstations and workers’ motor strategies to overcome fatigue over time. Thus, refining the 

definition of occupational variability, we can state that it is the set of natural variations over time, by means of 

physiological and inertial measures, related to a certain task in a work context.  

In this way, task and individual characteristics influence intrinsic motor variability, and its evaluation brings 

new insights to ergonomics decisions such as workplace design and real-time risk evaluation. Employees 

working at an unbefitting workstation may suffer from muscle fatigue and musculoskeletal discomfort that can 

result in work-related MSD (Gaudez, Gilles and Savin, 2016). The evolution of wearable devices brings new 

opportunities that can be explored. To achieve this purpose, a toolkit of options for processing and  

decision-making can be applied according to signal (time-series) to establish occupational risk metrics.   

3. LINEAR AND NONLINEAR MEASURES OF VARIABILITY 

The two main dimensions to measure variability, depending on the signal and problem under study, are known 

as linear and nonlinear (Saito et al., 2021; Harbourne and Stergiou, 2009). Both types of measures are valuable 

and should be used considering the information that is required.  

Linear measures are more commonly used in the clinical field for prediction and problem-solving.  Besides 

the relevance of these measures, they fail to characterize the variability structure because their focus is on only 

one dimension as a straight line (Harbourne and Stergiou, 2009). However, linear approaches do not 

appropriately handle physiological and psychological temporal structures (França et al., 2019). For instance, 

two temporal structures representing a system (time-series) could have the same mean and standard deviation 

(SD) when they evolve differently over time. Several linear measures are considered in the literature to quantify 

the amount of variability (e.g., Chen, 2021) such as SD, coefficient of variation, root mean square (RMS), 

range, interquartile range, and standard error. Such linear analysis is often complemented with nonlinear 

analysis, as it provides measurements of the pattern of movement over time (Harbourne and Stergiou, 2009; 

Emanuelsen et al., 2019).  

Nonlinear measures allow us to understand the adaptability of a biological system to change conditions. 

These nonlinear tools quantify the variation in how a motor behavior emerges in time scales (Saito et al., 2021). 

Therefore, nonlinear measures provide further information and allow an understanding of complexity 

(Harbourne and Stergiou, 2009). Thus, the nonlinear model, often used with the term “dynamics”, can be 

defined as a system with a nonlinear proportion between its in- and outputs, thus inherently having a higher 

complexity. In other words, the linear statistical tools reflect the amount or magnitude of variation in movement 

patterns. Conversely, the nonlinear tools described the temporal organization or structure of the variability  

(as opposed to amount) (Saito et al., 2021; Harbourne and Stergiou, 2009). Following, the most common 

nonlinear measures that can be applied to quantify variability are described. 

Entropy is the loss of information in a time-series or signal (Yentes et al., 2013). Entropy metrics are 

commonly pursued to estimate the temporal order of variation in a time-series (Karimi et al., 2021). It is the 

natural logarithm of a conditional probability, interpreted as the rate of information generation and it estimates 

the complexity of the underlying system producing the dynamics in question (Søndergaard et al., 2010; Yentes 

et al., 2013; Costa, Goldberger and Peng, 2005). The approximate entropy (ApEn) quantifies the regularity or 

predictability. Increasing ApEn values reveal more significant irregularity, else ways, lower values reveal a 

more regular or periodic behavior (Harbourne and Stergiou, 2009; Stergiou and Decker, 2011). Sample entropy 

(SampEn) is a unitless, non-negative number describing a time-series' structural irregularity or complexity, 

which has been used to analyze kinetic or kinematic signals (Emanuelsen et al., 2019), more details about this 
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algorithm in Yentes et al. (2013). The multiscale entropy (MSE) measure differs from SampEn and ApEn by 

including multiple measurement time scales. MSE applies the SampEn algorithm to calculate the entropy value 

at each time scale. The inclusion of these various measurements allows for distinct benefits such as the overall 

quantification of the complexity of a system in short and long scales, calculated as the sum of the entropy 

values of the individual time scales. Combining these features allows researchers to identify the time scales at 

which the breakdown in complexity occurs and the overall complexity that takes all of the time scales into 

account. The multiscale approach has been used to identify how physiological changes impact the overall 

complexity of physiological processes (Busa and van Emmerik, 2016; Karimi et al., 2021; Costa, Goldberger 

and Peng, 2005).  

The largest Lyapunov exponent (LyE) measures the divergence of movement trajectories, quantifying chaos 

between two extremes by rating at which nearby orbits converge or diverge (Harbourne and Stergiou, 2009; 

Guo et al., 2015). The values between random and periodic define complexity or highly variable fluctuations 

in several physiological processes resembling mathematical chaos. A faster divergence of trajectories 

represents a higher instability of the system that is measured (e.g. postural stability) (Karimi et al., 2021; 

Karwowski et al., 2019). The ability to quantify the separation of trajectories makes the LyE also function to 

measure the average predictability of a system that exhibits nonlinear dynamics (Harboune & Stergiou, 2009). 

Two algorithmic options are commonly used: Wolf (Wolf, Swift, Swinney and Vastano, 1985) and Rosenstein 

(Rosenstein, Collins, and Luca, 1993).  

 The idea beyond Fractal Analysis is that self-similarity is present when an object is broken in smaller 

scales over and over again, independently of their size they look the same. This concept is applicable in  

time-series. If we have sequential events over time (e.g., electrocardiogram RR, a direction of postural sway), 

the time-series that is made up of those events can be divided in different window lengths, known as lags or 

scales. If their fluctuations at different scales are similar, then the structure of that time-series is fractal 

(Hausdorff, 2007; França, 2019; Ihlen, 2012; Stanley et al., 1999; Kantelhardt et al., 2002). Detrended 

Fluctuation Analysis (DFA) was introduced by Peng et al. (1995) to study the presence or not of long-range 

correlations in nucleotide sequences. The presence of long-range correlations or memory of the time-series 

means that the events of that time-series are dependent on each other but are not the same. DFA is based on 

the concept of a fractal time-series as statistical properties that can be described by a power law (Ihlen, 2012). 

MultiFractal Detrended Fluctuation Analysis (MFDFA) assumes that the phenomenon that is measured has a 

monofractal structure, requiring just a single power low (Ilhen, 2012). However, this assumption is overly 

restrictive for human behavior. Monofractal analysis considers that fractal scaling is independent of time and 

space. To avoid this assumption, MFDFA operates with different scaling orders revealing information about 

small and large fluctuations. These spatial and temporal variations can be defined by a multifractal spectrum 

of power law exponents. These characteristics were identified by Stanley et al. (1999) and the mathematical 

procedures were developed by Kantelhardt et al. (2002).      

4. RESEARCH APPLICATION 

In the following, a closer look will be taken at how linear and nonlinear measures were applied in research 

applications to measure the motor variability while being seated, with a focus on office-work scenarios and 

computer tasks. Measures have been extracted using a variety of systems and principally sensors to quantify 

the center of pressure (COP) and EMG signals. 

4.1 Linear Measures 

Considering linear measures, motor variability has been measured to assess new equipment and at the 

occupational level, to be associated with cognitive tasks and to evaluate pain.  

In terms of equipment analysis, Sardini et al. (2015) developed and validated a T-shirt with integrated 

inductive sensors, running along the front and the back to assess the sitting posture in the lab and in real-world 

scenarios. The shirt is able to send data wirelessly to a computer and also contains a vibro-feedback system. 

The posture is estimated through the change of impedance in the inductive sensor that results from geometric 

changes occurring when the posture is altered. The output is expressed in the range of motion (ROM) that is 
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based on a reference ROM to ensure comparability between results. When deploying the shirt in a home 

scenario, they were able to show that it is appropriate to assess posture variability.  

Chen et al. (2021) analyzed posture variability among participants using three types of chairs (stool, 

computer chair and gaming chair), associated with the most comfortable sitting postures. The authors recorded 

2D markers positions at the head, trunk and knee joint angles using a motion analysis system, which also 

determines the joint angles to further analysis. Unexpectedly, when the participants sat at a posture that they 

perceived to be the most comfortable, high variability was found within chairs type and gender. To evaluate 

how the posture is affected by cognitive engaging tasks in relation to dynamics and sway, Bibbo et al. (2020) 

developed a sensorized office chair, without a backrest, equipped with four load cells. From this setup, they 

calculated the COP and extracted the mean distance, RMS distance, mean velocity, sway area, 95% confidence 

circle and ellipse area. They were capable of supporting the hypothesis that tasks that have a higher cognitive 

demand lead to lower stability in the seated posture. 

Studies had been conducted to associate musculoskeletal pain with linear measures extracted from sitting 

posture during computer work tasks. Recently, Arippa et al. (2022) aimed to analyze movement patterns during 

computer work and associate these patterns with musculoskeletal pain. Seat pan pressure and trunk sway 

parameters were quantified by using a pressure-sensitive mat of two groups: 14 breakers that stoop up at least 

once during the procedure, and 14 prolongers that remained sitting throughout the process. The linear measures 

analyzed were associated with COP: mean position, sway path, sway area, sway velocity, maximum 

displacement, and in-chair movements. The authors concluded that the trunk sway parameters tend to decrease 

over time, and breakers have more consistent movement during the procedure and present lower discomfort 

than prolongers. 

The relationship between back pain and sitting behavior in call-centre employees was explored by Bontrup 

et al. (2019). Similar to the previously described study, they used a pressure mat, however in this case, a textile 

mat connected to a mobile phone application, where data was stored. Four groups of participants were 

considered to analyze the sitting behavior (no pain, no functional disability, with pain, with functional 

disability), regarding the features: mean number of movements per working hour, mean number of positional 

changes per working hour, mean time period of stable sitting, and percentage of transient periods during the 

whole working period. Although a high variability was found within the groups, chronic low back pain subjects 

tended to show a more static sitting behavior. A sitting position classification based on all pressure values and 

using a random forest algorithm and Leave-one-out cross-validation achieved an overall classification accuracy 

of 90%.  

Kelson et al. (2019) also assessed pain in computer workers and its association with EMG sensors to record 

the trapezius muscle activity. To analyze the data, they used the tool exposure variation analysis that expresses 

continuous exposure-vs-time data in categories defined by exposure amplitude and accumulated time, thus 

giving way to an understanding of the differences in the temporal structure of exposures at different amplitude 

levels. They extracted five amplitude and five duration categories, to compare pain and control groups, 

concluding that neck-shoulder pain spent less time at low amplitudes and had longer continuous durations of 

muscle activation. Furthermore, the results of this study suggest that workers with pain have chronic motor 

control changes occurring in the adaptation of pain. 

Mingels et al. (2021) used a camera system to make a comparative non-randomized study of the spinal 

postural variability (SPV) during a computer task of 18 people suffering cervicogenic headaches (CH) and a 

matched control group (CG). The spinal posture was acquired using 12 infrared Bonita T10 and two video 

cameras. From the gathered data, left sagittal angles were calculated and significant differences could be 

observed between both groups. For example, the SPV of the CH group was higher than the CG. Furthermore, 

they observed that for both groups, the upper spinal variability was generally lower than the lower spinal 

variability, except for the upper thoracic variability, which was higher for the CH group when compared to the 

variability of the lower lumbar.  

4.2 Nonlinear Measures 

Adding complexity to the analysis of motor behavior, some authors considered nonlinear variables to assess 

different equipment, pain and, at the occupational level, to be associated with cognitive tasks and aging.  

Using optical motion capture, Lau et al., (2015) concluded that the movement performance is a multifractal 

behavior, which can be associated with the multiple strategies behind the motor control, and neural activities, 
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by the analysis of the dynamic properties of spinal curvature during postural sway based on the MFDFA. 

Sondergaard et al. (2010) used both linear and nonlinear analysis techniques to measure perceived discomfort 

during prolonged sitting. Subjects were seated on a force platform with no armrests, nor back and foot support, 

leaving only a force platform for contact. The mean, SD and SampEn of the COP displacement in both  

anterior-posterior (AP) and medial-lateral (ML) directions were extracted. The resulting amount of variability 

for both lumbar curvature and COP displacement increased over time with an increasing perceived discomfort, 

suggesting a relationship. Further studies explored nonlinear measurements while subjects were performing 

computer tasks, related to occupational contexts. Regarding the dynamics of sitting during cognitive tasks, 

Madeleine et al. (2018) recorded mental fatigue ratings, overall performance and kinetic, the last using a force 

and torque 3D transducer on an office chair. Sitting dynamics were analyzed using the average displacement, 

SD and SampEn values and the displacement of the COP in APand ML) directions. They concluded that, for 

their procedure, computer work did not change the dynamics of sitting. However, they observed increased size 

and structure of variability in the ML than in the AP direction. Still associated with cognitive tasks, Caballero 

et al. (2021) analyzed differences in motor variability related to the learning rate. Motor variability was 

recorded via two-axis force sensor (ML and AP) to measure variability structure based on DFA, and motor 

synergy variability based on good and bad variability ratio (GV/BV). No results were found related to DFA, 

but higher initial GV/BV was related to greater performance improvements than those with lower GV/BV.  

Also, with nonlinear measures, EMG was used to study the spatial distribution of upper trapezius muscle 

activity during computer work as an effect of biofeedback. Samani et al. (2010) extracted two-dimensional 

maps of RMS, relative rest time and permuted sample entropy (PeSampEn) from EMG. To quantify changes 

in the spatial distribution of muscle activity, the centre of gravity (CoG) and entropy of maps were also 

calculated. They used PeSampEn as a measure of temporal heterogeneity and the entropy of RMS as a measure 

of spatial heterogeneity. The findings of this study suggest that there is a potential benefit of superimposed 

muscle contraction in relation to the spatial organization of muscle activity during computer work. 

Madeleine et al. (2021) set out to investigate the sitting dynamics of computer work, and how these differ 

between age groups. To this end, an instrumented office chair was designed with a 3D transducer using strain 

gauge technology. This allowed for recording applied forces and moments on the link between the seat pan 

and chair shaft. The range, velocity, area, SD and SampEn values were extracted using this data. The results 

contradicted the authors’ initial hypothesis regarding changes across the task’s duration, as no major changes 

were observed. Age, however, was shown to play a bigger role: for older subjects, the range and velocity of 

the COP displacement were larger. In contrast, complexity was lower among younger users. 

The literature research explored in this paper focuses on the motor variability during sitting posture, more 

specifically in office-worker scenarios. There are several applications for innovative ergonomics analysis. The 

major instruments referred to in this review were the plate of force, such as instrumented chairs and also EMG 

sensors. To our surprise, a well-known nonlinear measure was not used in the office-work studies, the LyE. 

Although this paper has a focus on the quantification of COP and EMG signals, an interesting alternative 

approach would be the use of wearables to provide direct measurements for ergonomics research (Santos et al., 

2020).  

5. CONCLUSION  

In this literature review, linear and nonlinear measures to assess motor variability while executing sedentary 

tasks (i.e. office scenario) were presented. Motor variability assessment remains a challenging task due to the 

complexity and versatility of human motion. Thus, the presented works used specialized systems like optical 

motion tracking systems, sensorized office chairs, and wearable fabrics with integrated inductive sensors. 

While these systems allow for a detailed analysis of human movement they are, in most cases, only deployable 

in lab scenarios (e.g. optical motion tracking), are associated with extra costs (e.g. sensorized office chair), or 

can, to this stage, not be easily produced (e.g. sensorized shirt). Furthermore, the shown systems were mostly 

tested in limited scenarios.  

Therefore, an effort has to be made to develop systems that make use of easily accessible technology like 

smartphones and smartwatches. Subsequently, these systems need to be tested over long periods of time in 

real-world scenarios (i.e. offices) while subjects are working in their natural environment. Research has to be 

carried out on how to extract meaningful linear and nonlinear measures from these devices to comprehensively 
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assess human movement variability in the mentioned scenario. Finally, these measures need to be presented in 

an easy-to-understand way together with recommendations on what users can do to improve their occupational 

health and mitigate work-related risk factors. 
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ABSTRACT 

There is a proliferation of medical mobile apps: Google Play alone has thousands of apps in the “Medical” category. 

Many such apps perform critical tasks (e.g., are used with a medical device or in lieu of a device); handle sensitive patient 
related information; perform diagnosis; or treat diseases. However, there are wide gaps between an app’s claims and 
users’ expectations as well as between app implementations and regulatory frameworks’ mandates. We perform the first 
study, based on analyzing more than 4,000 Android apps, that characterizes medical apps. We begin by introducing an 
automated classification scheme that integrates textual information extracted from multiple sources to establish the 
purpose and target audience for an app, based on fine-grained traits and high-level categories; we found that the most 
common functionalities involved connecting to medical devices (e.g., hearing aids, glucometers), offering tele-health 
services, or patient management. We then dive deeper into app nature and characterize according to the function and 
domain of the app. We reveal actionable findings found in various facets of medical applications, regulatory frameworks 

and user privacy and safety. 

KEYWORDS 

Mobile Computing, Characterization, Mobile Health Applications, Android, Health Informatics 

1. INTRODUCTION AND BACKGROUND 

Over the past decade, the digital/mobile health area has grown substantially, as devices have become more 

advanced and more ubiquitous (Statista, 2021). On the Android platform alone, this pervasiveness has led to 

thousands of health-related apps. Furthermore, virtually all hospitals have enabled patients to access their 

health information via portal apps in both the outpatient and inpatient setting (Johnson, 2021).  

Many users of these medical apps are unfamiliar with the app landscape and unsuspectingly trust that the 

apps are safe. Users should not be expected to question the legitimacy of a medical app or “dissect” an app to 

understand what it is doing with personal data. Medical apps can be valuable tools, but there is no universal 

standard that defines what is effective and does not put personal data at risk. A 2015 study of apps that 

evaluate symptoms for self-diagnosis and triage revealed that many deficits exist in both aspects (Semigran, 
2015). Such lapses are potentially a public health issue, as apps are often used to make healthcare decisions. 

Moreover, with the widening scope of medical apps, their capabilities and intended audience remain 

unclear. For example, the app Instant Heart Rate: HR Monitor & Pulse Checker has over 10,000,000 

installs; the app's description states that it is the “most accurate” heart app and has been used in research. 

While its functionality is legitimate, the disclaimer states that “Instant Heart Rate should be used for 

entertainment purposes.” In order to triage potential app abuses or misleading claims, a clear consistent 

classification scheme of apps and their functionalities is essential.  

We present a characterization of medical apps in Section 2. We begin by categorizing apps using a 

multifaceted analysis employing three main sources from an app's metadata: app description, XML 

(extensible markup language) assets, and image assets. By this process we extract relevant medical 

keywords. The keywords are used to determine orthogonal fine-grained traits that describe app functionality 

(e.g., sending patient data, found in 775 apps, or handling insurance, found in 376 apps). Combining these 
traits leads to a higher-level categorization scheme that allows us to better understand the app's intended 

audience. We establish six categories: virtual visit, patient portal, medical device, professional, reference, and 

patient. Virtual visit apps allow users to interact with medical professionals remotely. Patient portal apps 

allow users to access information regarding visits or book appointments.  Medical device apps interface with 

an external device, such as a glucometer. Professional apps are intended for medical professional uses in 
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office management or patient care. Reference apps provide study and reference material. Finally, patient apps 

are intended for general personal health reminders. We find that the most popular category is patient, with 

1,993 apps, followed by reference with 1,590 apps. Our classification scheme shows that the most common 

functionalities of medical apps involve connecting to medical devices, tele-health, and medical calculators. 
Section 3 discusses actionable findings from our research. We investigate possible lapses found in the 

way regulatory agencies approve and determine medical apps and their functionalities. We discuss privacy 

implications of handling user data and how developers and marketplaces should be more transparent in how 

sensitive data is handled. 

Our paper makes several contributions: 

1. An automated approach and study that characterize medical apps into sub-categories to better 

understand their purposes and functionalities.  
2. A discovery of the most common functionalities of medical apps, such as connecting to medical 

devices, providing telehealth management, or patient management. 

3. A discussion of regulatory frameworks and user privacy practices and how these can be 

improved for the benefits of both developers and users. 
Prior Work. Safety concerns regarding medical mobile apps have been a prominent subject of study. 

Magrabi et al.  (Magrabi, 2019) (1) argue that it is difficult to regulate healthcare apps due to the fact anyone 

can develop an app and (2) confirm that there is little to no monitoring of use or formal evaluation of such 

apps, which is exceptionally concerning as more and more medical apps are being produced and 

recommended by physicians to patients to help track and monitor symptoms. Mobile mental health apps are a 

growing field aimed to help patients manage their mental health conveniently on their mobile devices. 

However, Terry et al. (Terry, 2018) revealed a lack of clear regulations of mobile mental health apps and 

created a typology of mobile mental health apps. Terry et al. also discuss that it is very difficult to judge the 

quality and efficacy of mental health apps, especially since many of the apps were developed outside of 

traditional healthcare spaces, revealing deficiencies in current regulatory frameworks. However, none of the 

aforementioned studies provide an overview of current regulatory frameworks globally found in our study. 

Developing safe medical apps and understanding the risks that apps entail has been a topic of discussion 
and research. Yet there is a lack of discussion on the primary audience(s) apps are intended for. For example, 

Lewis et al. (Lewis,) evaluates and creates a risk framework of medical apps based on functionality. 

Additionally, Wicks et al. (Wicks, 2015) provide methods on how one can develop a medical app safely and 

securely.  Akbar et al. (Akbar, 2020) performed a series of meta-analyses on 74 app studies; they exposed a 

variety of safety concerns in medical apps and grouped apps based on functionality. In our work, however, 

we determined app functionality on thousands of medical apps currently on Google Play. 

Tangari et al. (Tangari, 2021) discovered severe privacy issues in 88% of medical apps used in their 

study, i.e., medical apps could potentially share user data with third parties, namely advertising and tracking 

services. Despite conducting a study with thousands of medical applications, the authors did not provide a 

characterization scheme as we have. 

Tools assessing mobile medical app quality have been developed, namely Stoyanov et al.’s MARS 
(Medical App Rating Scale). However, they focus on iOS apps and do not rate apps based on overall 

intended usage and audience as well as potential risks (Stoyanov, 2015). 

2. CHARACTERIZATION 

App characterization -- understanding the nature, purpose, and target audience of an app -- is challenging, as 
detailed next. To address these challenges, we use multi-source information along with a multi-rater human 

approach. First, we use information retrieval to extract terms of interest, and then define first-order low-level 

traits. Building upon traits, we then establish high-level categories.  

Challenges. Characterization is a major challenge for several reasons. First, apps may serve more than 

one purpose, e.g., an app may manage a patient's prescriptions, help locate the nearest emergency room, and 

support video chats with the provider. Second, app features are hard to detect automatically (e.g., video chat 

software can be home-made as opposed to using a video chat library); similarly, location/mapping services 

can serve several purposes, thus the presence of such a library simply indicates that the app provides 

location-relevant services. Third, the app description on Google Play is at the developers' discretion, and can 
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be incomplete, inaccurate, or downright misleading. Fourth, actual app functionality can only be 

reconstituted from heterogeneous sources via a multi-faceted analysis of app description, embedded images, 

app bytecode, etc. 

We started by retrieving all apps (APK files) from Google Play's Medical category along with their 
descriptions. We only retained those apps that had English descriptions and at least 1,000 installs, for a total 

of 2,215 apps. Our approach for extracting relevant text is shown in Figure 1 and described in detail next. 

 

Figure 1. Trait extraction 

2.1 Sources 

An APK is essentially an archive of directories and files that include bytecode, resource files, assets, and 
libraries. Among all these files, we find that text relevant to app functionality and user interactions with the 

app appears in three main locations: XML assets, images, and app descriptions, as shown on the left of 

Figure 1. We describe each of these and provide evidence why all three sources are needed. 

Table 1. Location and frequency of relevant keywords 

App                          Frequency (%) 
XML Assets      Image Assets 

 
Description 

SimplePharmacology 31                       69 - 
MyNM by Northwestern 

Medicine  
AnthroCalc 

         100                       - 
-                          - 

- 
100 

 

XML Assets.  Layout XML files, stored in the app's res/ directory, define the user interface by storing all 

text views, buttons, and other UI (user interface) elements. We are interested in these features as we can 

discover what information the app is requesting from the user and what kind of information the user provides 

to the app by interacting with it. String XML files store strings accessed by the application, which constitute 

another key location of medical terminology that can be extracted.  

Image Assets. These assets, also stored in the app's res directory, are relevant as well. For example, some 
apps may use an image as a button, rather than defining the button's text string as an XML asset. In general, 

images may contain relevant text. We use the Tesseract OCR (optical character recognition) package 

(Tesseract, no date) on image files to extract the English text present in images. 

Descriptions. App descriptions are found on Google Play and not within the app itself. As a result, the 

description of an application allows a user to understand what an app does prior to installation. As the 

description is the first impression a user has of the app, its functionalities should be clearly defined in a way 

that help users establish an app’s purpose confidently and securely. However, as the description is usually 

written by the app developers themselves, the app is often portrayed in a flattering and overly positive way to 
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attract users. Therefore, app descriptions can be inaccurate, misleading, or incomplete, which we found to be 

another essential aspect of an app that should be considered in our analysis. 

Why all three sources are necessary. Table 1 illustrates why using only one of the three sources is 

insufficient: the table shows, for three apps, where the relevant keywords are located. For the app 
SimplePharmacology, 69% of the relevant keywords are in the image assets while the description contains 

no relevant keywords whatsoever. In contrast, for the app MyNM, all the keywords are found in the XML 

assets; images and the description contain no relevant terms. Finally, for the app AnthroCalc, all keywords 

are in the app description. Therefore, we need to analyze and integrate information from all three sources. 

2.2 Methodology 

In order to create a clear classification scheme based on app functionality, we referred to ICD’11 

(International Classification of Diseases) and PHI (Protected Health Information) terms. ICD codes provide a 

reliable established standard of diseases and health conditions. PHI terms allow us to obtain a broad idea of 

what data is required from users in certain apps to determine their functionalities. We began our text 

processing with extracting the descriptions.  

First, the descriptions had stop words removed to focus on conceptual information in the text, followed by 

a TF-IDF (term frequency – inverse document frequency) analysis (tf-idf, no date) based on ICD keywords 

and PHI terms. As a result, we could provide a preliminary classification of each application based on 

keyword matches and frequencies. The process was repeated for XML and image assets. With the resulting 

keywords extracted, we observed which resources provided the most relevant results. More keywords were 

found in the XML files of apps as opposed to image files (via Tesseract), or app descriptions. This evidences 
that descriptions do not paint a complete picture.  

Defining Traits and Categories. We employed a multiple-rater approach (Green, 1997) to determine traits 

and categories: three human raters had to come to 100% agreement on what constituted and differentiated the 

various traits. Raters had to agree first on what should be considered a unique trait of a medical app and 

which keywords should be used in determining that trait (traits essentially define low-level orthogonal 

functionality “facets” for apps). As a result, 19 traits were determined. Subsequently, raters would then agree 

on what combination of traits would dictate the category of an app. Once the baseline was set, the app was 

classified using traits into categories, as illustrated in Figure 2. In this way, some apps may have multiple 

traits and belong to various categories. However, such categorization provides a more nuanced view on the 

general functionality of certain medical apps. 

 

 

Figure 2. An example of category determination based on traits 

 

ISBN: 978-989-8704-40-5 © 2022

158



2.3 Traits 

Traits are defined as single aspects of app functionality, orthogonal to other aspects. Apps can exhibit 

multiple traits, as apps can provide several functionalities. We determined traits by finding common ICD 

terms and medical keywords. As a result, we defined 19 unique traits; their definitions and frequencies are 

shown in Table 2. Many of the traits are self-explanatory and commonly used, such as ‘Anatomy' and 

‘Locate nearest emergency room.' There are certain traits that needed further refinement, specifically those 

dealing with patient data management. Table 2 reveals that many common traits involve reference material 

for medical professionals. For instance, Medical Student Study Aids are found in the top five traits in medical 
apps, as well as medical calculators, which are often used by professionals.  

Table 2. Frequency of traits found in apps 

Trait Description % Apps       #Apps 

Anatomy Anatomy reference material 61               1351 
Well-being reminder 
Medical student study aids 
Medical calculator 
Sends acquired patient data 

Handles prescription data 
Manages patient clinical data 
Visual guide 
Medical procedures 
Patient journal/diary 
Disease name 
Handles patient/physician comm. 
Patient symptom tracker 

Drug name 
Handles insurance 
Immediate consultation 
Dose calculator 
Locate nearest emergency room 
Device measuring patient data 

Keeps track of patient habits 
Medical student study material 
Calculates unsaved patient readings  
Sends inputted patient data to a provider 

Patient info regarding prescriptions 
Stores medical history of a patient 
Visual reference material used by a professional 
Procedural references for professionals 
Patient behavior or progress with disease or nutrition 
Disease reference material used by a professional 
Stores and transmits patient info between patient and provider 
Keeps track of various symptoms, may lead to diagnosis 

Drug name and pharmaceutical reference material 
Stores patient medical history related to insurance policy 
Virtual consultations with a provider 
Calculations for patients and providers to administer medication 
Using current location to find an ER 
Using an external device to collect readings, e.g., blood pressure 

51               1129 
38                 841 
37                 819 
35                 775 

28                 620 
27                598 
26                575 
22                 487 
20                443 
20                443 
20                443 
19                420 

18                398 
17                376 
16                354 
16                354 
14                310 
14                310 
 

 

   

2.4 Categories 

Table 3. Category determination from traits 

                           Category 
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Sends acquired patient data       

Handles prescription data       

Handles patient/phys. comm.       

Handles insurance       

Manages patient clinical data       

Device measuring patient data       

Patient symptom tracker       
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Well-being reminder       

Dose calculator       

Patient journal/diary       

Immediate consultation       

Anatomy       

Medical student study aids       

Medical calculator       

Disease name       

Medical procedures       

Visual guide       

Drug name       

Locate nearest ER       

Total number of apps 1,590 327 509 1,993 1,269 609 

Total percentage of apps 72% 15% 23% 89% 57% 27% 

 

The various combinations of certain traits allow us to determine specific categories of medical apps as is 

evident in Table 3. We established six unique categories that apps may fall into. 

Reference. These apps serve either as general references regarding medical terms or first-aid procedures. 
Some apps are study aids or provide quizzes for medical professionals in training. 

Patient Portal. Users can schedule and make appointments with their medical providers and view their 

lab results or test results and data from their visits. In addition, users can search for nearby providers. 

Professional. These apps are directed towards medical professionals ranging from medical staff to office 

assistants. Many apps help medical clinics with scheduling and handling patient data in a professional setting. 

Patient. Apps in this category are aimed at patients to help them log their daily progress or daily habits 

such as sleeping or pill reminders. 

Virtual Visit. These apps provide for virtual visits, e.g., via a video call with a medical professional. In 

doing so, users often provide personal information and discuss their symptoms. 

Medical Device. These apps are considered as medical devices or work in tandem with devices, such as 

hearing aids, glucometers, or sphygmomanometers for hypertension. Apps in this category can be used to 
store device readings and be maintained as a log or can be used as a remote control for the device. 

3. ACTIONABLE FINDINGS 

Our categorization has revealed that medical apps serve a broad audience and variety of purposes. However, 

because many such purposes are sensitive or even critical, and not intended for a general audience, there 

should be barriers for app access control. Theoretically, as these apps are free, and found on a public app 
distribution platform, anyone can download and use them, even though the apps are meant exclusively for 

professionals. Generally, apps that are meant for professionals in a hospital or clinical setting usually require 

credentials to access such systems. However, there are professional apps which can potentially result in a 

diagnosis or interface with a medical device for a procedure; if such apps are available for general use, it can 

lead to possible user harm. Hence there is a need for strong regulatory frameworks protecting end-users. 

We now describe actionable findings covering various aspects of medical apps. We review current 

regulations and definitions regarding mobile health and medical apps established by various legal entities 

throughout the world, while also finding certain lapses and difficulties in implementing these guidelines. 

From these definitions, we discuss potential privacy implications and user safety concerns. 
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3.1 Regulatory Framework Enforcement 

Actionable finding: Regulatory frameworks should be clearer defined and more accessible for developers 
when creating medical apps managing user data. 

Medical apps can perform critical functions that involve patient data or other sensitive information. 
Overall, app users generally assume that apps are “certified” and trustworthy when making medical 
decisions. The question that arises is whether these apps are indeed approved by regulators and safe for use. 

For example, in the United States, the FTC (Federal Trade Commission) provides definitions and 
guidelines for app developers. The guidelines indicate whether the app is a medical device, or a medical app; 
as well as whether the FTC will apply any regulatory oversight (FTC. 2019f). Additionally, the FDA (United 
States Food and Drug Administration) regulates functions of mobile devices that use device sensors (camera, 
light, vibrations) to perform medical device functions (e.g., measuring blood pressure), connecting a mobile 
device to a medical device and being able to manipulate it from the mobile device (e.g., alter settings of an 
implant), or active patient monitoring (e.g., acquiring signals from a cardiac monitor) (FTC, 2019d).  

EU regulation of mobile medical apps focuses on potential privacy concerns that may arise. Mobile health 
apps must comply with data protection laws (Data Protection Directive) that were enacted, as well as 
ensuring that apps provide ‘clear and unambiguous information about processing to end users before app 
installation’ (Crossley, 2016). 

Some Asian countries, such as China and Japan, regulate standalone medical software as medical devices, 
though depending on the overall software class, whose definition is based on functionality (Gross, 2017). 

Overall, regulatory bodies have general guidelines on medical app behavior and functionality. However, 
there is no clear standard for app developers to easily refer to when developing a medical app. Having an 
accessible flowchart or a streamlined explanation of definitions would aid developers as well as app markets 
(Google Play, Apple's App Store) in managing the apps, especially apps handling users’ medical data. 

3.2 User Security and Safety 

Actionable finding: Medical apps should be more transparent regarding user data management prior to 
installation. 

App functionality plays a large role in determining whether the app falls under a regulatory framework. 
Medical apps often manage identifiable and private health information, that is, demographic information 
related to a user's health or condition that can be used to identify the user. For instance, in the US, if such 
apps work with health care providers or HIPAA entities, they are subject to HIPAA rules regarding security 
(FTC, 2019e) and privacy (FTC, 2019a) and what must be done when a breach has occurred (FTC, 2019b). 
However, not all data acquired by an app is considered identifiable health information. For example, an app 
measuring a user's weight and blood pressure is not considered a big security risk, compared to an app that 
tracks patient activity and prescriptions. Thus, certain apps pose lower risks to user privacy and would not 
need to be under scrutiny from regulatory bodies. An example would be apps that are general aids or of 
general purpose (e.g., magnifying glass); automate general office functions in healthcare and are not used for 
diagnosis; and educational apps (e.g., flashcards, encyclopedias, textbooks). These apps are neither regulated 
nor will have any discretionary enforcement exercised on them. However, as discussed previously, many 
medical apps handle patient data, and despite regulations and guidelines, users do not know how securely 
their data is managed or transmitted. App developers and markets must be more forthcoming and transparent 
about patient data management, by concisely explaining to users prior to installation what happens to their 
private health information. Potentially, these entities should be held accountable, should any leaks occur. 

4. CONCLUSION 

Medical apps across many categories have been implemented and publicized that serve millions of users and 
provide a multitude of functions. To better understand the app landscape, our study categorizes medical apps 
based on stated and observed functionality. Overall, our research makes several contributions. First, we 
provide an automated approach and study that characterize medical apps into sub-categories to better 
understand their purposes and functionalities. Second, observe the most common functionalities of medical 
apps. Third, we discuss regulatory frameworks and user privacy practices. By doing so, we are better 
equipped to undertake further studies into app behavior, app security, app claims, etc.; and ultimately 
improve the health and well-being of app users. 
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ABSTRACT 

Digital stress management is an evolving yet promising approach to the continuum of stress management programs. There 

are shreds of evidence on the benefits that could be achieved. However, numerous studies discuss the challenges that hinder 

the potential benefits of digital stress management interventions. Such challenges mainly include less engagement, 

insufficient theoretical underpinning, high attrition, and lack of personalisation. Thus, the current study aims to propose a 

design of a digital intervention to bridge the identified gaps. The proposed intervention, Felix the DigiBud, was co-designed 

and developed using a multidisciplinary team based on empirical and literature evidence. The mentioned empirical studies 

mainly focused on gathering user requirements from different stakeholder groups. These stakeholder groups involved 

software employees, counsellors and human resource managers working at software companies. All the empirical studies 

were carried out in Sri Lanka, applying quantitative and qualitative approaches. Seven design principles were built to 

govern the design process and fulfil the defined requirements. The first iteration of the design cycle resulted in a clickable 

mock-up with a web-based front end to visualise the user interfaces and the process flow of the intended features and 

functionalities. It has a setting module and eight functional modules that reflect different stress management activities. The 

designers made a comprehensive effort to embed gamification and digital micro intervention concepts in the intervention 

design to increase user engagement. In the next phase, the ICT-supported intervention will be demonstrated to the 

stakeholders to determine to what extent the artefact fulfils the identified problems.  

KEYWORDS 

eHealth, Health Intervention, Digital Micro Intervention, Occupational Stress Management, Gamification 

1. INTRODUCTION 

Occupational stress is a type of stress associated with jobs. When the work demands exceed the person's 

capacity and capability to cope, individuals tend to fall into stress conditions. Most occupations are subjected 

to stress; however, the software industry is vulnerable to yielding stressed employees due to its demanding and 

technology-driven nature. The software industries around the globe practice a software development 

phenomenon called Global Software Development (GSD) (Amin et al., 2011). Following this, software 

applications are developed through organisations, people, and technologies across geographical locations, 

cultures, languages, and work patterns (Herbsleb & Moitra, 2001). Though this has brought enormous benefits 

in knowledge and resource sharing, it has also created negative pressure on software employees. Such pressures 

include 1. global pressures in terms of market and competition, 2. technology pressures in updating and 

developing skills, and 3. local pressures in terms of working hours, changing work culture, changing teams, 

and changing peer group (Sonnentag et al., 1994). These pressures make the software occupations more 

demanding and contribute to the risk of increasing the stress levels of software employees.             

The ubiquitous use of technology has touched almost all everyday objects and activities. Industries and 

researchers have made numerous efforts to bring technological interventions to various domains, including 

healthcare. With the growing number of demands and scarcity of medical resources, health industries sought 

the possibility of using the power of technology to render affordable and personalised services to patients 

beyond geographical and time boundaries (Burman & Goswami, 2018). Though there are many examples of 

how technology is applied in healthcare, its application in mental health care is still at its blooming stage. 
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Although digital mental health interventions are a growing phenomenon, considerable research on 

technological interventions in stress management has been conducted. Companies have recognised digital 

stress management interventions as a promising addition to the continuum of programs used to manage 

employees' stress and alleviate their well-being. However, the research shows mixed results on the efficacy of 

such programs due to challenges identified in the intervention. Such challenges include, but are not limited to, 

less engagement, poor adherence, high attrition, and lack of personalisation (Scholten & Granic, 2019). The 

literature claims that it is essential to identify the user requirements and involve a multidisciplinary team in the 

design and development process to gain the ultimate benefits from such interventions (Ariani et al., 2017). 

Moreover, the literature highlights several research gaps that have lowered the intervention's impact. The 

insufficient theoretical underpinnings and generic design without targeting the occupational category are 

among them (Oman et al., 2006; Tveito & Eriksen, 2009; Weerasekara & Smedberg, 2019).    

Thus, the current study presents a stress-management intervention prototype designed explicitly for 

software employees. The intervention was co-designed by a multidisciplinary team based on rigorous empirical 

and literature evidence targeting software employees. The design process undertaken in the intervention is 

comprehensively discussed in the upcoming sections.  

2. LITERATURE REVIEW 

2.1 Transactional Model of Stress 

The Lazarus transactional model of stress and coping is the most widely used framework in stress management 

research. This model elaborates stressful experiences as a person-environment transaction. According to the 

framework, a person's appraisal of the stressor and the availability of psychological and social resources could 

mediate the impact of the stressor or demand (Lazarus & Folkman, 1984). The current study follows this model 

and applies part of the transactional model of stress and coping. Particular emphasis was given to making 

available required resources and setting up supportive personal and social environments to practice behaviours 

that enable them to manage stressful encounters. 

2.2 Digital Stress Management 

Technological advancements have placed a greater interest in digital stress management interventions. 

Numerous efforts have been made toward designing and developing a continuum of interventions involving 

different devices and technologies. Since stress is a common phenomenon in both personal and work life, 

individuals and organisations have made significant efforts toward identifying suitable interventions to support 

the stress management process. However, research shows mixed results of digital interventions due to their 

adherence and engagement barriers (Howe et al., 2022). Thus, more focus is given to designing and developing 

interventions capturing the user needs and providing a personalised solution to its users. The existing literature 

on digital stress management interventions shows that many interventions are delivered as web-based internet 

interventions. Other modalities like mobiles, sensors, and smart devices have also been used to produce the 

interventions. Previous studies emphasise selecting the suitable modality to deliver the intervention. The 

modality establishes technological limitations to deliver diversified digital content. Selection of modality with 

convenient access could minimise the switching cost for its users (Howe et al., 2022). Support and guidance 

have also played a significant role in the intervention delivery and supported increased adherence and 

engagement. 
The support or guidance has mainly been delivered in human- and machine-based support (Weerasekara  

& Smedberg, 2019). In the human-based approach, qualified and trained counsellors, therapists, or peers 
provide support and guidance. The machine support option renders the guidance and support as chat, email, or 
text-based communication. In both the options, it was evident that providing support varied from fully 
supported to moderately supported to less supported options. Research has also highlighted that intervention 
users appreciated peers' and experts' involvement with the intervention delivery and sought support only at a 
moderate level (Weerasekara & Smedberg, 2019). Moreover, literature shows that most interventions have not 
used a solid theoretical foundation to structure the intervention (Oman et al., 2006; Tveito & Eriksen, 2009). 
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Thus, such intervention outcomes were difficult to justify or explain due to the lack of a theoretical baseline 
(Oman et al., 2006; Tveito & Eriksen, 2009; Weerasekara & Smedberg, 2019).  

The digital micro intervention is considered a novel approach to designing intervention content to lower 
the entry barriers and minimise user effort to engage with interventional content (Baumel et al., 2020). This 
has enabled users to engage more with the content while improving the usability of the intervention(Baumel  
et al., 2020). Recent studies extensively used gamification, and emerging technologies like virtual reality, social 
networking, and wearables sensors. These concepts have increased user engagement and adherence (de Witte 
et al., 2021). Moreover, studies argue that the design of the intervention, study context, and user characteristics 
directly influence the usage and engagement with digital behavioural change interventions (Perski et al., 2017). 
Thus, it is essential to identify the user needs and design a solution (Floryan et al., 2019) with a theoretical 
foundation and rigorous empirical evidence.    

2.3 Gamification 

Gamification has gained increased attention in technology-based behavioural and mental health intervention 

design and development (Floryan et al., 2019). It is considered a way of embedding entertainment and creative 

dimensions into the non-gaming context (Deterding et al., 2011). Evidence shows that gamification has 

contributed to increasing adherence, engagement, and motivation to behavioural interventions (Floryan Mark 

and Chow, 2020). Many existing interventions use gamification elements like badges, leader boards, points 

and levels, challenges and quests, social engagement loops, and onboarding (Zichermann & Cunningham, 

2011). However, research highlights the importance of using a gamification framework to guide the 

implementation of these elements within a technology-based intervention (Floryan Mark and Chow, 2020). 

The consolidated gamification framework (Floryan et al., 2019) elaborates a model with five design principles 

mapped into four categories. The five main principles include 1. support player archetypes (traits and values 

the user brings to the intervention that helps to increase engagement); 2. meaningful/freedom of choice (close 

to the concept of personalisation, allows users to choose the desired path to reach the goal); 3. meaningful 

purpose/knowledge of benefit (the purpose of undertaking an activity and how to practice is visible to the user); 

4. feedback (user receives feedback on ongoing activities) and 5. Visibility of progress and path to the 

destination (user can visualise/understand their progression). This framework provides comprehensive 

guidance for applying gamification principles to behavioural and mental-health-focused internet interventions. 

Unlike in the past, research studies show that companies also use gamification to increase employee 

productivity. The research shows evidence that not only males dominate in this area but that the use has spread 

across all ages without any gender disparity (Kiselicki et al., 2018).  

2.4 Digital Micro Interventions 

Numerous research studies show misalignment of user behaviour and intervention design. On one side, they 

have recognised the users’ lack of motivation and a minimal investment of effort and time to engage in the 

intervention. At the same time, the interventions expected a considerable effort and time from the users' end to 

achieve the desired results. This mismatch has been acknowledged and addressed in the novel concept of digital 

micro intervention. Where digital micro-interventions tend to provide beneficial therapeutic support with a 

minimum burden to the user, such interventions offer several shorter and much more focused interventions 

(Baumel et al., 2020). Thus, it could lower the cost of entry to the intervention and the commitment and effort 

required for focused engagement (Baumel et al., 2020). Such digital micro-interventions are based on three 

main components: events (individual in-the-moment attempt that has an impact on the overall target), decision 

rules (decides which and when events should be deployed), and assessments (measure the impact of the 

individual event and the impact to the overall aim of the intervention) (Baumel et al., 2020). An event can be 

informational or interventional. From the stress management perspective, an event may provide educational 

material at the required time (informational) or encourage practising some form of action like breathing 

exercises (interventional). A digital micro intervention can be based on an individual event (Ayers et al., 2015; 

Strauman et al., 2015) or multiple events combined (Elefant et al., 2017) and sequenced to match a context and 

user requirements. Then, the decision rules decide when and which event to be deployed. The assessment 

targets to assess the impact of the intervention, which can be seen as two-fold. On the one hand, it may target 

evaluating the intervention's overall outcome. On the other hand, it may aim at determining the more proximal 

effects of deployed events. 
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3. METHODOLOGY 

The proposed study reveals a prototype of an ICT-supported intervention for occupational stress management. 

A series of empirical studies were carried out involving multiple stakeholder groups to assist the intervention 

design process. The stakeholder groups comprised software employees and human resource managers in Sri 

Lankan-based software companies and counsellors engaged in stress management practices. Quantitative and 

qualitative data collection and analysis techniques complemented each approach and supported yielding 

valuable insights into the user needs. Seven core user requirements were identified based on the empirical 

studies and literature evidence (see Table 2). Next, with extensive literature support and careful mapping of 

the user requirements, the researchers derived seven design principles to govern the design process. The 

following table (see Table 1) shows the design principles and the operationalised descriptions.  

Table 1. Derived Design Principles to Govern the Design Process 

Derived Design Principle 

[Focus on ….] 

Description 

Modality and Focus The intervention delivery platform and the target level (individual, group, hybrid, 

organisational, etc.) must be selected at the initial stage. 

Content Provision The intervention carefully selects the techniques and technologies to deliver the 

right content to the user efficiently. 

Personalisation The system renders personalised content based on the user requirements 

acknowledging their familiarity and experience. 

Social Connectedness The intervention enables the user to connect with selected social circles (peers, 

experts, etc.) 

Use of Gamification Possibility of embedding gamified content (both gaming elements and dynamics) 

into the intervention to increase user engagement 

Adaptive Learning The intervention can learn from the user and provide content and support based on 

user behaviour. 

Aesthetics and Simplicity The intervention must select visual elements to offer pleasing aesthetics while 

assuring the simplicity of the intervention. 

 

These seven principles governed the design process and covered the intervention's functional and  

non-functional aspects. The researchers worked collaboratively with a multidisciplinary team of software 

engineers, UI/UX engineers, and counsellors to establish the design features. When designing elements of the 

functional units, the design team heavily relied on the digital micro intervention components like forming 

events, decision rules and setting up assessment strategies and gamification techniques. After establishing 

design features, a clickable prototype was designed by the team. The following table (Table 2) shows the 

overview of the design requirements and proposed design features in the prototype supported by the literature.  

When designing each core functional module in the Felix prototype designers, besides building Felix's 

micro-interventional unit, the design team made a rigorous effort to apply gamification elements to the 

intervention. Gamification elements like points, badges, visualised dashboards, progress bars, leader boards, 

status, and individual task lists were used to render gamification dynamics in the intervention. Table 3  

(see Table 3) shows examples of how the intervention implemented the gamification principles. 
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Table 2. Mapping of User Requirements into Design Features with Literature Evidence 

User 

Requirement  

Literature 

Evidence 

Associated 

Design 

Principles 

Design Features presented in the proposed 

intervention 

Ability to 

perform stress 

assessment and 

monitoring 

 

 

 

(Hänsel, 2016; 

Maclean et al., n.d.; 

Rodrigues et al., 

2015; Sharmin et 

al., 2015) 

 

 

Content 

provision on 

assessment 

and 

monitoring. 

Use of 

gamification 

to support 

interactive 

visualisation

. 

 

Assessment: 

The system can capture stress measures through user 

input (active) and automated (passive). 

Active measurements: Use of stress assessment 

questionnaire and mood rating by the user.  

Passive Measurements: Automatic capture of mouse 

movements (clicks and wheel movement) and keyboard 

presses.  

 

Monitoring: 

E.g., When unusual keyboard usage is identified, the 

system pop-up with a message to alert the user and 

suggest engaging in stress management activities. [Just-

in-time intervention] 

Daily mood changes and stress measurements are 

visualised using graphs.  

Ability to 

visualise the 

upcoming 

activities, stress 

patterns, and 

stress 

management-

related 

information 

 

(Kocielnik & 

Sidorova, 2015; 

Maclean et al., n.d.) 

 

 

Content 

provision on 

visualisation

, 

notification, 

information 

and use of 

gamification

. 

 

Users can visualise stress patterns and mood changes over 

time. 

 

Intervention displays the upcoming event calendar.  

 

Send notifications/reminders based on previously planned 

activities. [Ecological momentary intervention] 

 

The To-do list is visible to the user with highlights of 

completed and pending activities. 

 

The expert support area provides the required stress and 

management information via credible sources. 

Possibility of 

selecting and 

engaging in 

simple stress 

management 

activities 

(Bendelin et al., 

2011; Ebert et al., 

2016; Eklund et al., 

2018; Hoa et al., 

2017; Howe et al., 

2022; Villani et al., 

2013) 

Content 

provision 

and 

personalisati

on 

An activity basket is provided to the user. Users may 

change the list and priority by dragging and dropping the 

items.  

 

All the activities provided are simple and can engage the 

user within a 1-5min time frame. 

Possibility of 

collaborating 

with others to 

manage stress 

 

 

 

 

(Cavanagh et al., 

2018; Cunningham-

Hill et al., 2020; 

Hoek et al., 2018; 

Leung et al., 2011) 

Social 

connectedne

ss, content 

provision 

The system supports both peer-support and expert support 

platforms. 

 

Peer-support platform provides the ability to share, 

comment, and keep threaded communications with peers. 

 

Users can directly get in touch with selected peers 

through a chat system. 

 

Provide the ability to contact an expert through chat, 

audio, and video call. 
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Provide privacy, 

security, and 

confidentiality 

(Cunningham-Hill 

et al., 2020) 

Content 

provision 

and 

personalisati

on 

Provide secure login through registered credentials. 

 

Users may decide what content to be published and share 

with others and what to keep secured. 

 

The data will not be accessible to outsiders. 

Provide simple 

and user-friendly 

application 

 

 

(Howe et al., 2022) Aesthetics 

and 

simplicity 

 

For some activities (e.g., breathing exercises), guided 

tours are provided to guide the user through various steps. 

 

A simple language style is used. 

 

Simple colours and fonts are used with consistent themes. 

Easy 

Accessibility 

and interactive 

content 

 

 

 

 

(Cunningham-Hill 

et al., 2020; de 

Witte et al., 2021; 

Hasson et al., 2010; 

Howe et al., 2022; 

Morrison et al., 

2017) 

Content 

Provision, 

Use of 

gamification

, adaptive 

learning 

 

The system will be available as a cross-platform 

application. 

Progress bars, dashboards and award/point systems 

motivate users to engage with the system. 

 

The system provides feedback on activities (e.g., when a 

user completes a breathing exercise system awards 

points). 

 

Automated chat is available to have a friendly 

conversation or seek support to manage stress. 

 

The system collects feedback from the user to learn the 

user preferences (e.g., at the end of a chatbot 

conversation, the user is asked to rate the discussion; and 

when the user completes a stress management activity, the 

system checks whether it is supportive in relieving stress 

or not). 

 

Tooltips are provided for each function so that users can 

understand the purpose of the activity/module. 

 

Reminders and notifications are provided to the user 

based on previously planned activities. 

4. RESULTS 

As a result of the first design iteration, 'Felix the DigiBud' (Felix) has emerged. This was developed as a 

clickable prototype that renders an interactive experience similar to the final application. The name selected 

for the application is 'Felix'. This was formed as an abbreviation of 'Feeling Relaxed". Felix carries the meaning 

of happy, prosperous, and lucky in Latin, Greek, and the Bible. The application was designed as a responsive 

web usable in any browser viewpoint to increase usability. Felix follows primary user interface (UI) design 

principles to render the best user experience to the user. The fonts, colours, and language are carefully selected 

to offer consistent user interfaces that make it more user-friendly and interactive. The icons, labels, images, 

and buttons were selected and placed in a way to increase the visibility and affordability of the UIs.  

Felix presents a total of nine functional modules, including the settings module. The setting module is 

considered a standard unit available in Felix regardless of the user preferences. The settings module offers the 

facility to change the profile settings, customise preferences, backup, and restore contents. The other modules 

can be added to the application based on user preferences during the profile setup stage. Felix also comes with 

a desktop application that can run as a background to capture the keyboard presses and mouse clicks to detect 

stressful behaviour.  
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Felix offers different login options. Users may create an account and log in using credentials or as a guest. 

It also provides the facility to log in using the user's social media accounts, such as Google, Facebook, or 

Instagram. At the first-time login, the user is asked to create a Felix system version based on their situation and 

preferences. During the account creation process, Felix asks questions to capture the user demographics, 

perceived stress levels, and activity preferences. Felix creates a customised version of Felix that best suits the 

user based on input. Felix also captures the user behaviours and preferences and tries to learn to offer 

personalised experiences. As an example, after a conversation with the Felix chatbot, Felix asks the user to rate 

the conversation so it could give an enhanced discussion in the future. After listening to a piece of music or 

watching a video clip, Felix will ask for user feedback. This feedback is used to let the system learn about the 

user preferences to render personalised content in the future. 

The first functional module, 'Plan my Day,' focuses on planning and scheduling. This allows for setting up 

a to-do list and adding it to the calendar. Felix will track and alert users to complete the tasks. The task 

completion is also visible on the home page. This module also offers a reminder facility where users can set 

up notifications based on their preferences (e.g., Drink water, have lunch, Take a rest, etc.). The 'Assess My 

Stress' module offers both active and passive capture of stress measures. It has three sub-components: (1) My 

Mood- a symbolic grid is given to capture the current mood with the timestamp (2) PSS- A standard 

questionnaire (PSS) is provided to capture the stress levels and moods periodically (3) Stress Tracker- shows 

the automatic data captured from Felix desktop app. 'Stress Monitor' is a module that provides the ability to 

visualise the stress data captured through various inputs. It could visualise mood and stress level changes on a 

day and over a period using line graphs. 

The 'Activity Bucket' shows a customisable list of recommended stress management activities. All the 

activities are considered digital micro-interventions since these activities could be performed in less than five 

minutes. The original list is created based on the input received during the account setup stage, which could be 

rearranged based on user preferences. In some activities like breathing exercises, step-by-step guidance is 

provided. Upon completing the activities, the user will receive points/rewards displayed on the home page. 

The ‘social feed’ module creates an interface between the user and peer circle, providing a platform similar 

to Facebook. Users can see the posts and updates of their peers. The user also can create their posts, add 

comments to the other posts, and share and add symbolic reactions. My Diary module provides a journaling 

feature to the user that s/he could use to write down their feelings, emotions, and stories as a record in a digital 

diary. This module also enables publishing on the social feed or hiding for private use. ‘vmFriend’ module 

offers the messaging facility between selected individuals or through a chatbot. The individual messaging 

facility provides text and emoticons to continue with threaded communications. The chatbot feature enables 

automated conversations and acts as a mentor to guide during stressful situations. The final functional module 

of the application is the 'Meet an Expert'. This module provides professional support in two ways. First, users 

could contact stress experts/counsellors via audio and video conferencing facility or make an appointment to 

meet the professional face-to-face at a physical location. Once the appointment is made, it is automatically 

added to the calendar, and the user receives notifications accordingly. Secondly, it provides access to trusted 

web sources to read and learn about stress and stress management.  

Table 3. Application of Gamification Techniques in the Intervention 

Gamification 

principle 

Operationalised Description Examples from the intervention 

Meaningful 

purpose 

The intervention renders activities aligned 

with the user's interests and goals. 

Each of the functions/activities is provided with a 

description of the purpose of the action. 

Meaningful/freed

om of choice 

Provide the user with an opportunity to 

select activities and options based on their 

preferences 

Activity Basket: A range of stress management 

activities is presented so that the users can 

prioritise/select based on their preferences. 
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Supporting player 

archetypes 

Intervention is personalised based on user 

characteristics. 

 

E.g. Socialisers- interested in seeking 

support from peers 

 

Explorers- interested in seeking and 

experiencing new things. 

‘Socialiser' user types are given the option of a 

peer-support platform to support their stress 

management activities.  

 

Explorer-type users could be encouraged to 

browse trusted web sources to find stress 

management activities that suit their preferences. 

Feedback The user gets feedback on the activities and 

how it affects their goal 

Soon after completing the breathing exercise user 

receives points. 

Users who actively support a social feed (peer-

support platform) receive badges acknowledging 

their contributions. 

Visibility of 

progress and path 

to the destination 

Users can visualise the progression On the home page, no. of items completed out of 

the planned activity set is visible to the user 

through a progress bar. 

5. DISCUSSION 

The study revealed a prototype of an ICT-supported intervention designed based on empirical and literature 

evidence. A multidisciplinary team was involved in the design process, and digital micro-intervention and 

gamification concepts were heavily used. The intervention consisted of nine functional modules targeting 

various stress management interventions.  

The proposed intervention aimed to fill several research gaps identified in the previous literature. Firstly, 

the literature highlights that majority of the previous studies neglected to explicitly discuss the design process 

involved in the intervention design stage (Tveito & Eriksen, 2009). Thus, the proposed study extensively 

elaborates the design process applied in the intervention design. These elaborations of techniques and 

procedures involved in the design could motivate future designers to yield better design ideas. Secondly, 

research evidence that most studies have not used any theoretical stress model to explain the stress management 

mechanisms used in the intervention delivery (Oman et al., 2006; Tveito & Eriksen, 2009). This critique is 

answered in the proposed intervention by making a considerable effort to ground the concept of the 

transactional theory of stress and coping. Thirdly, the previous literature claims that the mismatch between 

user needs and interventional design has lessened the engagement and motivation to use the interventions 

(Weerasekara & Smedberg, 2019). Thus, this study attempted to address this gap by utilising empirical 

evidence from different stakeholders in a series of studies. The co-designed process carried out by a 

multidisciplinary team could also be considered a positive aspect of the interventional design. Much research 

discusses the importance of involving an interdisciplinary team in digital health care (Ariani et al., 2017; 

Weerasekara & Smedberg, 2019). Such cross-disciplinary involvement helped combine engineering with social 

sciences and search for the possibilities of using technology to render novel mental health care practices (Ariani 

et al., 2017). Another gap in the literature is not focusing on specific occupational categories while designing 

the intervention (Weerasekara & Smedberg, 2019). The occupational demands change over the spectrum of 

work environments, work cultures, etc. (Mustafa et al., 2015). The stress experienced by a bank officer or 

schoolteacher working in a city limit is quite different and higher than those experienced by their counterparts 

in a rural area. Thus, it is essential to investigate the specific user needs of the employees to create more 

customised solutions. During this study, the design explicitly targeted software employees and provided the 

opportunity to personalise their Felix version based on their characteristics and preferences. 

Though the digital health interventions overcome the challenge of delivering quality service across 

geographical boundaries, there is a considerable challenge in keeping the users engaged and adherent to the 

intervention. There are shreds of literature evidence that if the intervention requests ample time or rigorous 

effort from the user, it tends to discourage the user and eventually leads to discontinuing the intervention 

(Eklund et al., 2018). This is evident in the current social context where users prefer micro-interventions over 
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traditional interventions. Receiving answers to a question posted on Facebook regarding yoga is chosen over 

expert support received at a conventional yoga class. Thus, the proposed intervention also tried to use the 

concept of digital micro-interventions to deliver the interventional activities. All the activities were designed 

as well-focused functions in-the-moment activities where users must make minimum effort and time to 

complete a specific task. For example, if the user needs to record his current mood, he needs to use a couple of 

ticks. Then, the intervention takes the necessary steps to capture the timestamp location details to save for 

future reference. 

Moreover, the system could prompt to take a quick breathing exercise based on a pre-defined time frame 

or a trigger. With the widespread technological advances, intervention developers get the opportunity of 

embedding a diversified range of digital micro-interventions into their SMIs. This digital micro intervention 

could increase access to mental health care by lowering the effort and time required to achieve the targets 

(Baumel et al., 2020). The use of digital micro-interventions and gamification could be considered a milestone 

in this interventional design. However, there is a critique that micro-interventions have proven to provide  

short-term benefits but not long-term benefits in mood and distress (Elefant et al., 2017). Thus, future studies 

need to carefully assess the impact of digital micro-interventions. The design team made a comprehensive 

effort to embed gamification principles into the intervention using numerous elements like awards, points, 

progression bars, dashboard, etc. Such elements helped store the intervention's gamification dynamics like 

interactivity, motivation, and engagement. Such dynamics helped create a more dynamic environment within 

the intervention and intrinsically motivated the users to increase their interactivity and engagement (Floryan et 

al., 2019).  

Despite the mixed research evidence, ICTs hold promise in addressing mental health care challenges 

(Breslau & Engel, 2016). ICT has already created an avenue to reach the target audience without geographical 

and time barriers. It also helped to create alternative paths of seeking support and care. Such methods helped 

the patients gain the required information and make rational decisions leading toward patient empowerment 

(Barak et al., 2008). The prototype and the design process presented in this paper provide several favourable 

insights that could be embedded into digital stress management interventions. Such insights would lay a 

foundation for researchers, designers and developers to investigate possible technological solutions to connect 

better the intervention and the user in time to come.  

6. CONCLUSION 

The current study proposed a preliminary design of an ICT-supported intervention for occupational stress 

management called Felix the DigiBud. The design process was targeted to bridge various research gaps 

identified in existing digital stress management interventions. The micro-interventional design concept used in 

the intervention opened avenues to deliver complex interventions efficiently and effectively. This will limit the 

effort and time estimations from the user's end. The gamification principles and elements applied in the 

intervention helped overcome less interactivity and engagement challenges. Moreover, the study's findings 

could contribute to the already existing knowledge base and to the practitioner audience in designing and 

developing ICT interventions for occupational stress management. Since the preliminary prototype is now 

ready to be evaluated by the stakeholders, Felix will be demonstrated to different stakeholder groups in the 

next iteration to assess aspects like usefulness, usability and visual attractiveness. The evaluation findings could 

feed into the next design cycle of the Felix. 
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COULD MEDICAL APPS KEEP THEIR PROMISES? 
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ABSTRACT 

Medical mobile apps are already in wide use, and their use, as well as user base are projected to grow even further. 
However, it is unknown whether medical apps achieve their claimed behavior effectively and accurately. To determine 
potential gaps between app claims and app behavior, as well as between app claims and user expectations, we conducted 
a study on over 2,000 Android apps. We first developed an information retrieval approach that maps an app’s description 
to medical (ICD) terms, hence delineate the app’s medical scope and stated goals; our analysis has revealed that weight 
management, heart rate measurement, blood sugar measurement and hearing aids constitute the most common conditions 
apps claim to address. Next, based on app functionality, we categorize apps into (a) apps that measure or manage a 
physiological parameter, (b) apps that claim to treat conditions, and (c) apps for self- assessment. Within these three 
categories, we establish fine- grained subcategories and for each subcategory we compare apps’ claimed behavior with 
realizable behavior. We found that app widely overstate their behavior and functionality. We also found that apps employ 
disclaimers and misleading terms to lure users into installing/using the app yet avoid responsibility. Finally, based on our 
uncovered app behavior and claims, we outline actionable findings w.r.t app claims and actual vs. stated function, meant 
to make users safer and apps more forthright. 

KEYWORDS 

Medical Apps, Android, Digital Health, Mobile Computing 

1. INTRODUCTION 

Medical mobile apps are integral to daily life, offering diverse functions from connecting to medical devices 
to tracking physiological parameters to condition assessment or diagnosis. 

Due to their convenience and ubiquity, users trust medical apps and generally assume that apps are 
validated and accurate. However, there is no direct evidence on whether a medical app is performing its 
claimed functions. For instance, in a study regarding blood pressure monitoring apps, users liked the 
perceived accuracy; however, the app under-reported users' actual systolic pressure and provided inaccurate 
results which gave users a false sense of security (Plante, 2018). 

We conducted a study on more than 2,000 Android apps collected from Google Play to understand (1) the 
medical conditions targeted by medical apps, and (2) the claims app make, e.g., regarding diagnosis or cures; 
hence consequently reveal and categorize lapses between app claims and actual functionality. 

To define app behavior and nature, we map app metadata terms onto ICD-11 (International Classification 
of Diseases) codes. Using ranked retrieval text analysis, we were able to accurately shed light on common 
conditions applications may claim to treat or manage (Section 2). For apps that perform measurement and 
tracking, we found that most ICD codes were related to physiological management, such as weight loss or 
heart rate measurement. For apps that address conditions, we found that the most common conditions include 
elevated blood glucose level (MA18.0) and speech therapy (QB95.5); we present the findings in Section 3. 

Next, we focus on exposing questionable claims found in app descriptions. 
We classified apps into three main categories of claimed behavior: physiological (Section 4), treatment 

(Section 5), and self-assessment (Section 6). Focusing on app descriptions allows us to observe better what 
may possibly convince users into installing certain apps. We establish keywords and frequencies to 
categorize suspicious behaviors accordingly. Within each category, we investigate app claims and compare 
these claims with what is realizable with an app running on a smartphone; we found a wide gap between 
claims and attainable functionality. 

Overall, we make the following contributions: 

 A classification of app behavior based on medical conditions established by international 
standards (ICD-11). 
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 A classification of possible misleading claims found in Medical apps. 

 A discussion of app disclaimers and misleading description terms. 

Prior work Several studies investigated the accuracy and overall usability of mobile health apps. Coppetti 

et al. studied the accuracy of smartphone heart rate measurement apps and revealed that there were 

substantial performance differences between heart rate apps and clinical monitoring -- as much as 20 beats 

per minute (Coppetti, 2017). While their study focused on only 4 apps, it is safe to assume that this issue 
persists with other apps of this nature.  

The importance of responsible app marketplace safeguards regarding health apps is discussed by Wykes 

et al. (Wykes, 2019); their work expressed concerns with the “overselling of health apps” and suggested a set 

of four principles that app marketplaces could use to guide the user to more sensible choices. Their study was 

conducted on four apps, rather than a larger dataset. Wisniewski et al.'s study on top-rated health apps 

confirmed our findings that most medical apps “continue to have no scientific evidence to support their use” 

(Wisniewski,2019); their study is based on manual analysis of 120 apps.  

Other studies show that there is little evidence to whether health apps work, finding that only a small 

fraction of apps is tested (Byambasuren, 2018), leading to suggestions of “prescribed health apps”, meaning 

having health apps vetted by medical professionals as a prescription rather than being able to be freely 

installed. 
The reliability and safety of health apps is discussed by Akbar et al. with most concerns stemming from 

the quality of content presented in apps, such as presenting incorrect and incomplete information (Akbar, 

2020). 

Regarding weight loss apps, Zaidan et al. addressed the usability features of these apps by applying an 

evaluation framework (Zaidan, 2016). Their framework revealed that app marketplace search engines had 

biases towards certain titles and keywords that did not reflect the full functionality of the app and that the 

most popular apps are not necessarily the most effective. 

Brown et al.'s review of 76 pregnancy apps regarding nutrition determined that such apps should not be 

considered as an appropriate resource for pregnant women due to unsound nutritional advice and overall 

unreliability (Brown, 2019). 

 

Figure 1. Overview of methodology 

2. METHODOLOGY 

We begin by describing our overall methodology illustrated in Figure 1. We acquired app descriptions and 
apps (APK files) from Google Play which correlated to the Medical and Health & Fitness categories. This 
resulted in a total of 2,339 apps that had installs over 1000 and were in the English language. From these 
apps, we used their descriptions and relevant text-based app metadata to determine ICD codes and observe 
claimed app functionality and misleading claims. We map the medical conditions apps may claim to treat  
(or monitor) onto an established ontology, ICD-11 codes. ICD -- the classification of diseases used by the 
World Health Organization -- provides an international standard for uniform naming of diseases and health 
conditions. Extracting ICD terms from app metadata not only enables us to identify possible conditions apps 
may claim to treat or monitor, but also (1) can reveal lapses in app descriptions regarding functionality and 
(2) helps us understand further the general medical app landscape. App descriptions and text metadata were 
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processed, removing stop-words and irrelevant terms. We will next discuss how we managed to extract ICD 
codes and categorize app functionalities via information retrieval. 

ICD code mapping challenges 
We begin by describing the process and challenges faced when extracting ICD codes from apps. We used 

106 ground truth apps as a basis to determine the score threshold for matched terms.  
The first challenge was determining relevant app metadata. Using irrelevant terms and certain stop words 

can result in inaccurate ICD mappings or even no matches. We compared extracted keywords between the 
app description and XML files in order to understand common medical app functionalities and which source 
would be the most effective in mapping with ICD codes. We found that XML files provided less relevant 
results despite having more medically related keywords, especially for apps used as reference material, 
intended for patients, or to interact with patient portals. This is because XML files contain more 
fragmentation and individual words rather than cohesive sentences to provide any meaningful input.  

The second challenge involved finding the best method to map and extract terms from app descriptions. 
We began with an initial mapping with a TF-IDF (term frequency – inverse document frequency) analysis, 
which showed that most apps correlated to the ICD code MA13.1 (Finding of alcohol in blood). However, 
when we attempted a ranked retrieval text analysis, we found much more accurate ICD terms mapped to 
keywords.  

Table 1. Keyword Discrepancies in ICD Codes 

App Name TF-IDF Ranked Retrieval ICD Code 

com.ebsco.dha ‘management’,‘difficulty’, 

‘disorder’, ‘condition’ 

‘health’,‘refer’,‘clinic’,‘care’ QB10 (Medical services not 
available in home) 

com.pocketprep.nptepta 

 
 
com.ninezest.stroke 
 
com.srems.protocol 

‘disease’, ‘specified’, ‘defect’, 

‘vertical’ 

 
‘therapy’, ‘devices’, ’malignant’, 

‘miscellaneous’ 

‘harm’,‘malignant’, ‘classified’, 

‘miscellaneous’ 

‘brain’,‘test’,‘therapy’, 
‘nervous system’ 
 
‘stroke’,’therapy’,  
‘speech’,‘enhance’ 
‘region’,‘clinic’,‘treatment’, 
‘cardiac arrest’ 

MB72 (Results of function 

studies of the nervous 
system) 
 
QB95.5(Speech therapy) 
 
MC82.1 (Bradycardic 
cardiac arrest) 

 

Using a naive approach leads to inaccuracy in text extraction, as we show such discrepancies in Table 1.  

Here we compare the keywords extracted from TF-IDF analysis versus those from ranked retrieval; the text 

in bold indicates inaccurate or irrelevant keywords that do not map to the accurate ICD code displayed. We 

see that ranked retrieval provided the most accurate results. Thus, we used ranked retrieval to obtain each 

app’s ICD code. We will discuss our results in Section 3. 

Categorizing claimed app functionalities 

Next, we will discuss how we categorized app behavior. Here we focused solely on app descriptions, as 

they are the initial reasons why users download applications. We used 33 apps as ground truth, which we had 

manually determined as potentially misleading due to specific terms in their descriptions. We focused on 

generic terms such as “diagnosis”, “entertainment purposes”, “instant”, and “camera” and applied a TF-IDF 

analysis on the full dataset, resulting in a subset of 1250 apps matching these criteria. 
Once the subset was established, we then manually reviewed common patterns based on general 

functionality to create a categorization. We developed another set of keywords to categorize the 1250 apps 

into three categories using TF-IDF analysis. Finally, to better refine our categories and the broad functions 

we found, we further characterize them into more specific subcategories. In doing so, we reveal possible 

lapses in claimed behavior and their legitimacy, especially in popular apps. We further discuss our findings in 

Section 4. 

3. MEDICAL CONDITIONS 

We will now present our findings. First, we will discuss the results of the ICD code analysis and the top 

codes found. Then we will describe the claimed app behaviors found in app descriptions. 
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3.1 Top ICD Conditions 

ICD codes extracted from app descriptions help us ascertain whether descriptions accurately describe/explain 

app functionality. Table 2 displays the top ICD codes along with an explanation of how it is used and its 

categorization. 

We found that most of the ICD codes relate to weight loss apps due to the frequency of the term:  

MG43.5 (Excessive weight loss) as we see in Table 2. We also see many ICD codes related to apps which 

connect to external medical devices, especially with pacemakers (QBB30.3: (Adjustment or management of 

vascular access device) and hearing aids (QB31.4: Fitting or adjustment of hearing aids). Among the top 
ICD codes, we find very few apps for professional use relate to any, if at all. This is because many app 

descriptions related to professionals or clinicians are either very vague or too complex to map correctly to a 

single specific ICD code. Nevertheless, we were able to accurately map ICD codes to medical conditions in 

apps that claimed to treat said diseases.  

Table 2. Top 10 ICD Codes based on app descriptions 

ICD Code ICD Title #Apps Use 

MG43.5 Excessive weight loss 511 Weight Control 
MC82.1 
QB30.3 
QB31.4 
MA18.0 

M54.5 
QA41 
CA23 
QB95.5 
H93.1 

Bradycardic cardiac arrest 
Adjustment or management of vascular access device 
Fitting or adjustment of hearing aid 
Elevated blood glucose level 
Low back pain, unspecified 
Pregnant State 

Asthma 
Speech Therapy  
Tinnitus 

255 
242 
232 
135 
120 
104 

84 
75 
70 

Heart Rate Measurement  
Pacemaker Management 
Hearing Aid 
Diabetes Management 
Pain Management 
Pregnancy Tracking 

Asthma Management 
Speech Aphasia Treatment 
Hearing Aid 

3.2 Claimed App Behavior 

We characterized app functionalities into three main categories: Physiological, Treatment, and  

Self-Assessment. Apps in these categories are examples of behavior that may potentially require regulations 

or further scrutiny and exemplify the need to categorize claimed app functionality. Apps should be clearer 

about their true functionalities in their descriptions while being explicit in their disclaimers; many times, 

disclaimers are hidden in the text or towards the end of the Google Play description; when the description is 

lengthy, users may end up ignoring or missing the caveat completely.  

We will now describe each category and subcategory found in Table 3 starting with Physiological, 

Treatment, and Self-Assessment. 

Table 3. Categories of app functionalities 

Category #Apps % 
Physiological 430 34 

Heart Rate Measurement 115 9 
Optometry 98 8 
Blood Sugar Measurement 87 7 
Hearing Test 42 3 

Skin Cancer 41 3 
Body Temperature Measurement 31 2 

Weight Loss 16 1 
Treatment 320 26 

Natural Home Remedy 200 16 

Hypnotherapy/Brain Wave Therapy 71 6 

Pain Relief 49 4 
Self-Assessment 500 40 

Mental Health 309 25 
Symptom Tracking 106 8 

Pregnancy Quizzes 85 7 
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4. PHYSIOLOGICAL 

Apps in this category claim to be able to measure certain physiological parameters such as heart rate or blood 

pressure, using the camera and other smartphone sensors. Concerningly, these apps claim to provide some 

form of diagnosis based on the measurement; furthermore, the apps claim that their measurements are 

accurate. We have found 430 such apps, categorized as follows. 

4.1 Heart Rate  

Heart rate-measuring apps use the smartphone camera's flash feature to measure a person's pulse. Measuring 

heart rates via a smartphone camera is not inherently inaccurate or deceptive, though a study has found 

differences between results obtained with apps versus results gather via clinical monitoring (Coppetti, 2017). 

However, users should not solely rely on such apps for diagnosis or treatment. For example, app Cardiac 

diagnosis (arrhythmia), with over 1,000,000 installations, states no disclaimers or recommendations to seek 

a medical professional or use an actual heart monitor along with the app. The accuracy is generally unknown, 
especially how the app manages to detect such conditions. Unless these apps work in conjunction with an 

external medical device, such as a blood pressure meter or heart monitor, the accuracy of such apps should 

not be relied on for diagnosis. Moreover, we believe that (1) such apps should include a disclaimer or 

recommendation to consult a medical professional, and (2) the term ‘diagnosis' should be removed from apps' 

titles. 

4.2 Optometry 

Optometry apps claim to measure vision acuity by providing eye exams testing for astigmatism, near and  

far-sightedness or color blindness.  

While these apps may provide a basic benchmark for vision, without a medical professional's diagnosis, 

the apps should not be used as a sole medical opinion. As a result, all apps with this functionality must 

include a recommendation to report their results to qualified ophthalmologists or optometrists before taking 

any sort of action. 

4.3 Blood Sugar 

Blood sugar apps claim to measure or track blood sugar. While many of these apps do have this behavior, as 

they work with a glucometer, many do not -- the apps simply serve as a journal.  

Apps claiming to measure or track blood sugar without connecting to a glucometer or any sort of device 

can be misleading. Additionally, some apps whose name contains “Blood Sugar Test” have disclaimers 

stating the app cannot measure blood sugar but provides information on how to manage diabetes. Thus, these 

apps should modify their titles to better reflect app functionality, e.g., “Blood Sugar Tracking” or “Blood 

Sugar Log”. 

4.4 Hearing Test 

Hearing test apps are different from hearing aid apps, which tend to connect to an external hearing aid device, 

serving as a remote control. These apps claim to provide (1) tests regarding tinnitus and (2) therapies for 

hearing issues; nevertheless, users need to see an ENT or audiologist for a reliable and accurate diagnosis. 

4.5 Skin Cancer 

Skin cancer apps use the device's camera to take pictures of skin and then use an AI algorithm to provide a 

preliminary diagnosis regarding skin cancer. Apps claiming to detect skin cancer solely through a device's 

camera and without a blood test are deceptive and misleading. An example would be the app Medgic which 

uses AI to check for dermatological conditions or diseases by using the device's camera. While AI algorithms 
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have been able to detect conditions before, prognoses cannot be solely confirmed by a simple photo of one's 

skin -- other tests must be administered in order to make a conclusion. The app's description contains a 

disclaimer, albeit at the end, stating how the app is not a replacement for medical advice and that not all 

results are 100% guaranteed.   
Another app, Visus, states that it is an experimental application that is publicly deployed and that its 

algorithm is “30% more sensitive and precise than a conventional board-certified radiologist”. 

4.6 Body Temperature 

Body temperature apps claim to measure users' temperature, e.g., to detect a fever. However, this is 
ultimately misleading, as mobile devices do not have any means to measure temperature in their sensors. 

Instead, these apps serve as a mere journal to track user-inputted values for body temperature. 

4.7 Weight Loss 

Weight loss apps are numerous by nature, as seen in our ICD mapping. However, in this specific 
categorization we focused on apps that over-promise results within an arbitrary or unrealistic time frame or 

even “instant” results.  We found that many apps do not urge the users to seek medical opinions prior to 

attempting weight loss. For example, the app Lose Weight Fast at Home - Workouts for Women with over 

1,000,000 installs, claims that users following the app's regimen will lose weight in 30 days. However, there 

are no mentions in the app description of the influence other crucial factors such as diet, water intake, or 

genetic factors, have in weight loss. 

5. TREATMENT 

These apps claim to be able to cure diseases. We have found a total of 320 apps, falling into several 

subcategories. 

5.1 Hypnotherapy/Brain Wave Therapy 

These therapies are complementary forms of medicine (i.e., used to supplement traditional treatment 
methods). Apps in this category tend to not mention the importance of standard or clinically proven medical 
treatments to be used in conjunction with their suggested therapies. Hypnotherapy results are generally not 
clinically proven and may have adverse effects on users who are prone to epilepsy or other neurological 
conditions (Gruzelier, 2000). For example, the app Atmosphere: Binaural Therapy Meditation which has 
over 500,000 installations, states that it is able to “heal your DNA” with its guided breathing and meditation; 
nevertheless, the app description contains a disclaimer that the app is only for “entertainment purposes” and 
should not be a substitute for medical treatment. 

5.2 Natural Remedy 

These apps provide references to natural remedies, e.g., certain herbs or foods, to manage and treat specific 
diseases, such as skin diseases or even cancer. They also claim to help users “self-cure” certain conditions. 
Apps that provide home remedies are not malicious or intentionally misleading but should never be a 
replacement for actual treatment prescribed by a medical professional. While there are natural remedies to 
basic non-life-threatening illnesses or wounds, an app is not an alternative to prescribed treatment from a 
medical provider (Desmet, 2004). For example, the app Doctor at Home, which has over 100,000 
installations, claims it can provide treatment for “110 diseases” and “cure diseases at home”. Examples of 
three conditions -- cholera, angina, pneumonia -- and app-prescribed “cures” are shown in Figure 2. 
Additionally, the app states that the user can be a home doctor, defined as “you are yourself a doctor”. Herbal 
treatments and reference material cannot replace professional diagnosis or treatment. While the app has 
useful tips for treating simple symptoms and issues, such as coughing and dandruff, it also has claims for 
treating more serious cases such as stomach ulcers and cholera. 
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5.3 Pain Relief 

These apps rely on providing exercises and remedies to address various types of muscular pains or migraines. 
While such apps can offer a catalogue of exercises that can address certain types of pain, such apps should be 
used in conjunction with medical advice. Apps which work in tandem with qualified pain coaches can be a 
convenient way to help manage pain remotely. However, for many pain relief apps, pain is addressed through 
virtual exercises with claims that they are “proven to ease pain”, such as in app Lower Back Pain and 
Sciatica Relief Exercises. Note that the issue is not whether exercises are effective or not; rather the issue is 
that app descriptions do not suggest seeking professional medical advice prior to app installation. 
Additionally, certain pain exercises, when performed incorrectly or without supervision, can lead to further 
damage and pain in many cases (Lubell,1989). 

 

 

Figure 2. Doctor at Home claims to be able to ‘cure’ critical diseases naturally 

6.  SELF ASSESSMENT 

We have found 500 apps which emphasize the use of assessments and self-help, categorized as follows. 

6.1 Mental Health 

Mental health apps rely on self-assessments without a professional entity providing feedback. Note that there 
is a lack of direct scientific evidence found in descriptions of apps that claim to help with mental health or 
behavioral patterns (Larsen, 2019). Many mental health apps do not provide confirmation or verification that 
the app is indeed vouched for by professionals. For example, the self-help app MoodSpace is focused on 
depression and mental well-being. While the description claims that the app is “a well-being app driven by 
research”, there is no evidence of any research or authoritative proof accessible to users prior to installation. 
As with prior examples, the app's description contains a disclaimer and an emphasis that users should seek 
medical advice, but the disclaimer is found at the very end of the description, increasing the chance to be 
ignored by users.  

6.2 Symptom Tracking 

Symptom tracking apps are based on user input (rather than physiological measurements as prior discussed) 

to determine possible diagnoses. These apps are useful for a cursory understanding of certain symptoms but 

should not be used for a diagnosis. Many of these apps are extremely popular, such as Ada-check your 

health, with over 5,000,000 installations and classified as a Class I Medical Device, meaning it is considered 

as a device with low risk to the user in the European Union. While Ada-check your health is an example of 

a well-regulated medical app, there are many apps that claim to perform similar functions but are not as well 
scrutinized or moderated by government or marketplace entities, such as the Disease Detector which claims 

to detect diseases in a few seconds.  
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6.3 Pregnancy Quizzes 

These apps ask a series of questions and claim to determine whether the user shows early signs of pregnancy. 

While a collection of certain symptoms can help determine the likelihood of pregnancy, it can only be 

validated through an actual physical pregnancy test. As a result, the framing and naming of these apps are 

misleading. An example was app Real Pregnancy Test & Quiz -- removed from Google Play during this 

research -- which suggested that it was “an easy quiz for pregnancy. Just reply the quiz questions”. 

7. CONCLUSION 

Medical mobile apps are understandably convenient and appealing to users. However, app quality and app 

description quality remain sorely lacking. These lacunae are particularly concerning in this (medical) domain 

because app reliability can directly affect/impact user safety and well-being. Our approach and study found 

that the functionality landscape of medical apps is broad and varied; however, the functionalities claimed in 

app descriptions are not entirely reliable. Our findings show a need for better regulation and scrutiny of 

medical apps in-app marketplaces to better protect users and their health. 
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ABSTRACT 

Spatial resolution of medical images can be improved using super-resolution methods. Real Enhanced Super Resolution 

Generative Adversarial Network (Real-ESRGAN) is one of the recent effective approaches utilized to produce higher 

resolution images, given input images of lower resolution. In this paper, we apply this method to enhance the spatial 

resolution of 2D MR images. In our proposed approach, we slightly modify the structure of the Real-ESRGAN to train 

2D Magnetic Resonance images (MRI) taken from the Brain Tumor Segmentation Challenge (BraTS) 2018 dataset. The 

obtained results are validated qualitatively and quantitatively by computing SSIM (Structural Similarity Index Measure), 

NRMSE (Normalized Root Mean Square Error), MAE (Mean Absolute Error) and VIF (Visual Information Fidelity) 

values.  

KEYWORDS 

Imaging, Deep learning, Generative Adversarial Network, MR Image Enhancement, Single MR Image Super Resolution 

1. INTRODUCTION 

Higher quality Magnetic Resonance Images (MRI) are valuable for early detection and accurate diagnosis of 

various medical conditions. High spatial resolution of images is essential to provide detailed anatomical 

information and help radiologists with accurate quantitative analysis. Acquiring higher resolution MRI 

requires higher image acquisition times that can be costly and may not always be possible due to physical 

limitations. Super-resolution (SR) techniques are alternative ways to improve the spatial resolution of images 

by producing a High-resolution (HR) image given a Low-resolution (LR) one.   

SR approaches to produce HR MRI are mostly categorized into reconstruction-based and learning-based 

methods (Van et al, 2012). Reconstruction-based techniques use interpolation filtering methods such as 

bilinear, bicubic or lanczos (Duchon, 1979). They are among the first methods to tackle single image super 

resolution (SISR) problems. However, interpolated images blur or degrade important edge and texture 

information of images.  

SISR methods have been widely advanced by the breakthroughs in deep learning. Methods based on 

Generative Adversarial Networks (GANs) (Goodfellow et al, 2014) are promising approaches for image 

generation and have been also used for SR (Ledig et al, 2017). GANs-based models show the increasing 

performance for SISR. Different architectures and loss functions aimed at improving the quality of the 

generated images using GANs have been proposed (Metz et al, 2015, Arjovsky et al, 2017, Mao et al, 2017).   

Recent advances in the Super Resolution Generative Adversarial Network (SRGAN) are aimed to recover 

fine texture details and edge information even at large upscaling factors (Ledig et al, 2017). This motivated us 

to apply a recent extension of the method called Real Enhanced Super-Resolution Generative Adversarial 

Network (Real-ESRGAN) that achieves high perceptual quality for 2D real-world images (Wang et al, 2021). 

Our specific focus in this work is to apply Real-ESRGAN (Wang et al, 2021) to resolution enhancement of 2D 

slices of 3D MR images. To the best of our knowledge, no studies have been conducted on the use of  

Real-ESRGAN (Wang et al, 2021) to validate SISR on MRI scans. 
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2. RELATED WORKS  

The state-of-the-art methods with deep learning techniques have shown an increasing performance on 

producing SISR on 2D real-world images (Kim et al, 2016, Lai et al, 2017, Lim et al, 2017, Tai et al, 2017, 

Haris et al, 2018, Wang et al, 2018, Zhang et al, 2018, Dai et al, 2019, Wang X. et al, 2019). Furthermore, 

many of the current deep learning techniques for medical image enhancement typically rely on GANs.  

GANs-based models generate more realistic images (Tan et al, 2020). To produce SISR, a GAN pipeline 

usually consists of a single generator network that takes in the degraded/down-sampled LR image as input and 

directly outputs the reconstructed SR image. A photo-metric loss is calculated between the SR image and the 

ground truth and drives the network to recover realistic image details (Wang J. et al, 2019). Most of the 

proposed approaches apply SRGAN developed by Ledig et al (2017).  

mDCSRN (Chen et al, 2018), Lesion-focussed GAN (Zhu et al, 2019), and ESRGAN (Bing et al, 2019) are 

GAN-based solutions tackling SR for medical images. In (Tan et al, 2020), a meta-upscale module proposed 

by Hu et al. (2019) is combined with SRGAN to create a network called Meta-SRGAN. GAN-based models 

including ESRGAN and CycleGAN are used in (Do et al, 2021) to generate HR MRI with rich textures. Their 

experimental results have been conducted on both 3T and 7T MRI in recovering different scales of resolution. 

The authors in (Sanchez et al, 2018) have applied the SRGAN-based model (Ledig et al, 2017) adopted to 3D 

convolutions to generate HR MRI scans. They have explored different methods for the upsampling phase to 

alleviate artifacts produced by sub-pixel convolution layers. Chen et al. (2018) have applied the Densely 

Connected SR Network (DCSRN) (Huang et al, 2016) for 3D brain MR image enhancement. Though, direct 

conversion into 3D may result in many parameters and thus faces challenges in memory allocation.  

SRGAN (Ledig et al, 2017) applies a perceptual loss using high-level feature maps of the VGG network 

(Simonyan, and Zisserman, 2015, Sprechmann, and LeCun, 2016, Johnson et al, 2016) combined with a 

discriminator that encourages solutions perceptually difficult to distinguish from the HR reference images. 

However, the discriminator requires a more powerful capability to discriminate realness from complex training 

outputs, while the gradient feedback from the discriminator needs to be more accurate for local detail 

enhancement (Wang et al, 2021). 

In Real-ESRGAN (Wang et al, 2021), the VGG-style discriminator in ESRGAN is developed via U-Net 

design along with spectral normalization (Ronneberger et al, 2015, Schonfeld et al, 2020) to increase 

discriminator capability and stabilize the training dynamics. As a result, Real-ESRGAN (Wang et al, 2021) 

achieves better visual performance making it more practical in real-world applications. This motivates us to 

apply and validate Real-ESRGAN (Wang et al, 2021) to produce SISR of 2D slices of 3D MR images.  

Real-ESRGAN (Wang et al, 2021) makes use of the RGB LR images. In our proposed approach, we modify 

the structure of the Real-ESRGAN to train the 2D MR images. The obtained results are assessed and 

compared quantitatively and qualitatively with the standard bilinear and bicubic interpolation methods. 

3. METHODOLOGY  

In this section, we explain the GAN model we have used to enhance the resolution of brain MRI images, along 

with the description of the dataset and the modifications we have made to the GAN model for our purpose of 

working with grayscale brain MR images, cost functions used and the parameter settings. 

3.1 Dataset Preparation 

We have used the BraTS 2018 dataset for the resolution enhancement experiment. The dataset consists of MRI 

scans of glioblastoma (GBM/HGG) and lower grade glioma (LGG) as native (T1), post-contrast T1 weighted 

(T1Gd), T2-weighted (T2) and T2 Fluid Attenuated Inversion Recovery (FLAIR) volumes. For the image 

resolution enhancement purpose, we have used both HGG and LGG T1 brain MR images. There is a total of 

285 3D MR T1 weighted images, each consisting of 155 2D slices. The slices are grayscale images and are 

available in NIfTI format. 
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We have used 80% of the 3D images for training purpose and the rest of the 20% images for testing the 

GAN models. For dataset preparation, we have removed the blank MRI scans and have normalized the pixel 

values to lie in the range of 0 to 1. As this dataset is primarily created for segmentation, the dataset also 

contains the segmentation masks of the brain MR images. As our purpose is resolution enhancement, we have 

produced the low-resolution images by down-sampling the 2D MRI scans by a factor of four using bilinear 

interpolation method. There are some 2D slices that includes no brain tissue.  

We have removed such blank MR images. The original size of the 2D images is 240x240.  We use zero 

padding to change the size to 256x256 for training our models.  For training, we get 285x0.8x155 = 35340   

2D images and after excluding blank images, we have a total of 31322 images. There are a total 7823 images 

in the test set after the pre-processing steps. 

Since we are using a resolution enhancement scale of 4 for low resolution image generation, our  

low-resolution images are of size 64x64. 

3.2 Real-ESRGAN Architecture  

Real-ESRGAN is a GAN with a Residual in Residual Dense Block (RRDB) based generator and UNET 

based discriminator. The generator consists of multiple RRDB blocks. This RRDB block is modified from 

residual block in SRGAN. Instead of using convolutional layers in Residual Blocks, they have used dense 

blocks (Huang et al, 2016). Each dense block consists of five convolutional layers accompanied with  

Leaky-RELU layers except for the last one. They have used residual scaling (Szegedy et al, 2016) in residual 

blocks where output from residual blocks is scaled down by multiplying them with a scale factor in range 0 to 

1 (denoted as β in Figure 1). This helps when network becomes deeper and produces very large or small 

gradients. The RRDB blocks are followed by an upsampling block and two convolutional layers for the 

reconstruction. For the discriminator, they have used a U-Net based model with skip connections. To stabilize 

the training dynamics, they used spectral normalization regulation. They have also employed relativistic 

discriminator based on relativistic generator (Jolicoeur-Martineau, 2018). 

 

 

Figure 1. Generator Architecture of Real-ESRGAN 
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Figure 2. Summary of the training procedure 

3.3 Loss Functions   

We have used a combination of pixel loss (L1 loss), perceptual loss (Johnson et al, 2016), and GAN loss 

(Ledig et al, 2017) for training the generator and GAN loss for the discriminator. We have used a weight value 

of 1 for different losses meaning that we took the total loss values and combined them for training the 

generator. For discriminator, GAN loss was measured for both fake (generated from generator) and real 

images (ground truth) so that the discriminator can learn to distinguish between real and fake images. VGG19 

weights are used for calculating perceptual loss. 

3.4 Network Training 

According to the Real-ESRGAN paper the training process is divided into two stages. The first part is 
training Real-ESRNet (Wang et al, 2021) with the L1 loss. When they trained Real-ESRGAN, they used the 
weights from the Real-ESRNet as the initialization point. In our experiment, we started our training by 
training the Real-ESRGAN without using the weights from the Real-ESRNet. The pre-trained weights from 
Real-ESRNet were obtained from training the model with real-world images. As we are working with brain 
MRI grayscale images, we started our training from scratch using only Real-ESRGAN.  

Real-ESRGAN has three channel input and three channel output for the generator and three channel input 

for the discriminator. As brain MRI data is grayscale, we changed the input and output channel number to 1 

for the generator and input channel number to 1 for the discriminator. We first train the model by copying the 

same MR image three times to match with the original input shape of the model and noticed variations 

among the three generated images from the generator (for three channel output). As a result, we changed the 

input shape and output shape of the model to facilitate one single channel training for the grayscale images.  

3.5 Parameter Settings    

We have used 23 Residual in Residual Dense Blocks (RRDB) in the generator. Each residual block has three 
dense blocks and five convolutional layers in each dense block. The initial input number of channels are set 
to 64 for these convolutional layers. Channels for each growth for the convolutional layers in the dense block 
is 32. The growth channel means the first convolutional layer will output 32 features, the second conv layer 
will output 32x2 = 64 features, the third one will produce 32x3 = 96 features and so on.  In the upsampling 
block, there are two upsampling layers, each increasing the number of features by a factor of two using 
nearest interpolation method. 

We have optimized the generator and discriminator weights using Adam optimizer with a learning rate of 

0.0001 based on the loss function as described above. We have trained the Real-ESRGAN for 300000 

iterations on the 80% of the BraTS dataset images. A summary of the training procedure is illustrated in  

Figure 2. 
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Table 2. The quantitative comparison 

 

 

 

 

 
 

Note: SSIM, NRMSE, MAE and VIF values of Bilinear Interpolation, Cubic Interpolation, and  

Real-ESRGAN generated high resolution images compared with ground truth images. The metric values are 

the mean values for 7823 images. We have also included the standard deviation for these metric values in the 

table as well. In terms of the metrices, higher value of SSIM and VIF and lower values of NRMSE and MAE 

denote better quality images. 

4. EXPERIMENTAL RESULTS  

We have compared the performance of Real-ESRGAN for the MR image resolution enhancement on BraTS 

2018 dataset with bilinear and bicubic interpolation methods based on a variety of evaluation metrics including 

Structural Similarity Index (SSIM), Normalized Root Mean Square Error (NRMSE) (normalized based on the 

mean value of the ground truth image), Mean Absolute Error (MAE) and Visual Information Fidelity (VIF) 

(Sheikh, and Bovik, 2006). We have made qualitative and quantitative comparison among these different 

approaches.  

We have run our experiments on a Linux based operating system with two 2199 MHZ processors, 13 GB 

RAM. We use a NVIDIA Tesla K80 GPU with 12 GB memory. We have used Python programming language 

and its libraries including OpenCV and PyTorch. 

To compare Real-ESRGAN, and different interpolation methods, we have used 20% of the BraTS 2018 

dataset. After removing the blank MR images, we obtain 7823 images for testing. We train the Real-ESRGAN 

for 300000 iterations with a batch size of one. The quantitative comparison can be seen in Table 1. 

From Table 1, we can see that Real-ESRGAN produces MR images with higher resolution than other 

compared methods. Qualitatively speaking, we can see the same thing. Figure 3 shows some of the examples 

from the test set along with the produced higher resolution images from Bilinear Interpolation, Cubic 

Interpolation, and Real-ESRGAN. 

5. CONCLUSION 

The problem of generating and validating a single MR Image Super-resolution using Generative Adversarial 

Network was addressed in this paper. We utilized the Real-ESRGAN model on 2D MR Images available on 

the BraTS dataset to generate 2D HR MR Images. We demonstrated that the Real-ESRGAN model 

outperformed the bilinear and bicubic interpolation methods in restoring a resolution by a factor of 4. The 

generated images were perceptually and qualitatively superior compared to the interpolated ones.  

From the obtained results, it can be observed that the interpolated images can be blurry with ghosts and 

shadows around the boundaries with suppressed sharp edge information. Future work will involve extending 

the model to generate the SR images with arbitrary zooming factors. 
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Method SSIM NRMSE MAE VIF 

Bilinear Interpolation 0.92±0.03 0.04±0.01 0.011±0.004 0.55±0.07 

Cubic Interpolation 0.93±0.03 0.04±0.01 0.010±0.004 0.64±0.07 

Real-ESRGAN 0.94±0.03 0.04±0.01 0.009±0.004 0.71±0.09 
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Figure 3. From left to right, Ground truth, Low-resolution image, Generated image based on the model, Bilinear 

interpolation, and Bicubic interpolation. 
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ABSTRACT 

There is consensus in health studies that regular physical activity contributes to better health in both the short and long 

term. In the ongoing DigitalWells research program, we focus on getting young elderly, the 60-75 years age group, to adopt 

physical activity as part of their daily routines. Growing evidence shows that running viable and effective combinations of 

regular physical activity forms are health-enhancing if they are exercised long enough and with sufficient intensity. We 

developed and implemented a digital support platform to guide young elderly towards health-enhancing physical activity 

and searched for drivers that could get both the platform and health-enhancing physical activity programs accepted and 

adopted for sustained use. In this paper we work out the design and functions of the platform and explore ways to combine 

technology- and psychology-based drivers to get physical activity adopted as daily routine and digital support technology 

accepted among young elderly.    

KEYWORDS 

Health-Enhancing Physical Activity, Digital Support Platform, Young Elderly 

1. INTRODUCTION 

There is growing concern about deteriorating health in the ageing population (European Commission, 2018) 

that now starts to be 18-23% of the population in most EU countries. The largest proportion of elderly people 

(65+) are found in Japan (28.79 %), Italy (23.37%) and Finland (22.49 %); there are 14 countries where the 

65+ is over 20% of the total population, all but one is an EU country  

(https://aginginplace.org/fastest-aging-populations). Ageing citizens live longer but turn out to need more 

health and social care with increasing age that requires more resources and annually increasing costs. In  

Finland, where this study was carried out, there is a social commitment to take care of its ageing citizens, and 

the numbers are growing – in 2020 there were 1.3 million 65+ citizens (out of a population of 5.5 million), the 

annual health care costs for them were over 3.7 B€, and the predictions are that these costs will only grow for 

the next 20-25 years (Borodulin and Sääksjärvi, 2019). 

The strategy and policy decisions on the use of resources to care for ageing citizens has broad political 

support in most EU countries and are anchored in an EU-level program (European Commission, 2018).  Public 

health and social care resources are reserved for senior citizens (75+ years) who are ageing badly and need 

support - this is, of course, as it should be in a modern 2020s society. Nevertheless, arguments can be raised in 

support of measures for preventive programs for younger healthy elderly to keep them healthy and in better 

shape. This would in the long term require less net effort, less resources and less health and social care costs 

(Borodulin and Sääksjärvi, 2019) and will contribute to a better quality of life.  

Preventive programs should start early enough – with the young elderly, the 60-75 yerars age group – to 

have sufficient effects in the long term, when young elderly become senior citizens. It appears that public 

policy ignores the young elderly (young elderly interviewed in the DigitalWells research program) – “we are 

too healthy, too active, with too good social networks to need any intervention or support from public  

resources”; and “we are too many”, this – a bit sarcastically.   

There is consensus that regular and systematic physical activity (PA) can serve as preventive health care. 

The Copenhagen Consensus statement notes that: “(i) being physically active is a key factor in maintaining 

health … (ii) physically active older adults, compared with older inactive adults, show benefits in terms of 
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physical and cognitive function … (iii) physical inactivity in older adults is associated with a trajectory towards 

disease and increased risk of premature all-cause mortality …” (Bangsbo et al, 2019).  Regular PA at moderate 

intensity for at least 150 minutes per week will have positive health effects (Wallén et al., 2014); the  

Copenhagen Consensus finds that also less than 150 minutes could be sufficient for older adults, but as we will 

find out, there is quite some debate about what will be the “right PA”, “the right amount of PA” or “the right 

intensity of PA” to actually get health effects – or “will the same PA work for all of us?” 

We introduced PA, that builds and maintains stamina, muscle strength, agility, and balance; when several 

PAs are combined over time we have a PA-program; when the PAs in a program prove to have health-effects 

we get a HEPA-program, a health-enhancing physical activity program. The contribution of this paper is the 

development and implementation of a digital support platform to guide young elderly towards 

 health-enhancing physical activity. As part of this work, we also searched for drivers that could get both the 

platform and health-enhancing physical activity programs accepted and adopted for sustained use.  

Regardless of the evidence found in the literature, HEPA programs are not high in demand among young 

elderly. A synthesis (Wallén et al, 2014) of several studies of physical exercise among 2500 elderly Swedes 

(ages 65-84) found that 12%/14% (female/male) show no interest in PA; 69%/64% (female/male) mention 

regular PA at low or medium intensity. A Finnish study shows that in the age group of 30-54 years, only 30% 

spent several hours per week at regular physical activity; in the 55-74 age group, it decreases to 15%; in the 

75+ age group only 7% are regularly physically active (Borodulin and Sääksjärvi, 2019). Moreover, another 

recent Finnish study found that only 34%/39% of (adult) women/men reach recommended HEPA levels  

(Keskimäki et al, 2019). Evidently, systematic action is needed to start getting changes. 

Our context and our version of systematic action is a research and development program called DigitalWells 

(DW-program) that was running 2019-22 to activate young elderly in Finland towards trying out and adopting 

HEPA programs. As a research tool we developed a digital support platform and application (the most recent 

version is DW-app 3.0) that collects PA exercises, shows intensity and duration, logs the results to a  

cloud-supported database, builds graphical PA reports and shows (weekly, monthly) goal attainment for the 

user. The DW-program has so far attracted more than 1000 users, who have logged 294 140 PA events (by 

December 2021), from which we have collected PA and HEPA statistics and paired the results with  

cross-sectional and longitudinal data on experiences with the program (Kari et al, 2021b and Kari et al, 2021c).  

The aim of the paper is to demonstrate the design and functions of the digital support platform and  

application, and to find out if technology- and psychology-based drivers combine to get physical activity 

adopted as a routine program with digital support as an accepted technology among young elderly.    

The rest of the paper is organized in the following way: in section 2 we will work out physical activity, the 

DW-program and the design and implementation of the DW-app 3.0; in section 3 we will present some research 

results with the digital support platform; in section 4 we will connect the design and use of digital support 

platforms to classical DSS constructs, draw some conclusions and outline the next steps in the research  

program. 

2. PHYSICAL ACTIVITY AND DIGITAL SUPPORT  

Keskimäki et al, (2019) offer a couple of challenges: the proportion of young elderly who show physical  

activity that meets HEPA recommendations should be much higher, and PA-programs should be run to fulfil 

HEPA requirements (at least 150 minutes/week at moderate or 75 minutes/week at vigorous intensity).  

Ainsworth et al, (2011) offer advice and guidelines for the design of HEPA programs. They quantify the 

energy cost of 821 specific activities in terms of metabolic equivalent of task (= MET), “the ratio of the rate at 

which a person expends energy, relative to the mass of that person, while performing some specific physical 

activity compared to the reference … at 3.5 ml of oxygen per kilogram per minute (when sitting quietly)”; the 

MET for various PA has been validated with lab experiments. 

The DW-program adopted the study by Ainsworth et al, (2011) as a baseline and worked out 48 PA that 

can be included in a HEPA program (Table1).  
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Table 1. A selection of physical activities, including CPA MET values 

Physical activities (PA) MET-Light MET-Moderate MET-Vigorous 

Walking 2.8 3.5 4.3 

Gym training 3.5 5.0 6.0 

Home gymnastics 2.8 3.8 8.0 

Swimming 3.5 6.0 9.8 

Padel 4.7 7.3 10.0 

 

PA recommendations for health effects (Bangsbo et al, 2019, Borodulin and Sääksjärvi, 2019) correspond 

to roughly 525-675 MET-minutes/week with PA exercises of different MET levels. The WHO (2020) offers a 

more demanding set of PA for health benefits: (i) older adults should do at least 150–300 minutes of  

moderate-intensity aerobic physical activity; or at least 75–150 minutes of vigorous intensity aerobic physical 

activity throughout the week; (ii) … should also do muscle strengthening activities at moderate or greater 

intensity on 2 or more days a week; (iii) … should do varied multicomponent physical activity that emphasizes 

functional balance and strength training at moderate or greater intensity, on 3 or more days a week. These 

activities would collect about 1800-2200 MET-minutes/week to get health benefits.  

The HEPA recommendations apply to healthy adults and show PA that on average would have health  

effects. There are, by necessity, individual differences in the PA effects of PA programs and we must expect 

more deviations when we apply recommendations to young elderly: female/male, age groups, socio-economic 

background, physical demands from work, and HEPA capacity (decided by PA history and physical shape). In 

the DW-program we found the recommendations too vague to motivate sustained PA – “you cannot be sure 

that the time spent will actually give sufficient health effects” (Davis, 1989; Makkonen et al, 2021) – and we 

found out that this is a crucial point; the DW-app 3.0 (fig. 1 and 2) became a support instrument to give  

necessary answers. 

The DW-app 3.0 for smart mobile phones (Android, iOS) registers the PA exercises carried out, calculates 

the MET-minutes for an activity and registers the results. The DW-app was built on Wellmo, a multi-purpose 

platform for mobile wellness services developed by Nokia and Mobile Wellness Solutions MVS Inc. 

(https://www.wellmo.com/platform). The platform provides the software infrastructure for the DW-app to  

define user profile and login setup functions including informed consent to allow PA data to be collected and 

analysed for research purposes (shown in green, figure 1). A user is known only through an 8-digit  

pseudo-code. PA data is processed in the DW-app part (shown in dark blue, figure 1) with its own cloud  

database (Heroku) and with secure links to a public database on wellness data to which the DW-app is  

synchronized. Wellmo is a well-tested, stable working platform with more than 10 years of active use.  

 

 

Figure 1. DW-app 3.0 application – basic platform structure 

The logging of activities on the smart phone (if the user prefers to do it manually) is done in the left part of 

the screen (fig. 2): (i) the user selects the activity (gym training), (ii) the intensity (moderate), (iii) the date 

from the calendar, (iv) and the duration (1 hour), after which the app (v) calculates and shows the effect of the 

activity (330 MET-min, 398 kcal). If the PA exercise is logged with a smartwatch the manual operations are 

not used, the DW-app carries out the phases (i)-(v) automatically. The intensity of the PA exercise is shown 
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through objective measurements with smartwatch sensors; this is better than subjective assessment - but the 

calibration of the PA is done for active, younger athletes and the intensity shown appears to be a bit low for 

young elderly.  

The results of the PA exercise update the database (fig.1, light blue) on the user’s individual 8-digit  

pseudocode. The data is used to produce individual reports on the user’s smart phone (the fourth panel, figure 

2): (i) the type of report is specified (weekly), then (ii) the reported week (10/2020), (iii) the user report is 

shown (MET-minutes/week; the red line is the weekly PA goal) and then (iv) further specified  

(MET-minutes/day). Further graphical reports are shown in the third panel that specify (for instance)  

MET-minutes per activity and Minutes per activity; the second panel shows the most recent (seven) PA  

exercises; weekly reports are supplemented with monthly and 6-monthly reports. 

 

Figure 2. DW-app 3.0 logging and reporting of activities  

The MET results which show the effects of individual PA exercises, may not be very precise if compared 

to lab experiments (Changizi and Kaveh, 2017) but will still motivate users. A user gets a basis to decide that 

“the time spent will actually give sufficient health effects” by registering intensity and duration for weeks and 

months, and then comparing the individual efforts with the recommendations we collected in the DW- program. 

We have collected selected PA experiences from DW-app users (Kari et al 2021b, c), here we will show just a 

few. 

Among the participants in DigitalWells we found wide variations in PA exercises. A few 75+ aged  

marathon runners easily train at 2200-2500 MET minutes/week, but some people with limited PA experience 

find it challenging to reach 440 MET-minutes/week. Intensity is different for different types of PA exercise, 

which can be verified with the sensors of a sport watch (Changizi and Kaveh, 2017). Some DW-app users 

pointed out that home gymnastics requires much less effort than gym training, there is a difference in the quality 

of programs which should be better covered in the MET values. PA history turned out to be an important factor; 

physically active young elderly continues to be active on high levels (reaching 1500-2000 MET-minutes/week) 

into senior years. There is a golfer (75+) in the program who logs about 2500 MET-minutes per week with 3 

rounds most weeks (18 holes, walking 10-12 km, 4.5-5.0 hours/round); he did not claim to be in good shape as 

golfing is aimed more at having a good time than at collecting MET-minutes/week. 

Table 2 extracts some early, spontaneous comments collected over the participants’ smart mobile phones 

using LimeSurvey. The comments were collected after the 12th month follow-up sessions with the participants; 

part of the survey aimed at finding and collecting technical errors and software misfunctions (that were  

corrected, and updated versions of the DW-app were distributed) another part collected open-ended reactions 

to the DigitalWells, which showed positive and negative comments (N = 241). 

We found that PA programs are/can be part of weekly routines; for some participants there were no changes 

in their weekly habits, for others there were positive impacts with follow-up and reporting on systematic PA. 

For some participants the DW-app 3.0 was a nuisance (too simple and cumbersome); for some, PA programs 

should be group activities but for others only individual programs following their own schedule are viable. 

There are quite a few references to PA history and PA level – in terms of own proficiency and comments on 
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others’ (weaker) history (Makkonen et al, 2020 for details). The DigitalWells introduced the HEPA  

recommendations after this survey; later surveys showed that 96% of the participants reached a level of 675 

MET-minutes/week after 3-4 months in the program (Carlsson 2022), which shows that HEPA exercise levels 

are quite possible; of course, there were some negative comments - a minority found weekly PA programs 

stressful. The key to the quotes in Table 2 is: [participant #] M or F/age/BMI. 

Table 2. An extract of participant reactions to the DigitalWells after about 12 months 

I regularly spend time with exercise; thus, the DigitalWells has not changed my exercise routines [#64] F/71/26.40 

 

I spend as much time with exercise as feel good (quite much) [#65] M/74/25.86 

 

This program does not motivate to exercise as such; it is too simple and cumbersome; I am in favour of technology that 

automatically registers exercise and other activities; MET points are not calibrated to active exercise nor to health exercise 

[#72] F/70/23.73 

 

I left DigitalWells in mid-summer because my motivation was not sufficient to go on by myself [covid-19 restrictions 

closed group activities]; technology by itself is not enough as a motivation [#75] F/68/33.25 

 

I follow up on my own exercise more than before and I have also been checking my results both from the tracker and from 

the [app on the] phone [#83] M/71/26.01 

 

I increased exercise after I retired, because now I have more time for it; DigitalWells and the need to reduce weight have 

increased exercise; yet I have not decided on any goals [#120] M/63/34.48 

 
[DigitalWells] has improved the follow up of different forms of exercise [#128] M/75/35.98 

 
This [DigitalWells] is good for people that have not been active on exercise; for me personally there is not much effect 

[#134] F/66/23.59 

 
The application has made me surer that my exercise activities are quite sufficient without any programs; I easily get 10 000 

steps every day in my daily routine tasks [#141] F/67/23.38 

 

Before the covid-19 restrictions I worked out in gym programs 3 times/week and spent 3 times/week in water aerobics or 

aqua-jogging; now everything is closed which reduced my exercises to yoga and qigong once a week [#164] F/71/27.83 

3. SOME GENERALIZATIONS ON DIGITAL SUPPORT  

The development part of the DigitalWells followed the design science research (DSR) paradigm, (Iivari, 2010) 

with successive iterations of improved constructs based on feedback from users (Makkonen et al, 2020b). 

Gradually, this process firmed up to a process of search for drivers that get potential users to adopt PA and/or 

HEPA exercises and turn them into (weekly) routines that extend to monthly or yearly sustained habits. Most 

studies focus on acceptance of digital technology (Venkatesh et al, 2016, Yuan, 2015) in the belief that  

intention to use a technology will drive adoption of PA/HEPA programs (Williams and French, 2011). This 

belief turns out to be a questionable assumption. 

The field studies with the participants used several theory frameworks that offered different perspectives 

on activities (Unified Theory of Acceptance and Use of Technology (UTAUT), Self-efficacy and  

Self-Determination Theory (SDT). In a series of surveys, the DigitalWells found some support for  

UTAUT-based constructs (Venkatesh et al, 2016) to describe the acceptance of the DW-app: performance 

expectancy, hedonic motivation, and habit in one study with 115 participants (Kari et al, 2021b); in two studies 

with 91 participants where the statistically significant effects switched between hedonic motivation and habit 

in one longitudinal study (Makkonen et al, 2020a) and between performance expectancy and effort expectancy 

in a second longitudinal study (Makkonen et al, 2021).  Besides the UTAUT2, the self-administered, short 

version of the International Physical Activity Questionnaire for the elderly (IPAQ-E) by Hurtig-Wennlöf et al, 

(2010) was used in a study with 294 participants (Kari et al, 2021a), on how PA choices are influenced by 

demographic backgrounds (gender, age, education, marital status) and the DW-app: walking and total PA 

increased between the baseline and a 12-month follow-up (Makkonen et al, 2020b); a further study with the 
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IPAQ-E showed that the changes were more substantial after 12 months than after four months (Makkonen et 

al, 2021). Self-efficacy (Bandura 1977) was tested as a probable theory framework with 165 participants that 

had been in the DigitalWells for 12 months and more (Kari et al, 2021b). The results showed that performance 

accomplishment was the main explanation for increased self-efficacy. The increase in self-efficacy for PA 

exercises is important for sustained PA and for sustained HEPA when it is reached. The results from field 

studies suggested – a bit surprising - to widen the search for theory frameworks beyond traditional Information 

Systems frameworks. 

The Self-Determination Theory (SDT), (Teixeira et al, 2012) shows useful constructs for the DigitalWells: 

intrinsic motivation will get a participant to adopt a HEPA program because it gives inherent satisfactions 

(physical well-being, enjoyment, accomplishment, excitement, exercise of skills); extrinsic motivations initiate 

adoption for instrumental reasons (good health, social recognition, improved appearance, challenges to  

oneself). Extrinsic motives can be worked into HEPA programs through controlled forms of motivation,  

introjected regulation or through self-endorsed motivations. Teixeira et al, (2012) found that more autonomous 

forms of motivation support are more effective, identified regulation supports initial or short-term success, 

intrinsic motivation gives long-term success, multiple intrinsic motives strengthen success and competence 

satisfaction (cf. self-efficacy) and supports success. 

The influence processes of the Elaboration Likelihood Model (ELM), (Petty and Cacioppo, 1986) can  

contribute to either intrinsic or extrinsic motivations to help build inherent satisfactions or instrumental  

outcomes that could motivate an adoption of HEPA programs. In the ELM framework perceived usefulness 

and attitudes to HEPA programs are intrinsic motivations for sustained use of HEPA programs. The perceived 

usefulness of HEPA programs builds on getting better and sustained health effects.  

We find it doubtful that drivers that get DigitalWells participants to accept and use digital support platforms 

also make them adopt and use HEPA programs, and then continue to use the programs. Using synergistic 

combinations of theory frameworks, SDT+ELM with UTAUT for instance (Carlsson, 2022), improves the 

applicability of UTAUT for new and (so far) untried contexts. The drivers we are searching for should explain 

the sustained adoption and use of HEPA programs with useful and effective digital support platforms.  

4. DIGITAL SUPPORT PLATFORMS AND CLASSICAL DECISION  

SUPPORT SYSTEMS 

Series of field studies found explanations of why DigitalWells participants decided to accept the DW-app 3.0 

as a support tool for PA. The explanations were sought from the UTAUT theory framework (Macedo, 2017) 

and followed the path of many similar studies (listed in Venkatesh et al, 2016). The UTAUT guides studies of 

the use of digital technology (Venkatesh et al, 2012) to find drivers for “intentions to use” digital technology. 

The HEPA program invites ideas of coaching (Carlsson et al, 2021) to be included as part of the digital 

support platforms, i.e. users would be encouraged to increase their MET-minutes/week goals – which is in line 

with a health-enhancing program – by (i) switching to more demanding PA exercises, (ii) increasing the  

intensity of PA exercises, (iii) extending the duration of daily/weekly programs, or by (iv) finding some optimal 

combination of (i)-(iii). The first three parts are routine advice offered by a coach or personal trainer; many 

DigitalWells participants benefitted from the advice of volunteer coaches and trainers. The optimal  

combination of (i)-(iii) constitutes an optimal HEPA program, which requires input of analytics tools (Carlsson 

et al, 2021) and represents an attractive challenge for researchers. The DW-app 3.0 could be a useful platform 

for computational intelligence methods, machine learning, soft computing, and approximate reasoning.  

Outlining these possibilities in field studies showed that young elderly users were not amused at this prospect, 

which may be surprising. 

Some explanations can be found from an earlier era - much before the digital technology – the decision 

support systems technology in the early 1980’es (Keen, 1981). DSS builders focused on users’ priorities (not 

trying to push advanced technology because it would be “cool”) and on service, fast delivery, ease of use, 

benefit, timely delivery, and user control; they emphasized “support to do a better job” as an informal DSS 

credo (Sprague, 1980, 1981). The DSS architecture built on three components: (i) an interface between the user 

and functional routines, (ii) a data manager, and (iii) functional routines; this same architecture prevails in our 

digital support platform (fig.1 and 2). The philosophy, attitudinal core of DSS is “support, not  

replace” – “coaching” was interpreted as having “replacing” features. Following Keen (1981) it is impossible 
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to support young elderly HEPA programs if we do not know what young elderly do, how they think, what 

doing a “better job” means to them and what they need to build, use, and sustain the use of HEPA programs. 

In the digital era there appears to be a “black box” ideology for “doing a better job”. In case human cognitive 

ability is not enough, analytics will take over (to replace human cognition, if you like) and offer the best  

possible solution (optimal HEPA programs in our context). The algorithms are mostly beyond the knowledge 

and skills of platform users (Carlsson et al, 2021) who then do not see why offered solutions are the best 

possible – or even solutions at all. The DSS promoted managers’ intuitive understanding and experience; the 

DW-app 3.0 took form in successive iterations with groups of users (using the DSR paradigm (Iivari, 2010); 

the iterative design is another DSS feature (Sprague, 1981). The lessons learned from the DSS era strongly 

suggest engaging the users in the design, testing, and use of digital support platforms; modern interface 

technology has gone through 4-5 generations since the DSS era and now supports interactive, intuitive work 

with the end-users in ways which were beyond belief in the 1980’es.   

DigitalWells developed and implemented a digital support platform to guide young elderly towards  

health-enhancing physical activity; this attracted more than 1000 participants, many of whom stayed more than 

24 months with the program and logged more than 294 000 PA events; this was rather successful. Several 

research projects used the material to search for drivers that could get both the platform and health-enhancing 

physical activity programs accepted and adopted for sustained use. In the next phase of DigitalWells, one part 

will test 10-12 selected HEPA alternatives in 12-month experimental programs (using test groups and control 

groups) to verify and validate that they are health-enhancing; the programs will then be offered as standard 

HEPA programs through digital support platforms; users will, of course, still be free to select any PA from the 

list of 48 alternatives and run the PA as they like (young elderly will not act against their will and experience). 
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ABSTRACT 

Early recognition of clinical deterioration (CD) has vital importance in patients’ survival from exacerbation or death. 

Electronic health records (EHRs) data have been widely employed in Early Warning Scores (EWS) to measure CD risk 

in hospitalized patients. Recently, EHRs data have been utilized in Machine Learning (ML) models to predict mortality 

and CD. The ML models have shown superior performance in CD prediction compared to EWS. Since EHRs data are 

structured and tabular, conventional ML models are generally applied to them, and less effort is put into evaluating the 

artificial neural network’s performance on EHRs data. Thus, in this article, an extremely boosted neural network (XBNet) 

is used to predict CD, and its performance is compared to eXtreme Gradient Boosting (XGBoost) and random forest (RF) 

models. For this purpose, 103,105 samples from thirteen Brazilian hospitals are used to generate the models. Moreover, 

the principal component analysis (PCA) is employed to verify whether it can improve the adopted models’ performance. 

The performance of ML models and Modified Early Warning Score (MEWS), an EWS candidate, are evaluated in CD 

prediction regarding the accuracy, precision, recall, F1-score, and geometric mean (G-mean) metrics in a 10-fold  

cross-validation approach. According to the experiments, the XGBoost model obtained the best results in predicting CD 

among Brazilian hospitals’ data. 

KEYWORDS 

Clinical Deterioration, Vital Signs, Machine Learning, Artificial Neural Networks, Electronic Health Record 

1. INTRODUCTION 

Clinical deterioration (CD) is a physiological decompensation, and it happens when a patient undergoes 

deteriorating conditions or the onset of a severe physiological inconvenience. CD is a leading cause of 

mortality in hospitals and, in the case of late detection, it can cause organ failure and death (Fleischmann  

et al., 2016). Conventionally, early warning scores (EWS), such as the Quick Sequential Organ Failure 

Assessment (qSOFA) (Angus et al., 2016) and the Modified Early Warning Score (MEWS) (Subbe et al., 

2006), use only vital signs to determine the CD risk of hospitalized patients. 

However, Machine Learning (ML) models are able to utilize laboratory exams, Electronic Health Records 

(EHRs) data and demographic data in the model to attain more accurate predictions for CD by returning 

fewer false alarms and more precise detection (Al-Mualemi et al., 2021; Wyk et al., 2019; Wang et al., 2018; 

Deng et al., 2022). The easier access of EHRs data in hospitals and improved ML strategies encouraged 

researchers and clinical staff to predict CD in hospitalized patients using automated ML models. 

Although there are significant advances in predicting CD by ML models, the majority of studies focused 

on Intensive Care Unit (ICU) data (Kong et al., 2020; Ibrahim et al., 2020; Moor et al., 2021; Selcuk et al., 

2022). Therefore, in this work, ML models are designed to predict CD in patients hospitalized in departments 

different from ICU. To this end, 103,105 unique attendances out of ICU from thirteen Brazilian hospitals in 

different states are utilized in the ML models development. The collection period of these data is from March 

2015 to July 2021. 
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In general, when dealing with tabular and structured data, popular ML models outperform artificial neural 

networks by providing better prediction, higher interpretability, and lower computational cost. In particular, 

tree-based models, such as Random Forest (RF), Light Gradient Boosting Machine (LightGBM), and 

eXtreme Gradient Boosting (XGBoost), absorbed more attention among ML models (Yuan et al., 2020; 

Zabihi et al., 2019; Lyra et al., 2019). Deep neural networks have provided outstanding achievement on 

unstructured data, such as images, video, audio, and text data (Bengio et al., 2017). However, recently, an 

extremely boosted neural network (XBNet) has been proposed by combining gradient boosted tree with a 

feed-forward neural network (Sarkar, 2021). This model uses the feature importance of a gradient boosted 

tree to update the weights of each layer of the neural network. 

For some data sets, it has been shown that this architecture can outperform the traditional ML models 

(Sarkar, 2021). Therefore, in this work, we compare the performance of the XBNet in CD prediction with 

some tree-based models, such as XGBoost and RF. Also, to the best of our knowledge, it is the first time the 

XBNet is applied to the EHRs data for CD prediction. Moreover, the Principal Component Analysis (PCA) is 

utilized to reduce the data set dimension and to avoid abundant information. Thus, considering the 95%  

cut-off threshold in the PCA, the number of features decreases from 113 to 73, and the performance of 

models is compared before and after dimension reduction. 

The CD prediction in this work is a binary classification task, where one class is for survival (class 0), 

and the other one represents death (class 1). Classical metrics for classification tasks, such as accuracy, 

precision, and recall, are employed to evaluate the performance of models. Furthermore, since our data set is 

highly class-imbalanced (death rate is almost 4%), some useful metrics for class-imbalanced data set, such as 

F1-score and geometric mean (G-mean), are reported. Also, all metrics are evaluated in a 10-fold  

Cross-Validation (CV) framework to prevent overfitting. 

The organization of the remainder of this article is as follows. Some related works to the CD prediction 

are highlighted in Section II. Section III describes a brief description of the employed classifiers and 

methodology. The experimental results and discussions are presented in Section IV. Finally, conclusions are 

drawn in Section V. 

2. RELATED WORKS 

Recent advances in the ML field, together with the availability of sources of health and hospital care data, 
such as EHRs, have generated opportunities for automated medical decision-making to avoid complex 
problems in health monitoring and to identify clinical deterioration (Ye et al., 2020; Zheng et al., 2017). To 
this end, several ML models were employed to extract and evaluate different features of EHRs data  
(Negro-Calduch et al., 2021; Pang et al., 2021). 

EHRs data from ICU are utilized in an RF-based model for the early prediction of sepsis (Nakhashi et al., 
2019). In (Abromavičius et al., 2019), the patients in ICU are divided into short (less than 9 hours), medium 
(9 to 60 hours), and long (more than 60 hours) stay in ICU. Based on the patient’s stay in ICU, they extracted 
different vital sign features. Then, gentle adaptive boosting ensemble learning and random under-sampling 
boosting algorithms are used for sepsis prediction in ICU. Also, in (Oğul et al., 2019), model-based 
techniques are compared with the instance-based ones by employing elastic time series measures to measure 
similarity between different instances of vital signs and predict septic shock in ICU. 

In (Hu et al., 2019), data are collected from neonatal ICUs and are transformed into images. Then, a 
convolutional neural network (CNN) is implemented to predict late-onset neonatal sepsis. In (Chang et al., 
2019), a recurrent imputation for time series is used to input missing values in vital signs and lab 
measurements. Then, temporal convolutional neural networks are employed on the imputed data to predict 
the onset of sepsis. Moreover, in (Wyk et al., 2017), a CNN model is compared to a multilayer perceptron 
model to detect sepsis, and the CNN model obtained a higher accuracy. 

Also, vital signs, laboratory and demographic data are utilized in the early detection of sepsis six hours 
ahead of time by a bi-directional gated recurrent units model (Wickramaratne et al., 2020). In (Roussel et al., 
2019), it is assumed that the prediction of the evolution of vital signs is needed to predict sepsis accurately. 
Thus, a recurrent artificial neural network is used to predict the vital signs six hours ahead, then the 
prediction of sepsis in ICU is implemented. Also, in (Demirer et al., 2019), partially observed Markov 
decision processes are used along with vital signs, laboratory and demographics data to design an artificial 
intelligence-based sepsis warning system. 
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3. BRIEF DESCRIPTION OF THE CLASSIFIERS 

In this section, the XBNet, XGBoost, RF, and PCA are briefly reviewed. These models will be used for the 

CD prediction in the next section. 

3.1 XBNet 

Recently, XBNet was proposed by combining gradient boosted tree and a feed-forward neural network 

(Sarkar, 2021). In this algorithm, trees are trained in all neural network layers, and feature importance is 

obtained by the trees. Then, weight defined by the gradient descent is employed to modify the weights of 

neural network layers where trees are trained. This approach makes the neural network model robust for 

tabular data regarding all performance metrics. The adopted optimization strategy in the XBNet is the 

boosted gradient descent, and it is initialized using the feature importance of gradient boosted trees. Thus, the 

weights of each layer are updated by the model in the following steps: (i) weights are updated by gradient 

descent; and (ii) weights are updated by employing the feature importance of gradient boosted trees. 

3.2 XGBoost 

Boosting is an ensemble algorithm that converts a set of weak learners into a strong estimator by sequentially 

training ML models, in which, for each iteration, the model tries to correct the previous iteration. In gradient 

boosting, each new iteration is optimized in the residual error of the previous iteration using gradient descent. 

A popular system for this method is XGBoost, described by (Chen et al., 2016). It introduces a number of 

novel strategies to optimize learning speeds, enabling it to run ten times faster than gradient boosting 

machine while maintaining state-of-the-art results. 

3.3 Random Forest 

RF classifier is an ensemble learning model that consists of numerous decision trees and was established by 

(Breiman, 2001). In order to define the split of each node, RF considers only a random sample of the features 

and calculates the optimal cut-off point for each subset, which results in an ensemble of less correlated 

decision trees, potentially improving the accuracy of the model. The prediction of an instance is calculated by 

combining the predictions of all trees (through averaging if the target is numerical or through a majority 

voting if the target variable is categorical). 

3.4 PCA 

The principal component analysis seeks to express the most significant possible variability of the original 

features, replacing them with a new smaller set of independent features known as components. These 

components are linear combinations of original features with the eigenvectors of the variance-covariance 

matrix of the original features. The eigenvectors point to the direction of more significant variability, which 

means that a few components are able to retain most of the original variability. More details about principal 

components analysis can be found in (Jollifa et al., 2016). 

4. RESULTS ANALYSIS 

In this section, the employed data set for generating and evaluating the CD classifiers are described briefly. 

Then, the results and discussions are presented. 

The data set contains 103,105 unique attendances (samples) of patients hospitalized out of ICU. Also, to 

focus the CD prediction on adults, all patients younger than 18 years old are discarded. The data are collected 

by EHRs from thirteen Brazilian hospitals from March 2015 to July 2021. The data set contains 77 variables 

(columns), where 6 of them are categorical variables, such as gender, registered disease, and clinical 
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specialty. Thus, after implementing one-hot encoding, the number of features increases to 113. Regarding 

vital signs, such as heart rate, temperature, respiratory rate, glucose, oxygen saturation, systolic and diastolic 

blood pressure, some features describe the last five collections of them. Also, age, days from the last 

hospitalization, and length of stay are reported in the data set. Moreover, it should be mentioned that the use 

of this data set is approved by the ethics committee of the corresponding hospitals under protocol number 

99706718.9.1001.0098. 

All samples in the data set have completed the consultation, i.e., their output is medical discharge or 

death. Moreover, the designed models are predicting CD events for 12 hours ahead. To this end, the last 12 

hours of vital signs before the patient’s outcome are removed for each patient. Since the last five collections 

of vital signs are reported in the data set, and there is a correlation between different collections, some 

statistical measures of the last five vital signs, such as minimum, maximum, mean, median, and standard 

deviation (STD), are used as additional features. For patients hospitalized in different hospitals for treatment, 

information about the time between hospitalizations is utilized. Also, the filling forward imputation technique 

is adopted to impute missing values using the last collected vital signs. Finally, Table 1 describes the mean, 

STD, and the missing value percentage of numerical variables of the Brazilian EHRs data set for all samples 

and different classes. 

Table 1. The missing value percentage, mean and STD of numerical variables of Brazilian EHRs data set 

Variables Total Survival Mortality Missing (%) 
Heart rate 

Respiratory rate 
Diastolic blood pressure 
Systolic blood pressure 
Oxygen saturation 
Capillary blood glucose 
Temperature 
Days from entrance 
Age 

79.18 ± 15.06 
18.11 ± 3.92 
71.96 ± 11.36 
120.40 ± 18.19 
95.87 ± 2.92 
137.66 ± 60.65 
36.06 ± 0.69 
5.20 ± 9.86 
56.05 ± 18.07 

78.60 ± 14.38 
18.07 ± 3.88 
72.26 ± 11.10 
120.90 ± 17.78 
95.99 ± 2.68 
137.19 ± 59.40 
36.06 ± 0.68 
4.91 ± 9.04 
55.55 ± 17.93 

95.01 ± 22.55 
19.19 ± 4.91 
63.76 ± 14.88 
106.64 ± 23.09 
92.57 ± 5.84 
145.94 ± 78.84 
36.20 ± 0.82 
13.47 ± 21.67 
70.55 ± 15.92 

11.34 
15.16 
11.56 
11.53 
16.12 
76.37 
16.26 
0 
0 

 

Different metrics are used to measure the classifiers’ skills in CD prediction. In classification tasks, 

accuracy, precision, and recall are common metrics to evaluate ML models. Thus, these metrics are reported 

in this work. However, these metrics are suitable for symmetric data set. The mortality rate is low in our data 

set (almost 4%), and the data set is highly class-imbalanced. Thus, some appropriate metrics for  

class-imbalanced data sets such as F1-score and G-mean are reported too. 

All metrics are computed in the stratified 10-fold CV approach to avoid overfitting. This approach helps 

in measuring the ability of ML models with lower bias. The data set is randomly divided into 10 stratified 

folds of almost the same size to execute CV. Then, the model is trained on 9 folds and is validated on the 

remaining one fold. This process is repeated until all folds appear one time as a validation set. Finally, the  

10-fold CV outcomes are reported via the selected metrics’ mean and STD. Furthermore, the 

hyperparameters of ML models are tuned by the grid search strategy. 

In this work, the XBNet model has two hidden layers, where the input and output dimensions of the first 

layer are 8 and 4, respectively. Also, the input and output dimensions of the second layer are 4 and 2, 

respectively. For both layers, the bias is set as False. The loss function is the cross-entropy loss, and the 

optimizer is the adaptive moment estimation (Adam) with the learning rate equal to 3×10-4. Moreover, the 

batch size is 32, and the number of epochs is 100. 

For the XGBoost model, the number of boosting rounds is 100, and the maximum tree depth for base 

learners is 6. The subsample ratio of the training instance and the subsample ratio of columns when 

generating each tree are 0.7 and 0.75, respectively. The ℓ1 and ℓ2 regularization parameters are adopted as 5. 

The minimum sum of instance weight required in a child is 9. The minimum loss reduction needed to make a 

further partition on a leaf node of the tree is 0.3. Finally, the learning rate is chosen as 0.12. 

For the RF, the number of trees is 100. The maximum depth of the tree is 18. Also, the minimum number 

of samples needed to be at a leaf node is 4. Furthermore, MEWS is selected as an EWS candidate for 

comparison with the ML models since it is conventionally utilized in CD prediction. Also, note that the 

learning curves in Figures 1, 2, 4, and 5 are generated by taking the average of learning curves between  

10-fold CV outcomes. 

ISBN: 978-989-8704-40-5 © 2022

200



Figure 1(a) shows the logistic loss function learning curves for the training and validation sets of the 

XBNet model during 100 epochs. Moreover, the accuracy learning curves of the XBNet model for the 

training and validation sets during 100 epochs are shown in Figure 1(b). Also, the logistic loss function 

learning curves for the training and validation sets of the XGBoost model are depicted in Figure 2(a). It can 

be observed that these two curves are extremely close to each other, and they can attain logistic loss values 

less than 0.1. Figure 2(b) presents the accuracy learning curves of the XGBoost model for the training and 

validation sets. It is worthwhile to mention that besides the visual distance between the training and 

validation sets learning curves, the overfitting in the model did not happen since the distance between two 

curves is less than 0.01 (1% of accuracy). In other words, the difference of accuracy between the training and 

validation sets is less than 1%. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. The learning curves of the XBNet model for: (a) logistic loss function versus the number of epochs;  

(b) accuracy versus the number of epochs 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. The learning curves of the XGBoost model for: (a) logistic loss function versus the number of gradient boosted 

trees; (b) accuracy versus the number of gradient boosted trees 

Furthermore, the PCA approach is applied to our data set, which contains 113 features, to reduce the 

number of features. Figure 3 shows how many principal components are required to explain the variance in 

the data set. As presented in this figure, 73 principal components out of 113 ones in the transformed space are 

required to explain 95% of variance in the data set. It shows that this data set contains informative variables, 

and most features provide unique information about the data set. Therefore, the first 73 principal components 

are used as the new data set for training and validating the XBNet and XGBoost models. 

The logistic loss function learning curves of the XBNet model for the training and validation sets when 

using 73 principal components are depicted in Figure 4(a). Also, Figure 4(b) presents the accuracy learning 

curves of the XBNet model for the training and validation sets when 73 principal components are utilized. As 

can be observed in Figures 1 and 4, the XBNet model converges faster when it is applied to 73 principal 

components rather than 113 features. Also, the logistic loss function learning curves of the XGBoost model 

for the training and validation sets when employing 73 principal components are shown in Figure 5(a). In 

addition, when 73 principal components are used as inputs, the accuracy learning curves of the XGBoost 
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model for the training and validation sets are presented in Figure 5(b). By comparing Figures 2 and 5, it is 

evident than the distance between the training and validation curves is higher in Figure 5 than that of in 

Figure 2. Therefore, overfitting is more likely when using the XGBoost on the principal components of the 

employed data set. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3. 73 of 113 principal components are required to explain 95% of variance in the data set 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. The learning curves of the XBNet model, when the number of features is reduced by the PCA, for:  

(a) logistic loss function versus the number of epochs; (b) accuracy versus the number of epochs 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. The learning curves of the XGBoost model, when the number of features is reduced by the PCA,  

for: (a) logistic loss function versus the number of gradient boosted trees; (b) accuracy versus the number  

of gradient boosted trees 
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Moreover, as another tree-based model candidate for predicting CD, the RF is applied to the data set 

before and after executing the PCA. For the XBNet, XGBoost, and RF models before and after applying 

PCA, and MEWS the mean and STD of accuracy, precision, recall, F1-score, and G-mean are reported in 

Table 2. As presented in this table, when the XGBoost model is applied to the original data set (without using 

principal components), it outperforms other tested models according to all the evaluated metrics, except the 

precision. In CD applications, having higher recall is more valuable than obtaining higher precision, and the 

XGBoost model can bring the highest recall among the tested models. Also, since our data set is highly  

class-imbalanced, the G-mean and F1-score values are of utmost importance to measure the superiority of 

models in CD prediction. Furthermore, it can be observed that the values of metrics for MEWS are 

significantly lower than those for the ML models, except the mean of G-mean for the RF+PCA. 

Table 2. Accuracy, precision, recall, F1-score, and G-mean of algorithms for 10-fold CV 

Algorithms Accuracy Precision Recall F1-score G-mean 
Mean STD Mean STD Mean STD Mean STD Mean STD 

XBNet 
XBNet + PCA 
XGBoost 
XGBoost + PCA 
RF 
RF + PCA 
MEWS 

0.971 
0.975 
0.978 
0.976 
0.976 
0.973 
0.928 

0.0057 
0.0009 
0.0011 
0.0011 
0.0011 
0.0006 
0.0023 

0.635 
0.755 
0.800 
0.774 
0.890 
0.874 
0.187 

0.1154 
0.0195 
0.0229 
0.0293 
0.0302 
0.0250 
0.0105 

0.404 
0.376 
0.482 
0.409 
0.326 
0.239 
0.338 

0.0381 
0.0380 
0.0247 
0.0289 
0.0289 
0.0160 
0.0192 

0.485 
0.501 
0.601 
0.535 
0.476 
0.375 
0.241 

0.0390 
0.0335 
0.0237 
0.0288 
0.0327 
0.0207 
0.0125 

0.632 
0.611 
0.692 
0.638 
0.570 
0.488 
0.566 

0.0289 
0.0308 
0.0177 
0.0227 
0.0250 
0.0166 
0.0159 

 

The required execution time for the XBNet, XGBoost, and RF models are 23724, 18, and 29 seconds, 

respectively. As can be observed, the XGBoost model has the fastest execution time (18 seconds), and the RF 

requires a few more seconds to be executed. However, the execution time of the XBNet model is much 

higher than other models. Indeed, it needs more than six hours to be implemented. 

5. CONCLUSION 

In this paper, EHRs and demographic data of more than 100,000 samples of hospitalized patients in Brazilian 

hospitals have been utilized for CD prediction. All patients were hospitalized in departments different from 

ICU. The XBNet model, as a neural network candidate, has been employed for predicting CD using tabular 

data, and its performance has been compared to the XGBoost and RF models as two tree-based models. Also, 

the PCA approach has been adopted to reduce the number of features, and the XBNet, XGBoost, and RF 

have been trained on the transformed data set to verify whether the PCA technique can improve the 

performance of models. The XGBoost obtained the best results among all tested models by resulting in the 

highest accuracy, recall, F1-score, and G-mean. Furthermore, the XGBoost model had the minimum 

execution time compared to the XBNet and RF models, and the XBNet model needed much more time to be 

executed. 

In this work, it has been shown that the XBNet model cannot hit the XGBoost model performance on 

Brazilian hospitals’ data set. However, in future research directions, more effort will be put into the feature 

engineering task to verify if, with new and more creative features, the XBNet model can obtain a superior 

performance to conventional ML models. 
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ABSTRACT 

Many machine learning methods are now available for classification and prediction tasks in the healthcare domain. Some 
traditional statistical methods, such as logistic regression, are much more readily interpretable than the newer machine 
learning models. While many prior studies compared machine learning performances in specific tasks, there is no 
standardized way to assess feature importance/contribution in machine learning models, and few compared the features 
utilized. This study compares four machine learning and statistical models: logistic regression, support vector machine, 
random forest, and deep neural network, in their performance in classifying colorectal cancer patients as well as the features 
used for classification.  

KEYWORDS 

Machine Learning, Colon Cancer, Feature Utilization 

1. INTRODUCTION 

Machine learning techniques have been widely used in clinical data analysis, with impressive results in many 

cases (Weng et al. 2017; Jiang et al. 2011; Garvin et al. 2018). However, one shortcoming to many machine 

learning techniques is the inability to identify the features that have the greatest contribution to the models’ 

abilities to reach their conclusions. Among the factors that affect the adoption of these models by clinicians 

and clinical researchers, this lack of interpretability reduces the willingness and confidence of clinicians and 

clinical researchers (Diprose et al. 2020).  
By finding the relative contribution of individual features, inferences can be made to try and understand the 

underlying mechanisms affecting the outcome. These inferences can then be used as the basis for hypothesis 

generation for studies to better understand the mechanism of classification. The use of logistic regression in 

clinical analysis is popular partly due to the ability to assess each feature's importance on the outcome. Many 

machine learning methods have outperformed logistic regression in different tasks, but they often lack the 

ability to provide explanations of how they arrive at their conclusions. This is especially pronounced with deep 

learning models, commonly referred to as “black boxes,” without the ability to explain their decision process. 

As part of the explainable deep learning research efforts, the development of methods such as Impact Scores 

for deep neural networks (DNNs) has addressed this shortcoming by assigning scores to each input feature to 

indicate the magnitude of impact on the outcome of the model (Shao et al. 2019; Lee et al. 2019; Shrikumar, 

Greenside, and Kundaje 2017; Ribeiro, Singh, and Guestrin 2016; Lundberg and Lee 2017). The DNN impact 

score is calculated for each input feature by changing each feature value to a reference value and observing the 
change in the outcome. It is interpreted analogously to feature coefficients in logistic regression models, where 

values near zero are interpreted as having little impact, while large values reflect the high impact and can be in 
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the positive or negative direction. Impact scores have been demonstrated to provide similar explanations to 

logistic regression (Redd et al. 2020). Other machine learning models also have indicators of the impact of 

individual features. Random Forests have a mechanism where noise is introduced to each feature in turn, and 

the percentage increase in misclassification rate is measured (Breiman 2001a). If the increase in 
misclassification is large, this indicates high importance. Another mechanism for measuring the impact of 

features in random forests is Gini importance (also known as average impurity decrease), which is a side effect 

of the random forest training process. In Gini importance, each node in the binary trees is examined to find the 

split that produces the maximum separation of the classes (Menze et al. 2009). The Gini importance of a feature 

indicates the frequency that it is selected for a split. These measures both use a positive magnitude as the 

importance; thus, no direction of impact is indicated. In support vector machines with linear kernels, a 

hyperplane is calculated that provides the best separation, with the largest margins, between the points of the 

different classes (Cortes and Vapnik 1995). The weight given to each feature is an indicator of how important 

the feature is to the separation. Weights for non-linear kernels can be interpreted similarly, though the  

non-linear transformation makes it difficult to compare the weights' absolute values. Logistic regression 

coefficients are the best-known and understood of important indicators, where coefficients indicate both the 
direction and magnitude of the impact of each feature (Tolles and Meurer 2016). In some of these methods, the 

importance values must be interpreted relative to the other values for the same model. Comparisons of 

individual values between models are not always meaningful. But by representing the values relative to each 

other, e.g., linear model or rank order, some comparisons can be made.  

It is not uncommon for clinical research studies to utilize and compare multiple machine learning methods, 

few however, compared the features utilized by the different methods. One reason may be that, as discussed 

above, there is no standardized way to assess feature importance. Working with clinicians, we have learned 

that it is desirable to explain why/how one model outperformed another. In this study, we compared the 

classification performance along with feature utilization of 4 different modeling methods in the use case of 

colorectal cancer (CRC) identification.  

2. BODY OF PAPER 

2.1 Methods 

Data Set: Data for this study was derived from the structured and unstructured data from the Veterans 

Administration’s Corporate Data Warehouse (CDW), which is a collection of medical data from over 150 

Veterans Health Administration (VHA) medical centers nationwide. The CRC dataset contains three groups of 

patients: 1) Cases - patients diagnosed with CRC during 2008-2015; 2) Colonoscopy controls - patients 

underwent colonoscopy for diagnostic purposes (e.g., rectal bleeding) but were not diagnosed with CRC; and 

3) Clinic controls – patients did not have colonoscopy or diagnosed with CRC but had at least one the primary 

care clinic per year for each of the two years immediately preceding the date of diagnosis of a matched case 

(index date). Colonoscopy controls and clinic controls were matched to cases by a facility in a 2:1 ratio (4 total 
controls per case). In the machine learning analysis, we merged the two control groups (colonoscopy controls 

and clinic controls) into one control group.  

Chart Review: The CRC status was determined using chart review. Four trained research assistants 

specializing in CRC conducted manual data extraction from the VA’s electronic medical record (CPRS). Cases 

initially identified from CDW administrative data were verified through manual review of pathology reports. 

Presentation symptoms (e.g., rectal bleeding, blood in stool, unexpected weight loss, change in bowel habits, 

or abdominal pain) and risk factors (e.g., high-risk family history or previously diagnosed inflammatory bowel 

disease) were checked to ensure CRCs diagnosed via average risk screening were excluded along with 

individuals with prior colonoscopies with no available data.  Lifestyle factors (smoking, alcohol use, and 

exercise), education and employment, comorbidities, and family history (degree-related and cancer diagnosis) 

were obtained from notes available up to and including the index date. Lifestyle factors were preferably 

abstracted from 6-18 months prior to the index date. When not available within the preferred date range, values 
were obtained at the most recent reference from the index date, looking progressively back to the earliest 

available note. Physical measures, vital signs, medications, and laboratory values were administratively 

obtained 6-18 months prior to the index date. Missing values in administrative data were completed manually 
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as available. Each case was reviewed by at least two research assistants. Discordant reviews were resolved 

through consensus. The final dataset consisted of 4,339 patients, 722 of which were cases, and 3,617 were 

controls. 

2.1.1 Machine Learning 

Features from Structured Data: A total of 52 features representing medications, diagnoses, procedures, and 

relevant document types that were present in greater than 10% of the patients were included. The total numbers 

of documents, diagnoses, procedures, prescriptions, and visits for each patient during the time period between 

one year prior to the index date and one month after the index date were also included. 

Features from Unstructured Data: In order to create features representing data contained in unstructured 

and semi-structured clinical notes, we used an unsupervised method of topic modeling, the Latent Dirichlet 

Allocation (LDA) algorithm (Blei, Ng, and Jordan 2003).  We generated 1,000 topics from clinical notes 

(n=33,135) collected from between one year prior to and one month after the index dates of the case and control 

patients (n=420). In addition, we added 2,576 documents from 70 patients diagnosed with CRC and 10,634 
documents from 1,188 patients who received colonoscopies. In order to reduce spurious topics, documents 

were converted to lowercase, and words were excluded if they occurred in a stopword list or if they occurred 

ten times or less. The stopword list used was a general-purpose list of 524 common English words, to which 

we added the 25 words most common in our set of clinical documents: “patient”, “pt”, “patient’s”, “veteran”, 

“vet”, “veteran’s”, “g/dl”, “mmol/l”, “mg/dl”, “k/ul”, “date”, “time”, “date/time”, “icd”, “sig”, “tab”, “tablet”, 

“n/a”, “cap”, “capsule”, “soln”, “inj”, “iv”, “mcg”, and “h/o”.  

We applied the trained topic model to all clinical notes each patient received from one year prior to the 

index date to one month after. The proportions of each topic’s representation for each patient were the average 

from all the notes of the patient.  

 

 

Figure 1. Performance of the 4 models 
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Machine Learning: We trained and tested Logistic Regression (LR), Support Vector Machine (SVM), 

Random Forest (RF), and Deep Neural Network (DNN) mechanisms to classify CRC cases vs controls. We 

used the LR, SVM, RF implementations and default parameters from Weka, an open-source machine learning 

software. The DNN model was implemented using a Python deep learning library called Theano (Bergstra 
2010) together with a helper library called Lasagne (Dieleman 2015). Specifically, the DNN ha0d 5 hidden 

layers of sizes 200, 300, 200, 300, 200, and a single output using sigmoid activation, 300 epochs, batch size 

100, and Nesterov momentum (Sutskever et al. 2013) with learning rate 0.001 and momentum 0.9. In all cases, 

training, validation, and testing groups were created using stratified sampling to ensure balanced case/control 

representation. The evaluation was performed with 10-fold cross-validation in all cases, each fold consisting 

of 3,905 training patients (650 cases, 3,255 controls) and 434 testing patients (72 cases, 362 controls). 

Feature Contribution: The contribution of each feature was determined for each machine learning model. 

For logistic regression, we used the coefficients. For random forest, we used the Gini importance measure for 

each feature as determined by the random forest algorithm. In the case of SVM, we used the weights assigned 

to each feature. And for DNN, we used the Impact Score measurement, analogous to the coefficients in logistic 

regression (Shao et al. 2019; Redd, Goulet, and Zeng-Treitler 2020). The importance measure for random 
forests is always positive and indicates the magnitude of importance for each feature. To be consistent with 

this measure, we used the absolute values of the LR coefficients, SVM weights, and DNN impact scores. We 

calculated the Pearson correlation to find linear correlations and Spearman’s correlation to indicate rank 

correlation. 

2.2 Results 

Figure 1. shows the 10-fold cross-validation results of the 4 models, all of which performed well. Overall, the 

DNN performed the best with a 0.965 AUC, 98.2% accuracy, 99.7% specificity and 91.1% recall. 

When considering agreement of the contribution of the individual features for each model, linear (Pearson) 

and rank order (Spearman’s) correlations are shown in Table 1. There is a very low correlation among the four 

models in all cases. Note that all correlations with RF were calculated based on the absolute values of the 

contribution measures (which can have negative values) to make them comparable to the RF importance 

measure (which do not have negative values). 

The fifteen highest contributing features for each model are shown in 2, with very little agreement, as 

reflected in the small correlation measures. In all models, the most impactful feature was a topic. 

Table 1. Pairwise correlations of the impacts of the individual features in the models. Linear correlation is shown by the 
Pearson correlation, and the rank order correlation is shown by Spearman's rank correlation 

Pearson (Spearman) DNN RF SVM 

LR -0.198 (-0.103) 0.021 (0.067) -0.036 (-0.246) 

SVM 0.113 (0.094) -0.173 (-0.116)  

RF 0.036 (0.050)   

2.3 Discussion 

This study trained 4 different models to classify CRC cases. All 4 models performed well in the 10-fold cross 

validation. Interestingly, the models are dependent on different feature sets to reach their conclusions. 

However, by and large, they reach the same conclusions with very good performance. To the best of our 

knowledge, prior research in the biomedical domain have not compare the features utilized by different 

machine learning models on the predication or classification task.   

The differences in contributing features utilized by different models reflect the difference in machine 

learning algorithms, and on the other hand, may be due to the redundancy in features. For example, different 
models can use different but somewhat related features to reach the same conclusions. The highest contributing 

feature for SVM is very relevant on the surface, as the topic explicitly represents metastatic colon cancer. The 

highest contributing feature for DNN also appears relevant as it seems to represent colonoscopy procedures. 

For LR, the highest contribution feature is metastatic cancer, and the second is about biopsy resulting from 

colonoscopy. For RF, the highest contributing feature appears to be less directly connected to CRC, however, 

as it is about fall risk assessments. This feature may be used due to assessments being performed for 

hospitalized patients, with hospitalization being required for CRC treatment.  
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Although the features with the highest importance for RF appear the least related on the surface, RF 

obtained the highest AUC along with DNN. Both models reach over 96% in AUC, which raises suspicion of 

overfitting, with the use of spurious features grouping by chance in this particular data set. LR and SVM did 

not perform as well. It is also possible that, since steps were taken to avoid overfitting, RF and DNN identified 
previously unknown correlations.  

The comparison of contributing features in this study presents a challenge in that the different models' 

contribution was calculated using different methods. These methods do not result in the same distributions in 

their results, making direct value comparison unreliable. Using Pearson correlation, these values can be 

compared, but only if they are linearly correlated. Another way to address this is to use rank-order correlation, 

as performed by Spearman’s. This avoids the problem of result distribution shape, as long as there is reliable 

ordering within the results. In this study, however, neither of these methods gave meaningful correlations. 

SVM’s weights may not be particularly meaningful after the non-linear transformation, while the odds ratio, 

importance score, and impact score have all been previously reported in clinical research studies (Redd et al. 

2020; Li et al. 2020). In all cases, we are trying to identify the ground truth, and different models may have 

approached the ground truth in very different ways. The issue of having multiple well-performing models using 
different highly contributing features has at times been referred to as the “Rashomon” effect (Breiman 2001b), 

with the idea that different observers can reach the same conclusion using varied evidence.   

Table 2. Fifteen highest contributing features for each of the four machine learning models. The contribution was 
measured by coefficient for logistic regression, weight for SVM, importance measure for random forest, and impact score 

for DNN 

 LR SVM RF DNN 

1 
Topic: liver lesions active 
status 

Topic: colon cancer 
sigmoid colon 

Topic: self-care level fall 
assessment 

Topic: colon 
colonoscope tissue 

colonoscopy 

2 
Topic: occupational 
diagnosis ptsd impairment 

Document Type: Pathology Topic: military mental 
health traumatic 

Topic: neg active day 
urine 

3 
Topic: active s/p folfox 
colon 

Document Type: 
Gastrointestinal 

Topic: pain assessment skin 
care 

Topic: hud-vash 
apartment veteran’s case 

4 
Topic: ref eval range urine Prescription:  

Electrolytes/PEG-3350 
(Colonoscopy prep) 

Topic: procedure level 
monitor pain 

Topic: pain colon 
morphine liver 

5 
Topic: tardive dyskinesia 
movements facial 

Topic: rectal mass anal 
verge 

Topic: released days supply 
expiration 

Topic: history normal 
exam current 

6 
Topic: chemo liver rectal 

cancer 

Diagnosis: Hemorrhage of 

rectum and anus 

Topic: group discussion 

relapse addiction 

Topic: ref eval range 

urine 

7 
Topic: heart failure 
shortness breath 

Document type: Colon Topic: hour total pain flu Topic: call type 
identified phone 

8 
Topic: active pet basis fee Diagnosis: Blood in stool Topic: understanding 

evaluation verbalized 
patient/resident 

Topic: caregiver support 
care assessment 

9 
Topic: score section 
nutrition weight 

Topic: radiation therapy 
rectal cancer 

Topic: active s/p folfox 
colon 

Topic: program 
treatment housing 
services 

10 
Topic: diarrhea day cea 
chemo 

Diagnosis: Other 
counseling NEC 

Topic: barrier reported 
nurse discharge 

Topic: refill qty days 
expr 

11 
Topic: pain treatment visit 
weight 

Topic: tubular adenoma 
colonic mucosa 

Topic: observation 
disturbances feel present 

Topic: peripheral normal 
leg pain 

12 
Topic: cetuximab active 
liver colon 

Diagnosis: Other specified 
counseling 

Topic: axis mood disorder 
ptsd 

Topic: pain inability 
worst assess 

13 
Topic: active inpatient 
supervising practitioner 

Topic: colon cancer 
colonoscopy polyp 

Topic: procedure sedation 
examination mental 

Topic: days supply 
remaining refills 

14 
Topic: colon consent 
procedure sedation 

Prescription: Magnesium 
Citrate (Colonoscopy prep) 

Topic: pain level command 
discharge 

Topic: occupational 
diagnosis ptsd 
impairment 

15 
Topic: program days past 
veteran’s 

Prescription: Bisacodyl 
(Colonoscopy prep) 

Topic: colon consent 
procedure sedation 

Topic: problems days 
reports past 
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Only limited hyperparameter tuning was performed on all of the ML methods used. We selected the initial 

parameters based on past experience, and since all ML reach a fairly high-performance level, there is no need 

for extensive tuning. Performance can likely be improved in all cases with additional tuning.  

In future studies, dimensionality reduction methods and semantic analysis can be used to investigate 
whether different models used different features that actually represent the same underlying concept. This 

would be expected to produce a higher correlation. An important follow-on study will also examine the 

interactions between contributing features and if they indicate previously unidentified patterns. A future study 

might evaluate the recently proposed model class reliance (MCR) method, aiming to identify the range of 

explanations across multiple existing well-performing models (Fisher, Rudin, and Dominici 2019). In effect, 

MCR summarizes the other models and identifies features with high average contribution across all models. 

This study focused on the classification of CRC cases; however, an informative follow-on study could 

investigate predictive modeling. By restricting the time period of data to only include measurements from 

before the diagnosis, this may be accomplished. With a predictive model, it may be possible to identify features 

corresponding to risk factors. This could allow validation by features mapping to known risk factors and also 

identification of possibly unknown risk factors.  

3. CONCLUSION 

In summary, we trained 4 models to classify CRC cases. Methods to explain the models showed that the 

different machine learning models utilize alternate features, which may reflect the redundancy and correlation 

in features, modeling approach, and/or explanation methods. 
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ABSTRACT 

Opioid use disorder is a global crisis, afflicting U.S. Veterans at an increased rate. Unstructured data, in the form of clinical 

notes from electronic health records, can potentially elucidate opioid use disorder as documented by clinicians. The authors 

applied natural language processing, Word2Vec, and a specialized flood-fill algorithm to Veterans Health Administration 

clinical notes, and incorporated the output into graphs. This process enabled identification of themes characterizing opioid 

use disorder by time period and care site. This work can potentially inform clinicians treating opioid use disorder, and be 

generalized to research for other conditions. 

KEYWORDS 

Opioid Use Disorder, Natural Language Processing 

1. INTRODUCTION 

Opioid abuse and misuse is a global crisis (Martins, et al., 2015) resulting in addiction, suffering, and death. 

The Diagnostic and Statistical Manual of Mental Disorder V defines Opioid Use Disorder (OUD) as a 

problematic pattern of opioid use leading to clinically significant impairment or distress (American Psychiatric 

Association, 2013). In the 12-month period ending in April 2021, there were 75,673 deaths from opioid 

overdose in the United States, a 35% increase compared to the previous 12-month period (Centers for Disease 

Control and Prevention, 2021).  OUD and opioid overdoses resulting in death resulted in accumulative costs 

of $471 billion and $550 billion, respectively (Luo F, et al., 2017).  

Veterans of the United States Military are not immune to this problem. Overdose mortality rates among 

Veterans increased 23.7% between 2010 and 2015, and an additional 20.4% in 2016 (Peltzman et al., 2020).  

Risk factors among these Veterans include young age, male gender, mental health disorders, fewer years of 

education, and lower income levels (Edlund, et al., 2007; Rhee & Rosenheck, 2019). There is also an elevated 

risk of OUD for Veterans experiencing post-traumatic stress disorder (PTSD) (Bernardy & Montaño, 2019) 

Clinical data addressing OUD are captured in electronic health records (EHRs) as structured data, such as 

diagnostic codes and lab values, and unstructured data, recorded as free text in clinical notes. Natural language 

processing (NLP) and machine learning techniques can provide insight into the contents of clinical notes. 

Word2Vec (Mikolov, et al., 2013) is an application that maps words in text to real number vectors, using a 

basic neural network and either a skip-gram or continuous bag-of-words architecture.  Cosine similarity 

between vectors indicate which words are similar in terms of the context in which they appear. Word2Vec 

output can serve as input for flood-fill programming (Law, 2013).  This technique can identify how these terms 

are connected in semantic space by building neighborhoods of contextually associated words. Figure 1 

illustrates this idea. 
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Figure 1. Defining a neighborhood with a flood-fill algorithm 

Figure 1 illustrates how a flood-fill algorithm can define a neighborhood of connected entities, in this case 

cells within a grid. In the first image on the left, the upper left cell is designated in black as the first neighbor.  

In the next image to the right the algorithm identifies its neighboring cells in dark gray. Next, their neighbors 

are identified using a lighter shade of gray. This process continues to identify all neighbors, as illustrated in the 

last image. When the entities are terms in a corpus, the neighboring term pairs can be incorporated into graphs 

which can further illuminate how the identified terms characterize the clinical text.  Graphs consist of vertices 

and edges. In this case, a vertex is a word, and an edge is the link connecting the vertex to the other word vertex 

in a word pair. Vertices in this graph would be connected to all other word vertices for which a word pair exists.   

The Veterans Health Administration (VHA), within the United States Department of Veterans Affairs 

(VA), is the largest single healthcare system in the United States, providing care to over 9 million Veterans at 

1,255 healthcare facilities (U.S. Department of Veteran Affairs, 2021). Patient data is stored in the Veteran 

Health Information Systems and Technology Architecture (VistA), one of the earliest and most widely used 

EHRs (Brown, et al., 2003). The EHR data, hosted in the VHA’s national corporate data warehouse, are made 

available through the Veterans Affairs Informatics and Computing Infrastructure (VINCI) secure research 

platform. 

The objective of this study was to answer the following questions: 

 Are there notable themes in the documentation of OUD by time period, as represented by 

connected word pair vertices? 

 Are there notable themes in the documentation of OUD by service region, as represented by 

connected word pair vertices? 

 Will highly connected vertices (i.e. high degree vertices) and subsets in the graphs enhance 

OUD understanding? 

We applied Word2Vec to clinical notes associated with OUD, and then used the Word2Vec output as input 

for a novel flood-fill algorithm that we developed. The output of the flood-fill algorithm was then used to 

produce graphs in order to better understand this disorder. We retrieved clinical notes using a relevant base 

string, according to time intervals before, at, and after the moment of a patient’s first OUD diagnosis. 

2. METHODS 

2.1 Data Extraction 

The authors identified 6841 VA patients who had received an opioid use disorder diagnosis  (ICD-9-CM codes 
304.70, 305.50, and all codes beginning with 304.0; all ICD-10-CM codes within the F11 range)  in a VHA 
outpatient encounter between the years 2012 and 2021 at either a Washington DC VHA facility or a Baltimore, 
Maryland VHA facility. Select comorbidity data for the same time period and demographic attributes for these 
patients were also retrieved as descriptive data. 

The authors retrieved notes containing the string ‘opioid’ for these patients according to time intervals: 
notes from the sixth month before the first OUD diagnosis, notes from the month of diagnosis, and notes from 
the sixth month after diagnosis.  Limiting the notes to those containing this base string enabled retrieval of 
notes that more likely included content addressing OUD.   

2.2 Unstructured Data Processing 

Each corpus was first preprocessed by removing punctuation, removing words containing digits or other  

non-letter characters, and transforming all remaining words to lower case. The results were then processed 
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applying a Word2Vec model consisting of 300 nodes, using the continuous bag-of-words architecture and 10 

epochs, modeling words that occurred five times or more in the text.  

The output of each Word2Vec model served as input to the flood-fill algorithm. Using the Word2Vec output 

for each corpus, in its first iteration the flood-fill algorithm identified the top m terms most similar to ‘opioids’ 

and added them to the list or “neighborhood” initially containing ‘opioids’, as its neighbors. In the next 

iteration, the algorithm identified the most similar n terms for each of these newly added terms. Of these n 

terms, those shared by at least 10% of terms added in the previous iteration were added as their neighbors. This 

process repeated until the algorithm converged, meaning that no more terms could be added. The algorithm 

used the Word2Vec model’s vocabulary size to determine m and n; m is an integer rounded to equal 4% of the 

vocabulary size, and n is an integer equaling 2% of the vocabulary size. The discovered associations in each 

iteration were also recorded as word pairs. For example, if in a given iteration the word ‘group’ were a top n 

similar term to ‘session’ (and also 10% of other terms added in the previous iteration), the terms ‘group’ and 

‘session’ would be recorded as a term pair. 

High contextual similarity simply means that two words tend to appear in the same contexts in text. As a 

final step, the process determined which of the words in all the word pairs also co-occurred within a 10-word 

window in the given corpus. This final operation identified highly contextually similar, co-occurring term pairs 

for the graphs.  Figure 2 illustrates the application pipeline as a whole. 

 

 

Figure 2. Application pipeline 

3. RESULTS 

3.1 Patient Descriptive Data 

The demographic characteristics of the patients and select comorbidity values are in Table 1. Patients tended 

to be younger, more predominently male, and less likely to be married, when compared to Veterans in general 

(U.S. Department of Veterans Affairs, 2017a, U.S. Department of Veterans Affairs, 2017b).   

Table 1. Demographics and select comorbidities on outpatient encounters 

Variable Percentage   

Gender    

Female 7.3%   

Male 92.7%   

Age    

Median age at first OUD diagnosis 57   

Race    

Asian >1%   

American Indian or Alaska Native >1%   

Black/African American 61.8%   

Native Hawaiian/Pacific Islander >1%   

White 31.7%   

Unknown/Declined to Answer 5.1%   

ISBN: 978-989-8704-40-5 © 2022

214



Marital Status    

Married 25.6%   

Divorced 29.6%   

Never Married 27.7%   

Separated 11.9%   

Widowed 4.3%   

Unknown >1%   

Ethnicity    

Hispanic or Latino 1.7%   

Not Hispanic or Latino 95.2%   

Unknown/Declined to Answer 3.1%   

Comorbidities  Diagnostic Codes 

Other Substance Abuse Disorders 89.2% ICD-9-CM codes (305, not 

including 305.5-); ICD-10 codes 

(F10, F12-F19); 

Post-Traumatic Stress Disorder 46.3% ICD-9-CM codes (309.81);  

ICD-10 codes (F43.1); 

Mental Health Diagnoses including 

Depressive and Anxiety Disorders 

75.5% ICD-9-CM codes (296.2-3, 

300.00-02, 300.09, 311-); ICD-10 

codes (F32, F33, F41); 

3.2 Clinical Note Attributes 

Note counts are in Table 2. The majority of notes were generated during the month of diagnosis; the least 

during the sixth month before. 

Table 2. Clinical note counts by site 

 Sixth Month Before Month of Diagnosis Sixth Month After 

Baltimore 1201 10673 3897 

Washington DC 877 6217 1893 

 

The top note types and their frequencies are in Table 3. Many note types for both care sites address mental 

health, emergency care, nursing care, and substance abuse. The initials SATP are short for substance abuse 

treatment program; SARP is for substance abuse rehabilitation program; PCC is for primary care clinic.  

Table 3. Most common clinical note types and their frequencies by corpus 

Baltimore, Sixth Month Before 

Diagnosis 

Baltimore, Month of Diagnosis Baltimore, Sixth Month After 

Diagnosis 

Ed Nursing Triage Note, 145 Psychiatry Attending Note, 932 SATP Group Note, 299 

Psychiatry Attending Note, 84 SATP Group Note, 415 Psychiatry Attending Note, 270 

SATP Individual Note,77 Ed Nursing Triage Note, 409 SATP Individual Note,267 

Primary Care Outpatient Note, 73 Mental Health Psychological 

Assessment, 362 

Ed Nursing Triage Note,224 

Nursing Admission Assessment, 44 Discharge Summary,359 Psychiatry Resident Note, 206 

Washington DC,  Six Months 

Before Diagnosis 

Washington DC, Month of 

Diagnosis 

Washington DC,  Sixth Month 

After Diagnosis 

PCC - Established - Problem 

Focused, 81 

Nurse Practitioner Note, 400 SARP: MD Follow-Up Note,135 

Emergency Department MD Urgent 

Note, 57 

SARP: MD Initial Evaluation 

Note,381 

PCC - Established - Problem 

Focused,134 

Emergency Department RN Triage 

Note, 48 

Psych: Inpatient Progress Note,344 Emergency Department MD Urgent 

Note, 102 

SARP: MD Follow-Up Note, 35 Addendum, 243 SARP: Progress Note(E),81 

Opioid Pain Medication Refill, 31 Emergency Department MD Urgent 

Note, 231 

Nurse Practitioner Note, 76 
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3.3 Themes in Word Pairs 

We examined word pairs according to similarity score, by time period and care site. Several common themes 

emerged (Table 4). 

Table 4. Word pair themes, with examples 

Sixth Month Before Diagnosis Month of Diagnosis Sixth Month After Diagnosis 

Emotions: fear/shame, guilt/shame, 
hopes/rejoining, intense/shame, 
feelings/managing, 
Physical Feelings: feeling/sleeping, 
feel/tired, dizzy/feeling, 
having/lightheaded 
Substances: etoh/ivda, heroine 
(sic)/ivda, marijuana/mdma, 
beer/couple, smoke/using, 
illicit/substances, opioid/tapering 
Recovery: detox/seeking, 
reducing/slowly 
 

Substances: bags/worth, beers/drinks, 
drinks/pints, dollars/vodka, 
bags/snorted, crack/habit, 
sniffed/using, opioid/opioids, 
benzo/opioids 
Legal Issues: arrested/possession, 
incarceration/prison, december/jail, 
jail/shot, fight/jail, duis/possession 
Access: bought/street, snorts/street, 
purchased/taking, 
Violence: cutting/hanging, 
fight/getting, killed/started, 
hanging/lethal, assault/fighting 
Therapeutic: coping/skills, 
relaxation/techniques, 
mindfulness/techniques, cope/deal 
Emotions: feelings/shame, 
feelings/guilt, memories/stressful 
 

Therapeutic: group/session, 
going/trying, feelings/mindfulness, 
strategies/support 
Emotions: feelings/shame, 
guilt/shame, 
hypervigilance/irritability, feels/states 
Substances: liquor/whiskey, 
drugs/opioids, beer/vodka 
Other People: people/trust, 
people/talking, 
boundaries/relationships, 
people/places, hurt/people, people/tell 
Recovery: maintaining/sobriety, 
maintaining/managing 

 

Overall, the results from each site expressed the same major themes, although there were differences in 

terms of the top themes by similarity scores.  For the sixth month before diagnosis, the top ten results for 

Baltimore largely involved feelings (guilt/shame), whereas for Washington D.C. there was a mixture of 

therapeutic (psychotherapy/sessions), substances (drugs/illicit) and feelings (hopes/rejoining).  Here, the 

initials ‘etoh’ indicate alcohol, ‘ivda’ indicate intravenous drug abuse, and ‘mdma’ indicate the illicit drug 

ecstasy.  In the diagnosis month period, the top ten results were both dominated by substances (beer/vodka, 

bags/worth), but Washington D.C.’s top 10 also included references to legal issues and therapeutic measures. 

Here, ‘duis’ indicates episodes of driving under the influence of alcohol or another substance.  For the sixth 

month after diagnosis, each site’s results is a mixture of substances (liquor/whiskey), emotions and emotional 

states (guilt/sadness, hypervigilance/memories) direct and indirect references to relations with others 

(people/trust, avoidance/isolation; Baltimore), violence (hurt/kill; Washington D.C.) and time entities 

(february/january, saturday/sunday; Washington D.C.). Within the top results of each care site are also 

references to memories (intrusive/memories, hypervigilance/memories) which may reflect the significant 

percentage of patients who also have PTSD. 

3.4 Highly-Connected Vertices and Subsets 

To identify highly connected vertices and their subsets, we isolated all vertices whose connections to other 

vertices were within the top five percent of frequencies, for each graph. These findings are in Table 5. 

Table 5. Graphs’ vertices counts, most connect vertices excluding ‘opioids’, and path examples 

Baltimore, Sixth Month Before 

Diagnosis 

Baltimore, Month of Diagnosis Baltimore, Sixth Month After 

Diagnosis 

Total vertices: 257 Total vertices: 547 Total vertices: 372 

Most connected vertices:  reported, 

better, going, feeling, having 

Most connected vertices:  

snorted, stopped, using, took, 

years 

Most connected vertices: approx, 

thoughts, feelings, anger, managing 

Highly-connected path examples: 

ivda-years-opioids-started 

reported-years-approximately 

work-going-feel 

Highly-connected path examples: 

used-opioids-week 

stopped-started-snorted 

opioids-used-gets 

Highly-connected path examples: 

having-persistent-nightmares 

anger-triggers-identifying 

racing-thoughts-talking 
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Washington DC, Sixth Month 

Before Diagnosis 

Washington DC, Month of 

Diagnosis 

Washington DC, Sixth Month After 

Diagnosis 

Total vertices: 232 Total vertices: 425 Total vertices:304 

Most-connected vertices: abuse, feels, 

using, substance, help 

Most connected vertices: uses, 

going, taking, says, beer 

Most connected vertices: help, support, 

recovery, states, says 

Highly-connected path examples: 

substances-abuse-issues 

agreement-opioids-using 

opioids-dose-gradually 

 

Highly-connected path examples:  

bags-used-taking 

says-began-opioids 

beer-drinking-opioids 

 

Highly-connected path examples: 

group-support-recovery 

feels-getting-better 

help-know-people 

 

 

 

Opioids is the most connected vertex in all the graphs, because it was the initial seed term. 

3.5 Graphs 

Figure 3 is an example of the graphs the application produced.  It is the graph of the top five percent of vertices, 
by overall connection frequencies, for Washington D.C., for data from the sixth month after diagnosis. 
 

 

Figure 3. Washington D.C., sixth month after, top five percent of vertices 

In Figure 3, one can observe the highly-connected paths noted in Table 5 (sometimes these paths also branch 
and/or extend further). 

4. DISCUSSION 

The collective findings address our original questions.  Notable OUD themes emerged according to time period 
and region. The highly connected vertices and subsets in the graphs provided an enhanced understanding of 
OUD.  
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4.1 Clinical note and Patient Descriptive Data 

The patient demographic data (Table 1) and frequent clinical note types (Table 3) provide an initial framework 

for understanding OUD. These patients had notable rates of the select comorbidities. A disproportion of 

patients were male (at least 9.4% of all U.S. Veterans are female (U.S. Department of Veterans Affairs, 2017a)). 

The median age of 57 years-of-age at first diagnosis was younger than the overall median age of approximately 

64 years-of-age of all Veterans (U.S. Department of Veterans Affairs, 2017b). Patients in this group were less 

likely to be married i.e., 25.6% versus 64.7% (U.S. Department of Veterans Affairs, 2017b). Many of these 

values mirror prior research. Table 3 provides a temporal representation of clinical note types related to OUD. 

The prevalence of emergency department notes reflect the crisis nature of OUD. The sixth month before is the 

only time period including a prescription note type, suggesting increased awareness of OUD in the following 

time periods. The high frequency of notes recorded during the month of first diagnosis (Table 2) also suggests 

a correlating increase in care at this time. 

4.2 Contextual Neighborhoods in OUD Documentation 

The contextual neighborhoods characterize OUD documentation, and expand the initial framework. 

Incorporating their results into graphs enables the viewer to observe how the concepts in these neighborhoods 

interact. The emerging themes revealed by the connected word pairs in Table 4 demonstrate that issues of 

emotions, feelings, addictive substances, therapy, and recovery appear important as clinicians document this 

frequently for Veterans with OUD.  The OUD experience overlaps with the use of other addictive substances.  

While themes addressing violence and legal issues emerge, so do others of positive recovery. 

The outcomes of this work can potentially enhance understanding of OUD, as a temporal and regional 

phenomenon. The connected vertices “intrusive” and “memories”, and those similar to them suggest that OUD 

is an issue for PTSD patients at both care sites. As indicated in Table 1, many of these patients experience 

PTSD, and other mental health-associated diagnoses.  This is not surprising, since mental health issues are a 

known OUD risk factor for Veterans. The presence of other addictive substances suggests that OUD may be 

part of a more complex polysubstance addiction phenomena, especially since the majority of these patients 

also have received another substance abuse disorder diagnosis. The highly-connected path examples (Table 5) 

potentially characterize an extended experience for Veterans going through OUD and recovery, providing an 

enhanced understanding of OUD for the viewer. 

To our knowledge, this methodology has not been previously applied.  It is similar to topic modeling (Blei, 

et al. 2009), but allows the results to be focused on a seed concept, and the results can be incorporated into 

graphs for additional insight. Others have applied topic modeling to opioid-oriented content from social media 

(El-Bassel, et al., 2022; Chenworth, et al., 2021; Pandrekar, et al., 2018). Because of their source data, their 

results did not capture what clinicians record in clinical notes, so it is difficult to compare results. Chenworth 

et al. did find legal issues and treatment aspects within their results. El-Bassel found elements of recovery. 

Pandrekar et al. also found legal issues as a topic or theme. None of these studies included graph-centered 

analyses. 

5. CONCLUSION 

The complete application (Figure 2) provides a visualized characterization (Figure 3) of the major concepts 

emerging from OUD documentation, and how they interact, by incorporating the results into graphs. This can 

potentially inform clinicians who treat OUD patients. It can also be generalized to other topics in clinical care.  

5.1 Future Work 

Future efforts will include a more in-depth study of the graphs by analyzing network properties such as 

centrality and assortativity, and the vertex link distributions. The authors plan to apply the methodology using 

other seed concepts. 
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5.2 Limitations 

This work demonstrates how clinicians document their findings and impressions from their treatment visits 

with patients with OUD. The voice of the patient is not incorporated, nor is the conversation of the patient with 

the provider. Recordings of clinical visits might be future considerations, as well as including the patient voice. 
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ABSTRACT 

Patient-reported outcome Measures (PROMs) are validated questionnaires or self-report instruments of the perception of 

patients about their own health status in response to a medical intervention. In the era of patient-centred care, consideration 

about the effectiveness of a medical treatment should be grounded not only on the physicians’ assessment but also on the 

increase in PROM scores that is perceived as relevant by the patients, namely the minimum clinically important differences 

(MCID).  

In this study, we collected data from the IRCCS Galeazzi Orthopaedic Institute (IOG) of Milan, Italy, to develop a 

preoperative machine learning model predicting the non-achievement of the MCID threshold in specific PROM scores 6 

months after spine surgery, namely the Oswestry Disability Index (ODI) and the Physical Score of the Short Form 36  

(SF-36). At IOG, nearly 39% of spinal surgeries do not achieve a minimum clinically important improvement and, of these, 

22% are associated with negative outcomes. This is mainly due to the fact that IOG is a tertiary healthcare facility that 

receives the most critical cases from a vast territory (practically from all over the country) and it is known that spinal 

deformities and other related problems are difficult to solve, especially in an aging population. In this view, it is important 

to early identify those patients who will likely not benefit from treatment and, therefore, will not reach the MCID. This 

would help avoid overdiagnosis, reduce overuse and the related costs for unnecessary treatment, as well as optimise the 

allocation of resources and support more appropriate choices in shared decision-making.  

KEYWORDS 

Patient-Reported Outcome Measures, Machine Learning, Prediction, Appropriateness, Spine Surgery 

1. INTRODUCTION 

Patient-reported outcome Measures (PROMs) are validated questionnaires or self-report instruments (Field et 

al., 2019) of the perception of patients about their own health status (Dawson et al., 2010) in response to a 

medical intervention (Weszl et al., 2019). These measures are increasingly being used to supplement other data 

sources in assessing the outcomes of medical interventions (Baker et al., 2012). In the era of patient-centred 

care, consideration about the effectiveness of a medical treatment should be grounded not only on the 

physicians’ assessment but also on the increase in PROM scores that is perceived as relevant by the patients, 

namely the minimum clinically important differences (MCID) (Copay et al., 2007).  

IRCCS Galeazzi Orthopaedic Institute (IOG) of Milan, Italy, is a large teaching hospital in Milan (Italy) 

specialised in the diagnosis and treatment of musculoskeletal problems. Nearly 5000 surgeries are conducted 

at IOG each year, the majority of which are arthroplasty (hip and knee prosthetic surgery) and spine-related 

procedures. At IOG, nearly 39% of spinal surgeries do not achieve a minimum clinically important 

improvement and, of these, 22% are associated with negative outcomes. This is mainly due to the fact that IOG 

is a tertiary healthcare facility that receives the most critical cases from a vast territory (practically from all 

over the country) and it is known that spinal deformities and other related problems are difficult to solve, 

especially in an aging population (Armaghani et al., 2016). In this view, it is important to early identify those 

patients who will likely not benefit from treatment and, therefore, will not reach the MCID. This would help 
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avoid overdiagnosis, reduce overuse (Philipp et al. 2011) and the related costs for unnecessary treatment 

(Langenberger et al., 2022), as well as optimise the allocation of resources and  support more appropriate 

choices in shared decision-making (Fontana et al., 2019). 

The importance of machine learning techniques for predictive analytics is increasing in medicine (Staartjes 

et al., 2019), in orthopaedics (Pedersen et al., 2020) and, in particular, in spinal surgery (Finkelstein et al., 

2021). Some studies discuss the use of PROMs and machine learning (ML) approaches to predict whether an 

orthopaedic surgery will lead to meaningful improvement for patients (MCID). For example, in one study two 

machine learning models (i.e. artificial neural network (ANN) and logistic regression) were trained to predict 

the achievement of MCID in functional disability (Oswestry Disability Index -ODI scale) and in leg pain 

severity (Numeric Rating Scales -NRS scale) at 12 months post-surgery for patients who had undergone lumbar 

disc herniation (LDH) medicine (Staartjes et al., 2019). In another study, 5 machine learning models  

(i.e. artificial neural network, decision trees, random forest, boosted trees, support vector machine) and 2 

conventional models (i.e. logistic regression and multivariate adaptive regression splines) were trained to 

predict whether the smallest relevant improvement would be reached in outcome measures (i.e. the EuroQol 

(EQ-5D), the Oswestry Disability Index (ODI), the Visual Analog Scale (VAS leg and back) and return to 

work) at 12 months post-surgery for patients who had undergone LDH (Pedersen et al., 2020). In another work, 

an elastic-net penalised logistic regression was trained to predict the achievement of MCID 12 months after 

surgery for patients who had undergone lumbar spine decompression surgery (Karhade, 2021).  
To the best of our knowledge, few studies (i.e. Karhade, 2021; Pedersen et al., 2020; Staartjes et al., 2019) 

in spinal surgery focused on predicting whether or not the MCID will be reached in the chosen post-surgery 

outcome measures. No studies to date have been aimed at the task of identifying patients who will not benefit 

from the surgery. On the contrary, we believe that training a machine learning model that accurately predicts 

the probability that a patient will not improve after surgery is critical in a value-based healthcare context. 
In this study, we report about the performance of a machine learning model that predicts the  

non-achievement of the MCID in two important PROM scores at 6-months postoperatively, namely the 

Oswestry Disability Index (ODI) (Fairbank & Pynsent, 2000) and the Physical Score of the Short Form 36  

(SF-36) (Laucis et al., 2015). The SF-36 scale ranges from 0 (worst possible health condition) to 100 (best 

possible health condition). The ODI scale ranges from 0 (best possible health condition) to 100 (worst possible 

health condition). To this respect, we will use PROM data collected at the IOG by means of computer assisted 

telephone-interview or computer assisted web self -interview both before surgery (pre-operative) and at 6 

months after spinal surgery.  

2. METHODS 

Both classification and regression tasks were addressed in our study. Specifically, we provided a realistic 

estimate of the efficacy of machine learning models at predicting specific scores 6 months after surgery, by 

exploring the balanced performance measures.  

2.1 Data Analysis 

The study encompassed patients admitted to IOG between November 2015 and March 2022. In total, data on 

7112 patients who had undergone spinal surgery were included in the study. The data was extracted from the 

web-based PRO registry (SpineREG) that IOG established in November 2015. 
As reported in Table 1, the mean age of patients is 53 years old (SD = 17.76). The majority of patients are 

female (60%). Patients without morbidity represent 61.5% of the total. Only 11.5% of patients had severe 

comorbidities. The remaining 26.8% had moderate comorbidity. The majority of cases were patients with 

lumbar arthrodesis (47%, n = 1301), lumbar hernia (16%, n = 446), idiopathic deformity (10%, n = 273), 

degenerative deformity (10%, n = 268), lumbar decompression (8%, n = 218) and cervical arthrodesis  

(7%, n = 191), other (2%, n = 92). Patients affected with kyphoplasty, vertebral tumour and cervical hernia 

were 59, 23, 10 respectively. Moreover, the sample mainly comprised no-smokers (n = 1503). The categorical 

variables were codified as follows: gender (0 female, 1 male), and smokers (1 yes, 2 no, 3 no valuable); 

morbidity was rendered in terms of an ordinal scale: 1 no pathology, 2 medium, 3 severe, 4 dying. After 

excluding missing values in regard to the variables of interest (SF-36 Physical Score and ODI Score at 6-month 
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intervals), 2823 observations were available for training and validation. Moreover, variables were filtered 

based on the missing value content percentage. Specifically, the features that contained more than 80% of 

missing value were dropped, and at the same time, the instances with at least 25% of missing value were filtered 

off. Therefore 26 features were considered, that characterized a total of 2789 instances. As reported in Table 

1, only few features presented a small number of missing values. The majority of missing values refers to the 

variable of smokers (15.6%). In addition to the features collected from the database, we evaluated up to other 

50 features extracted from the physician's notes. 

Table 1. Structured Score Features: missing values and descriptive statistics 

T= Type of data (B = Boolean, C = Categorical, N = Numerical, O = Ordinal), NA: Not applicable 

FABQ = Fear-Avoidance Beliefs Questionnaire 

 Count Mean Std Min 25% 50% 75% Max 

Missing 

Value 

(%) 

T 

Cervical arthrodesis 2789 NA NA NA NA NA NA NA 0 B 

Lumbar arthrodesis 2789 NA NA NA NA NA NA NA 0 B 

Kyphoplasty 2789 NA NA NA NA NA NA NA 0 B 

Lumbar decompression 2789 NA NA NA NA NA NA NA 0 B 

Degenerative deformity 2789 NA NA NA NA NA NA NA 0 B 

Idiopathic deformity 2789 NA NA NA NA NA NA NA 0 B 

Cervical hernia 2789 NA NA NA NA NA NA NA 0 B 

Lumbar hernia 2789 NA NA NA NA NA NA NA 0 B 

Vertebral tumour 2789 NA NA NA NA NA NA NA 0 B 

Age 2789 53.18 17.76 7 43 55 67 88 0 N 

Gender 2789 NA NA NA NA NA NA NA 0 B 

Morbidity 2789 NA NA NA NA NA NA NA 0 O 

Smoker 2353 NA NA NA NA NA NA NA 15.63 C 
ODI_Total_PreOp 2789 43.58 19.99 0 30 44 57 100 0 N 

Vas_Back_PreOp 2587 6.23 3.03 0 5 7 8 10 7.24 N 

Vas_Leg_PreOp 2587 6.19 3.57 0 4 7 9 10 7.24 N 

SF36_GeneralHealth_PreOp 2789 68.34 20.82 0 55 70 85 100 0 N 

SF36_PhysicalFunctioning_PreOp 2789 46.22 27.11 0 25 45 65 100 0 N 

SF36_RoleLimitPhysical_PreOp 2789 13.61 29.16 0 0 0 0 100 0 N 

SF36_RoleLimitEmotional_PreOp 2789 43.64 44.06 0 0 33.33 100 100 0 N 

SF36_SocialFunctioning_PreOp 2789 52.36 30.35 0 25 50 75 100 0 N 

SF36_Pain_PreOp 2789 27.99 25.2 0 10 22.5 45 100 0 N 

SF36_EnergyFatigue_PreOp 2789 47.99 26.38 0 30 50 70 100 0 N 

SF36_EmotionalWellBeing_PreOp 2789 59.27 24.29 0 44 60 76 100 0 N 

SF36_MentalScore_PreOp 2789 47.63 12.16 16.06 38.49 47.11 57.48 77.1 0 N 

SF36_PhysicalScore_PreOp 2789 34.14 8.78 15.2 27.99 32.77 38.72 62.75 0 N 

SF36_PhysicalScore_6months 2789 41.09 9.99 12.46 33.49 40.84 49.37 60.64 0 N 

ODI_Total_6months 2789 23.72 20.07 0 8 18 36 97 0 N 

FABQ_Work_PreOp 2763 19 20.68 0 0 11 39 66 0.93 N 

For both binary and regression tasks, the data were partitioned into 90% training (and validation) and 10% 

(from the training and optimization procedures) test set to evaluate the performance of the developed models. 

Regarding the binary classification task, our class of interest was related to the patients who would not achieve 

MCID (Copay et al., 2007) (Δ = 5 for SF-36 and Δ = 10 for ODI Score). Indeed, our models were built to 

discover patients who would not have a significant improvement from surgery: for the SF-36 Physical Score 

improvement (0 improvements, 1 no improvement) and for the ODI Score (0 improvements, 1 no 

improvements), both six months after surgery, the target distributions are slightly affected from imbalanced 

data issues. Indeed, for the SF-36 Physical Score task, the positive class was 46%, while for the ODI Score, 

the positive class was 32% of the total distribution. Concerning the regression task, the target variable was the 

SF36 Physical Score and ODI scores obtained after six months from surgery. 

2.2 Binary Classification Task 

Several studies concerning patient improvement prediction focused only on finding whether a patient achieves 

the MCID or not: our approach probes the alternative approach to identify patients that do not benefit from the 
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surgery. A more appropriate choice in decision making process would help to reduce overdiagnosis, minimize 

overuse (Philipp et al. 2011) and lower costs for avoidable treatment (Langenberger et al., 2022), especially if 

a Machine Learning model helps to discover more rare events than the frequent ones.  

For the assessment of the binary classification task, the MCID was computed using one-half the standard 

deviation according to the distribution-based approach (Asher et al., 2018). Specifically, the thresholds 

identified for SF-36 Physical Score and ODI Score were 5 and 10, respectively. The binary targets were 

constructed on these thresholds. In regard to SF-36 Physical Score, if the difference between the post-operative 

score and the pre-operation score was lower than the above threshold, the label was set to 1, otherwise 0. On 

the other hand, for ODI Score, if the difference between the post-operation and pre-operation score was lower 

than minus the threshold (-10), the label was set to 0 (meaning an improvement in the disability index), 

otherwise to 1. 
In regard to model development, as mentioned in the previous section, the training and hyperparameters 

optimization were performed on the entire training set. We exploited the Bayesian optimization procedure 

(Snoek et al., 2012) to find the sub-optimal set of XGBoost (XGB) (Hinterwimmer et al., 2022) 

hyperparameters. Specifically, a 6 folds cross-validation was performed by maximizing the precision-recall 

curve with a budget of 50. The search space is reported in Table S1 in appendix.  

The training phase includes missing value imputation and resampling technique. In terms of imputation, 

the Bayesian Ridge estimator (Bishop, 2011) (a multivariate procedure for missing value imputation) was 

trained alongside the XGB model and applied to the validation folds. Furthermore, an oversampling technique 

(Mohammed et al., 2020) is applied to the minority class of the related training folds to reduce the imbalance 

bias. Indeed, the positive class was re-sampled 40% more than the negative for the ODI improvement task. In 

contrast, a small amount of the positive was re-sampled (10 %) for the Physical improvement prediction. The 

hyperparameters identified for SF36 Physical Score prediction are reported in Table S2 in appendix. The 

hyperparameters identified by the Bayesian optimization procedure for ODI Score prediction are reported in 

Table S3 in appendix.  

2.3 Regression Task 

Another aspect we wanted to investigate was the score prediction 6 months later surgery so that we would have 

a variable of interest not derived from an approach that might introduce systematic bias (Jiang & Nachum, 

2020). To this aim, the Multivariate Adaptive Regression Splines (MARS) (Friedman, 1991) regression model 

was adopted. MARS is a non-parametric regression method that creates a set of models belonging to a certain 

range of values (called notches). This model also allows to detect nonlinear relationships by developing 

interactions of variables using different degrees of the polynomial. In our case, the maximum degree that a 

polynomial can have has been set to 3. The target distributions divided by the first quantile (vs others) of the 

patients’ age for both SF-36 Physical score and ODI scores are shown in Figure S1. Furthermore, also for the 

regression task, we performed the Bayesian Optimization approach to discover the best hyperparameters 

referred to as the polynomial maximum degree (from 1 to 5) and the regularization term (from 0.5 to 5). As 

mentioned before, the budget for the optimization was set to 50, and the number of folds set was 6. The function 

to be maximized was the negative mean absolute error. The hyperparameters identified by the Bayesian 

optimization procedure for regression task are reported in Table S4 in appendix.  

3. RESULTS 

The results obtained on the test set (i.e., the 10% excluded from the training and validation steps) are reported 

in Table S5 (in appendix), in Table 2-3 and in Figures 1-2. The features importance for the classification task 

are reported in Figures S2-S3 in appendix. 
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3.1 Binary Classification Task 

Table 2. High-Confidence (HC) Model performance on the test set grouped by feature sets. Binomial Confidence interval 

at 95% confidence level. SC=Structured Scores; PPV= Positive Predictive Value; AUROC (AUC) = Area Under the 

Receiver Operating Characteristic; AUPRC=Area Under The Precision-Recall Curve; ECE=Expected Calibration Error 

Task Features 

HC-

Balanced 

Accuracy 

HC-

Balanced 

Sensitivity 

HC-

Balanced 

F1 Score 

HC-

Balanced 

PPV 

HC-

AUROC 

HC-

AUPRC 

HC 1-

ECE 

SF36 PS SC .78  
[.70,.85] 

.78 

[.70,.85] 

.78 

[.70,.85] 

.78  
[.70,.85] 

.78 

[.70,.85] 

.85 

[.78,.91] 

.91 
[.85,.96] 

ODI SC .85 
 [.77,.92] 

.86 
[.79,.92] 

.86 
[.79,.92] 

.86 
[.79,.92] 

.85 

[.77,.92] 

.86 
[.79,.92] 

.98  
[.96,1] 

 

 

 

 

 

 

 

 

Figure 1. SF36 Physical Score ROC curve and precision recall curve (on test set) 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2. ODI Score ROC curve and precision recall curve (on test set) 

3.2 Regression Task 

  

 

 

 

 

 

 

 

Figure 3. Taylor’s Diagrams of the SF36 PS task (on the left) and the ODI task (on the right), respectively 
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Table 3. RMSE (Root-Mean-Square Error) and MAE (Mean Absolute Error): Regression task 

TASK FEATURES RMSE MAE MAE/SD 

SF36 PS SC 8.29 6.79 .66 

ODI SC SC 17.03 13.51 .67 

4. DISCUSSION 

We reported the high-confidence results, that is, the results regarding the predictions that are associated with a 

confidence score equal to or higher than .75, as reported in Table 2. First, in regard to the binary classification 

task, we remark that we focused on the high confidence (HC) results. These results are particularly interesting, 

as they allow us to define three decision regions: confidence rejection of the non-improvement result (i.e., by 

achieving the MCID); high confidence acceptance of the non-improvement result (i.e., by non-achieving the 

MCID), and also an uncertain area where nothing can be said for sure and where doctors and patients have to 

decide considering other contextual factors. Indeed, the predictions associated with a high confidence score 

range between 40% to 70% of the test set. This means that the models have fair coverage on average (Cabitza 

et al, 2020). Regarding the binary classification task, our results show that HC-balanced accuracy achieves .78 

[.70, .85] and .85 [.77, .92] for the structured scores in the SF36 PS and the ODI Score, respectively. The  

HC-balanced positive predictive values were .78 [.70 .85] and .86 [.79, .92] for the structured scores in the 

SF36 PS and the ODI Score, respectively. Furthermore, the HC-balanced F1 score and HC-Sensitivity achieve 

an upper bound of .85 and .92 for the SF36 PS and ODI Score, respectively, as shown in Table 2. Moreover, 

as reported in Table 2, the HC-AUROC of the model, namely the capability to discriminate between patients 

who will improve and patients who will not improve, is .78 [.70,.85] on the physical score and .85 [.77, .92] 

on the disability index, with strongly calibrated results (see the HC 1-ECE column in Table 2). Indeed, based 

on the Expected Calibration Error (ECE), the developed models produce calibrated confidence scores, where  

HC-1-ECE ranges between .91-.98. Calibrated models can estimate the probability that the worsening will 

actually occur reliably. This result is particularly interesting, because non calibrated model has the potential to 

be inaccurate and harmful in medical decision-making process (Van Calster et al, 2019). An important aspect 

to consider is the HC-AUPRC: estimating this measure is important to get performance estimates that are not 

affected by data imbalance and the rate of true negative cases (i.e., the number of patients who will get better). 

Indeed, as seen in several studies (Karhade, 2021; Pedersen et al., 2020; Staartjes et al., 2019), referring to only 

the AUROC could lead to partial interpretations of the model performance. Also, for the ODI task, the dummy 

classifier reaches an AUPRC of .38, while the XGBoost model with CS features has an average value of .86 

[.79,.92]. Even more importantly. 

These results can be considered acceptable as predicting a future outcome based on a few parameters 

collected before treatment is an intrinsically hard problem; the results given by our models can provide 

physicians and patients with useful pieces of information that must be interpreted in the light of other contextual 

(non-digitized) information in the shared decision-making process (Cabitza et al, 2020). Moreover, the 

performance is not too different from those reported by other studies, which nevertheless could be affected by 

data leakage, overfitting, and unbalanced problems. Indeed, regarding the binary classification task, the first 

issue encountered by analysing the other studies lies in identifying the right positive label and data imbalance 

problem. Specifically, the positive label is associated with the physical score or Oswestry Disability Index 

improvement (by reaching the MCID). From surgery, usually, we expect the improvement of the patient, not 

the worsening. Indeed, the class distribution is imbalanced concerning the positive label and not the negative 

one. This leads to produce measures that are too optimistic for the positive label. From Staartjes et al. (2019), 

the AUC scores range between .84 to .90 (based on the deep learning approach), while for the accuracy the 

values range from .75 to .87. The AUC is not directly influenced by the data imbalance issue (as the accuracy). 

However, if the model learns to predict well the positive majority class, this leads to inflated results (Saito  

& Rehmsmeier, 2015). Furthermore, the authors applied a deep learning model with a very low sample size 

that implies a high risk of overfitting (Ying, 2019). Pedersen et al. (2020) addressed the issue of data imbalance 

by applying the oversampling-based SMOTE (Synthetic Minority Over-sampling Technique) method. 

However, the authors report that SMOTE was applied to both training and validation, potentially leading to a 

data leakage and hence a risk of overfitting, which could induce overly optimistic results. Moreover, our model 

with the structured scores and the top 20 terms features shows better performance in regard to the minority 
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class (no improvement) for the ODI MCID task. On the other hand, Karhade et al. (2021) validated the 

developed models by exploiting an external validation set. Even if the results are referred to COMI (Core 

Outcome measure Index) scores, the obtained performances seem to be more credible than above-mentioned 

studies due to the lack of the imbalanced data problem and independent dataset to support the results estimated 

during the training procedure: it is worthy of note that performance is relatively poor, with an AUC score of 

.63 and a sensitivity of .64, which makes our results even more interesting and promising for the preoperative 

shared decision making.  

Data imbalance is a critical issue that can affect the reliability of ML models' performance estimates, as 

these latter can focus excessively on the subgroups with higher prevalence (i.e., those patients who improve 

their outcomes post-surgery), thus providing inflated estimates of accuracy. In this view, our work sheds light 

on the “less frequent event”, namely the prediction of those patients who will not improve their health-related 

condition or, in other words, patients for whom spinal surgery will not be successful, or even detrimental. 

Predicting whether or not a specific medical treatment may be appropriate contributes to enhancing a more 

efficient resource allocation and fair treatment. We believe that this point plays a critical role in the era of 

value-based healthcare and it should be deepened (Holzinger, 2016). Regarding the regression task, our model 

shows that for the ODI Scores the MAE was 13.51 with the SC. The RMSE values were 17.03 with the SC. 

Moreover, we obtained that for the SF36 Physical Score the MAE was 6.79 with the SC. It is important to 

highlight that the ratios of the MAE over the standard deviation of the target distribution are ⅔ for both tasks: 

this implies that the models commit an error lower than the natural variation of the dependent variable on 

average. The RMSE values were 8.29 for the SF36 Physical Score with the SC. In addition, in Taylor’s diagram 

(see Fig. 3), we noticed that the correlation between predictions and true values is strong for both tasks  

(~ 60%), while RMSE is higher for the ODI Scores task than for the SF36 PS task, as well as the variance 

(standard deviation) which in one case is 9.99, in the other about 20. This means that the variability for one 

task is much higher, as it is more difficult to make predictions about it.  

To the best of our knowledge, no study exists that employed Machine Learning Regression models to 

predict continuous ODI Scores and SF36 Physical Scores within 6 months from spine surgery. In fact, Halicka 

et al. (2022) developed a regression model to predict the COMI score. If we compare the Pearson correlation 

between the observed values and the predicted ones, our model makes predictions more correlated with the 

observed target (ours Pearson ~.60 vs .38/.40) than Halicka et al. (2022). Nevertheless, the results of our model 

still present room for improvement and our study is affected by some limitations: as we have shown in Figure 

S1, the target variable, especially for SF36 Physical Scores, shows a different distribution among patients 

belonging to the first quartile of the age distribution (up to about 44 years) than among the remaining older 

patients. This, along with other confounders (such as comorbidities, and ICD classification), could affect the 

performance of the model itself. Future studies will therefore focus on the different possible subgroups within 

the general population and how they impact the model statistics. Further future work will consider different 

MCID thresholds, that is not only distribution based MCID (as in our case), but also anchor based MCID, and, 

more importantly, consider different MCIDs for different surgery types. 

Compared with other studies in this field, we report results that are weighted in regard to the data unbalance 

issue, an oft-neglected issue that undermines the validity of many similar contributions.  

5. CONCLUSIONS 

In this study, we developed machine learning models to predict patients who will likely not benefit from spine 

surgery, according to the MCID threshold. It is not surprising that, due to the high impact that Machine 

Learning is having in the medical field, we are not the first researchers to address the problem of predicting 

PROMS outcomes after spine surgery (Karhade, 2021; Pedersen et al., 2020; Staartjes et al., 2019). However, 

there are still a few works in the literature in machine learning that aim to predict PROMs scores, specifically 

in the regression task. In addition, most of the works related to spine surgery present some gaps from the 

methodological point of view. Moreover, no studies to date have been aimed at identifying patients who will 

not benefit from the surgery. This study is aimed at filling this gap. More robust approaches that consider the 

data imbalance issue are needed to expand theoretical approaches into practical tools that could be used in the 

context of shared decision support in the treatment of spine problems. 
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A HUMAN-COMPUTER INTERACTION METHOD BASED 

ON U-NET CONVOLUTIONAL NEURAL NETWORK  

FOR TARGET MOLECULE OBSERVATION 

Wenbin Yin, Xinfeng Zhang1, Jinpeng Fang, Xudong Zhou and Bin Li 
College of Information Engineering, Yangzhou University, Jiangsu Province Engineering Research Center of Knowledge 

Management and Intelligent Service, Yangzhou, Jiangsu, 225127 China 

ABSTRACT 

In order to accurately identify various physiological activities and movements in living bodies, we propose a U-Net-based 

method to identify all similar micro molecules such as cells and proteins in organisms. We first transform the molecular 

image to be observed into the feature space using the U-Net convolution network, and then use the target feature to match 

across the whole image to detect all similar targets of interest in the image. Extensive experimental results show that the 

proposed method can rapidly detect similar molecules of interest through a simple human-computer interaction and attain 

a more accurate detection performance than other approaches.  

KEYWORDS 

Deep Learning, U-Net, Target Detection, Human-Computer Interaction 

1. INTRODUCTION 

The observation of key molecules from a microscopic perspective plays an important role in the study of life 
sciences, e.g. in the observation of the molecules of interest, the number of molecules, the degree of 
aggregation, the degree of activity and other key information can be captured, which is the basis for the 
discovery of the intrinsic mechanism of life activities.  

In recent years, the biological and medical image research based on deep learning has made remarkable 
progress. Ronneberger et al. (Ronneberger et al., 2015) present a FCN-based (Long et al., 2015) U-Net network 
to apply in medical image segmentation, which combines the features of high-level low-resolution and  
low-level high-resolution by upsampling.  Mnih et al. (Mnih et al., 2014) introduce the attention mechanism 
into Recurrent Neural Network to improve the classification performance of digits images. Oktay et al.(Oktay 
et al., 2018) design a U-Net based on attention mechanism to increase the sensitivity of the model to foreground 
for improving the performance of pancreas segmentation.  

However, almost all existing approaches for biological and medical image processing cannot meet the need 
for observation of various molecules, such as cells and proteins, in life science research. The main reasons are 
as follows: (1) These approaches are trained for target-specific detection or segmentation tasks.  To make these 
approaches effective for other targets, the models need to be retrained with the new target data. However, for 
scientific tasks, the molecules of interest are often variable and sometimes undiscovered. (2) For images where 
various types of molecules are present, it is sometimes necessary to observe all targets belonging to certain 
classes, rather than individual specific target.  

To meet the changing demands in scientific research, we propose a human-computer interaction method 
based on U-Net convolutional neural network for observing the target molecules. The proposed method enables 
understanding of the researchers' intentions through simple human-computer interaction, and thus fulfills the 
task of detecting the molecules belonging to the same class, such as cells and proteins. The proposed method 
is trained with cell nuclear images and tested on multiple datasets of molecular images. The experimental 
results show that the proposed method performs well in both trained and untrained datasets (human protein and 
bacteria datasets) and is a general way to observe microscopic molecules in the life science field.    

                                                 
1 Corresponding author E-mail address: zhangxf@yzu.edu.cn (Xinfeng Zhang) 
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2. SIMILAR TARGET DETECTION METHOD BASED ON  

HUMAN-COMPUTER INTERACTION 

The human-computer interaction method realized in this paper first selects the interested targets in the image 

by manual interaction, then extracts the image features by using U-Net neural network and attention-based  

U-Net neural network, matches the interested parts globally, and finds out the targets whose similarity meets 

the requirements, which are considered to be similar targets. 

2.1 U-Net Convolutional Neural Network 

U-Net network is a semantic segmentation network based on full convolution neural network. The network 

structure is shown in the Figure 1. It consists of an encoder part (downsampling stage) and a decoder part 

(upsampling stage). The encoder part follows the typical convolution network structure. It includes the repeated 

application of two 3x3 convolutions. Each convolution is followed by a ReLU activation function and a 2x2 

maximum pooling operation for downsampling. In each downsampling, the number of feature channels is 

doubled and the size of the feature graph becomes half of the original. The decoder part includes feature 

upsampling, and then 2x2 convolution to halve the number of feature channels. In the last layer, 1x1 

convolution is used to map the eigenvector of each 64 component to the required number of classes. In addition, 

U-Net uses skip connection to fuse the location information of the underlying information with the semantic 

information of deep features, so as to reduce the loss of image details. 

 

Figure 1. U-Net network structure 

2.2 Attention Gate 

In the classical U-Net, the features extracted from the coding layer are directly spliced to the corresponding 

decoding layer by means of skip-connection, so as to retain more detailed information. However, such a simple 

splicing not only brings more details, but also brings a lot of redundant information of low-level features (Fang 

et al., 2022). Therefore, this paper introduces the attention mechanism to process the low-level features, 

enhance the target region, inhibit the activation of irrelevant regions, and avoid the impact of redundant parts, 

so that the feature layer can get better results. The specific structure is shown in Figure 2. 
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Figure 2. Attention Gate Structure 

2.3 Loss Function 

The training goal of this paper is image segmentation, which can be regarded as a binary classification task. 

The binary cross entropy can be simply used as the loss function of the network. The formula is as follows. 

𝐵𝐶𝐸𝐿𝑜𝑠𝑠 = −
1

𝑁
∑(𝑦𝑖𝑙𝑜𝑔𝑦�̂� + (1 − 𝑦𝑖)𝑙𝑜𝑔(1 − 𝑦�̂�))

𝑁

𝑖=1

(1) 

where, 𝑦𝑖  is binary tag 0 or 1, and 𝑦�̂� is the probability that the output belongs to tag 𝑦𝑖 . 

2.4 Detection of Similar Target Molecules 

We detect multiple similar molecules in a picture by the following methods. In fact, different networks can 

complete the extraction of image features. Here, UNET is taken as an example. 

Firstly, put the image into the trained model, use the U-Net model to conduct downsampling, upsampling, 

skip-connection and other operations, and take the depth feature of a decoding layer as the feature layer to be 

used. The target of interest (TOI) is selected in the sample box by human-computer interaction, and the 

coordinates of the position are mapped to the corresponding position of the feature layer to obtain the target 

features. Then, each region of the feature layer is scanned by sliding window, and the similarity with the target 

feature is calculated. If the similarity is greater than the set threshold 𝜃, It is considered that the region exists 

in targets of the same kind as the target of interest; on the contrary, it is considered that there is no similar goal. 

After these operations, we will get a number of areas that meet the requirements, but to ensure the accuracy 

of the results, the sliding window should not move too long each time, which will result in multiple stacked 

windows around a target. In this paper, we used Non-Maximum Suppression (NMS)(Rosenfeld and Thurston, 

1971) to select the most similar and accurate target-containing boxes from the stacked borders of a target as 

the final exact boxes.  

The specific steps of the method are as follows: 

1) Set a resolution of 𝑛 × 𝑛 the pixel matrix of the picture is: 𝐼. Manually frame the object of interest, and 

the intercepted pixel block is 𝐼𝐵𝑡. The coordinates on the image are recorded as (𝑖, 𝑗, 𝑤0, ℎ0), where 𝑖, 𝑗 are the 

coordinates of the upper left corner of  𝐼𝐵𝑡  when the upper left corner of the original image is the coordinate 

origin; 𝑤0, ℎ0 indicates the width and height of  𝐼𝐵𝑡  respectively. 

2) Image 𝑃 is processed by neural network to extract the feature layer 𝐹(the size of 𝐶 × 𝑚 × 𝑚), where 𝐶 

is the number of layers of the feature layer and 𝑚 is the width and height of the feature layer.  

3) According to the size of the TOI manually selected, the width and height of the sliding window on the 

feature layer 𝐹 are 𝑤𝐹 and ℎ𝐹, which can be obtained according to the proportional relationship, 𝑤𝐹 =
𝑤0

𝑛
× 𝑚

，ℎ𝐹 =
ℎ0

𝑛
× 𝑚. Next, take the feature block 𝐹𝐵 on the feature layer corresponding to TOI (coordinates are 

(𝑎, 𝑏, 𝑤𝐹, ℎ𝐹), where 𝑎 =
𝑖

𝑛
× 𝑚，𝑏 =

𝑗

𝑛
× 𝑚 is the coordinate of the upper left corner of the target feature 

block), and the size is C × 𝑊 × 𝐻. It as a matching target feature. 

4) Use the sliding window algorithm to intercept the feature block of size (C × 𝑊 × 𝐻) in the feature layer 

𝐹 and set it as 𝐹𝐵𝑘, where 𝑘 is the number of moves.  The similarity of 𝐹𝐵𝑘 and 𝐹𝐵 is calculated using the 

cosine similarity method. If the similarity is greater than the threshold 𝜃, it is retained in the set 𝑈, and the 

similarity of each window is recorded together. The window then slides to the next position, repeating the 

above matching until the sliding window traverses the entire feature layer. 
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5) Map the feature windows stored in the set 𝑈 back to the original image proportionally, and get their 

position in the original image as a candidate box. The overlapping candidate boxes are screened using the NMS 

method, and after multiple iterations, each target corresponds to a single candidate box, and finally all targets 

of the same kind as to the TOI are obtained. 

3. DATA ACQUISITION AND PROCESSING 

There are three types of data sets used in this paper: Nucleus1 , HPA2, and Bacteria3. The details of the dataset 

are as follows: 

Table 1. Information of datasets 

Name Format 

Nuclei The train set has 670 pictures, the test set has 65 pictures. 

HPA More than 120,000 pictures. 

Bacteria 100 pictures. 

 

As the only training set of the proposed method, the training set of nucleus data set contains 670 original 

pictures and segmented images of each nucleus in the picture, with several to dozens of nuclei in each. For the 

original image, it is divided into gray image and color image. Each picture of the training set corresponds to 

multiple masks, that is, there will be multiple nuclei in one picture. 

Adjust the resolution of the original picture and mask to 265 × 256 pixels, which can improve the reasoning 

speed of the model while ensuring the effect of feature extraction. In practice, an image has multiple targets to 

be detected, so multiple masks of the same nucleus in the training set are combined to meet the requirements 

of task objectives. In addition, in the acquisition process of biological data sets, different substances are more 

prominent through dyeing, which makes different substances have the same dyeing color or the same substance 

has different dyeing colors. In order to avoid this situation, we treat the original image as a three-channel gray 

image. The training set and verification set are divided according to the ratio of 8:2. 

 

                 
                                                           (a) original image                                        (b) label 

Figure 3. Nuclear samples in the training set 

4. EXPERIMENT 

In this paper, we randomly select 50 images from the test set of the three types of data sets as test images, and 

then manually selects a single target with obvious features on each image for frame selection as TOI. The 

purpose of deliberately selecting a target with obvious features is to consider that in the actual human-computer 

interaction process, users often want to obtain the best possible results, and selecting targets with obvious 

features is beneficial to improve the accuracy of recognition. Each network processes the test images and uses 

the method proposed in this paper to find other objects of the same type as the TOI. 

                                                 
1 https://www.kaggle.com/c/data-science-bowl-2018/ 
2 https://www.kaggle.com/c/human-protein-atlas-image-classification 
3 https://www.kaggle.com/longnguyen2306/bacteria-detection-with-darkfield-microscopy 
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4.1 Experimental Setup 

1) Comparing network models: In order to verify the effectiveness of the U-Net network model, FCN32s(Long 

et al., 2015), CE-Net(Gu et al., 2019) is selected in this paper, and the attention mechanism is added to U-Net 

as the Attention U-Net, and the effects of the four are compared. 

2) Training Settings: The network models used in this paper are based on the PyTorch implementation, the 

training initial dataset has a total of 670 pictures, and the training set and validation set are divided into 8:2 

ratios. Select the Adam algorithm for end-to-end training, and the learning rate is set to 0.0001. The loss 

function of the training set uses the binary cross-entropy function. Batch-size is set to 8, the default number of 

training rounds is 50, and the MIoU of the validation set during the validation process is used as the indicator, 

and the model with the maximum value is retained as the final model. 

3) Test Evaluation Metrics: The recognition frame obtained by the algorithm is compared with the real 

result to judge whether the recognition is correct. The results are mainly 𝑇𝑃(true positive),  𝐹𝑃(false positive) 

and 𝐹𝑁(false negative)(Yang et al., 2021). The average index in the test adopts the most commonly used three 

quantitative evaluation indicators of 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛, 𝑅𝑒𝑐𝑎𝑙𝑙 and 𝐹1 value as the evaluation indicators of target 

detection accuracy. 

4.2 Results 

4.2.1 Precision Comparison Results 

 
            (a)The nuclear dataset                          (b)The HPA dataset                          (c)The bacteria dataset 

Figure 4. The precision of each network detection on the dataset 

It can be seen from Figure 4 that with the increase of the similarity threshold, the accuracy of each network 

on the three data sets is continuously improved and approaches 1. This is because after increasing the similarity 

threshold, only the targets with higher matching degree can be selected, which means that the algorithm is more 

reliable in picking out the targets in the target frame. The networks performed similarly in the three datasets 

(nucleus, HPA, bacteria), with FCN32s achieving the highest accuracy, followed by Attention U-Net. CE-Net 

performs the worst and only achieves better results at higher thresholds. U-Net and Attention U-Net are mostly 

above the curve, and the performance is almost the same as FCN32s at higher thresholds. 

4.2.2 Recall Comparison Results 

 
 

                    (a)The nuclear dataset                          (b)The HPA dataset                         (c)The bacteria dataset 

Figure 5. The recall of each network detection on the dataset 
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It can be seen from Figure 5 that with the increase of the threshold, the recall rates of U-Net, Attention U-Net, 

and FCN32s on the four datasets all show a downward trend. U-Net performs the best in all three datasets, 

which shows that the network can capture the essential characteristics of the target. Attention U-Net performs 

the same as U-Net on the nucleus dataset, and is lower than U-Net on HPA and bacteria datasets. FCN32s has 

the worst performance in the three datasets, which means that the network does not learn the key features of 

the target well, and selects many wrong targets. 

4.2.3 F1 Value Comparison Results 

 
                    (a)The nuclear dataset                         (b)The HPA dataset                          (c)The bacteria dataset 

Figure 6. The F1 value of each network detection on the dataset 

It can be seen from Figure 6 that with the increase of the threshold, the F1 values of all networks except 
CE-Net show a downward trend. The F1 value is used to measure the degree of fit between precision and recall. 
The closer the two values are to the F1 value, the higher the value. In Figure 4, the precision of each network 
is increasing, while the recall except CE-Net is decreasing in Figure 5, which makes the value difference 
between the two increase and the value of F1 decrease.  

For CE-Net, its proposed Dense Atrous Convolution (DAC) module can capture wider and deeper semantic 
features by injecting four cascaded branches with multi-scale atrous convolution, it can It performs very well 
in segmentation tasks. However, it is precisely because the extraction of target features is too fine that only 
targets with high similarity can be found. At low similarity, a large number of similar targets are lost, so the 
values of each item are relatively low.  

U-Net performed the best, with the most balanced performance in terms of precision and recall, followed 
by Attention U-Net. The F1 value of FCN32s performs the worst among all datasets because it selects targets 
through a large number of selections, which have a large number of wrong targets, resulting in high precision, 
but low recall, resulting in the lowest F1 value. 

4.2.4 Detailed Data of Experimental Results 

The specific data of the experiment when the similarity threshold θ is set to 0.5 is shown in Table 2, the average 
performance of each neural network on all data sets is shown in Table 3. The data performance under other 
thresholds is roughly the same.  

In Table 2, the best results are mostly achieved by Attention U-Net, which outperforms U-Net. Although 
the precision of FCN32s is highest, other metrics are lower than Attention U-Net and U-Net.  

In Table 3, although Fcn32s has the highest precision of 97.7% on average, its recall is much lower than 
other networks, only 65.9%; the average F1 value is 0.746, which is only higher than CE-Net. The average 
precision of U-Net is 89.2%, the average recall is reaching 92.1%, and the average F1 value is 0.910, ranking 
second. The average precision of Attention U-Net is 94.4%, second only to FCN32s; the average recall is 
97.2%, the average F1 value is 0.950, and the performance is the highest. The average precision of CE-Net is 
only 23.0%, which is much smaller than other networks, and the performance is the worst; the average recall 
rate is 94.9%, ranking third; the average F1 value is 0.347, which is also much smaller than other networks. 

In summary, the performance of U-Net and Attention-U-Net networks is generally higher than that of other 
networks. The advantages of their common U-shaped structure can accurately extract the context information 
of the picture and retain the image by means of skip connection details; Attention U-Net is higher than U-Net 
in all indicators, indicating that adding attention module has improved this task, and it is more stable for the 
extraction of different types of image features. In addition, the model has not been specifically trained for 
protein and bacterial data sets, but it still has good results and its performance is higher than the rest of the 
networks, indicating that the U-shaped network structure is suitable for this task, and the model has high 
generalization ability. It can better achieve the same kind of target detection work in the untrained dataset. 
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Table 2. Experimental data results on each data sets 

datasets model Precision / % Recall / % F1 value 

Nucleus 

Attention U-Net 93.4 95.8 0.936  

U-Net 84.1 95.0 0.854  

CE-Net 21.1 93.6 0.291  

Fcn32s 97.3 58.9 0.686  

HPA 

Attention U-Net 93.4 98.7 0.950  

U-Net 90.8 98.2 0.927  

CE-Net 26.8 97.8 0.410  

Fcn32s 96.1 69.5 0.770  

Bacteria 

Attention U-Net 96.4 97.1 0.964  

U-Net 92.8 97.9 0.946  

CE-Net 25.7 95.2 0.379  

Fcn32s 99.6 69.3 0.781  

 

Table 3. The average value of specific experimental data on each data sets 

model Average Precision / % Average Recall / % Average F1value 

Attention U-Net 94.4 97.2 0.950  
U-Net 89.2 97.0 0.910 

CE-Net 23.0 94.9 0.347  

Fcn32s 97.7 65.9 0.746 

5. CONCLUSION 

In the detection of microscopic substances in living bodies, the use of deep learning methods to replace manual 

judgment has many advantages such as low cost, wide application range, high accuracy, and high efficiency. 

This paper uses deep learning technology to propose a detection method for microscopic substances based on 

human-computer interaction, and finds similar substances by matching the image feature layer. The 

conclusions are as follows: 

1) Using the image depth feature layer for target detection, the proposed method does not require the label 

training set of specific substances, which greatly reduces the cost of deep learning work; it does not require 

training for specific targets in advance, and can be widely used in All kinds of substances or cells can still show 

good results for the observation of unknown substances; 

2) In the experiment, the method proposed in this paper uses Attention U-Net as the feature extraction 

network (when the threshold is 0.5), the average precious on the dataset can reach 94.4%, the average recall 

can reach 97.2%, and the F1 value can reach 97.2%. 0.950, which can well meet the detection needs of life 

process changes in microscopic substances such as substances or cells in life science research. 

In future work, we will study how to observe the motion or dynamic changes of microscopic molecules in 

real time throughout life activities to obtain more effective information. 
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ABSTRACT 

New, DAB public warning system is to be introduced in Norway, but firstly, it needs testing. The ‘Selje school case’ has a 
goal to evaluate this technology, with help of user involvement method applied to students in a small rural community of 
Western Norway. Results show the importance of such testing, both in terms of building emergency awareness and 
preparedness in the society, and for improvement of the system. This case is a part of a national research and innovation 
project supported by the Research Council of Norway. 
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1. INTRODUCTION 

The main task of public warning technologies is to inform people about danger, make evacuation easier, and 
guide them to a safer place (Bean and Botterell, 2019; Toyoda and Kanegae, 2014). An increasing number of 
new technologies is being developed, having the potential to improve existing warning systems. One of them 
is an innovative, DAB-based system developed by a Norwegian company called Paneda, together with its 
partner-companies of regional and national range. Digital Audio Broadcasting (DAB) is designed for delivery 
of high-quality digital audio programs and data services for mobile, portable and fixed reception from terrestrial 
transmitters in the Very High Frequency (VHF) frequency bands (WorldDAB, n.d.). And furthermore, using 
DAB makes it possible to ‘take over’ audio equipment, interrupt other broadcasting, and send a message or 
trigger specialised equipment (visual, sound, text, etc.) that will warn people about a threat (e.g., natural 
disasters or terror attack). However, this new technology needs structured user testing and evaluation before it 
will be introduced to a broader market. That is why a research project called Public Warning System (PWS) 
has been introduced, in order to test this new system’s ability to inform different societal groups about 
dangerous events. Western Norway Research Institute has the responsibility of conducting tests and evaluation 
that will assure the usability of the new technology (Vestlandsforsking, 2020). 

This paper’s main goal is to present the results of applying a user involvement method to test and evaluate 
the new warning system, in the first case of the project, being a rural school premises in Selje, Western Norway. 
The questions to be answered are: 1. Is the proposed testing method suitable for assessing technology 
development involving a local user group of young pupils? 2. Which parts of this new technology need 
improvement? 

2. BODY OF PAPER 

2.1 PWS Project 

“Public Warning System” (PWS) is a three-year national-range project supported by the Research Council of 
Norway, introducing and testing DAB-based warning technology for different societal groups and events 
(Urbaniak-Brekke et al., 2021). The need for new warning technology has been clearly demonstrated through 
many acts of terrorism, extreme weather, and environmental disasters. The European Union sets requirements 
for population alerts shared by Norway due to the EEA Agreement (European Union, 2018). According to 

International Conferences ICT, Society, and Human Beings 2022; 
Web Based Communities and Social Media 2022; 

and e-Health 2022

239



them, “by June 2022, the European Electronic Communications Code (EECC) Article 110 requires all EU 
countries to operate a public warning system that can send geo-targeted emergency alerts to all mobile phone 
users located in the affected area during a natural or man-made disaster” (“Get ready for European regulations 
on public warning EECC Article 110,” 2022). Existing systems, based mainly on alarm sirens and SMS 
warning, have several problems: the mobile network is often out of service or overloaded when it is needed the 
most, e.g. during extreme weather with power outages or large crowds. Another problem is how to reach people 
who do not listen to the radio, do not have their mobile phone with them or do not use it at all. In addition, 
there is a significant problem with distance/time-factor before the emergency services arrive, and how to 
evacuate large crowds immediately. The PWS project addresses these needs and develops and tests a new 
public warning system.  

2.2 Selje Case 

The test was carried out in June 2021 in Selje, a typical, rural environment in Norway. Its goal was the 
evaluation of the proposed DAB-warning system by school pupils. This exercise was conducted at the premises 
of Selje school, gathering pupils from the 1st to 10th grade in the Norwegian school system (age 6 to 15). The 
idea was to test the warning system at the school, using DAB signal to turn on specific equipment giving light, 
sound and picture/text effects in order to warn about an emergency (gas leakage) and support an evacuation 
action. The details about the idea and conduction of the test were described in an earlier paper  
(Urbaniak-Brekke et al., 2021). 

2.3 Method 

In this research project, we use an action research approach, where researchers are participants in the 
development and their conclusions are grounded in this action research (Greenwood and Levin, 2007). Case 
study research is a key element as "the study of the particularity and complexity of a single case, coming to 
understand its activity within important circumstances" (Stake, 1995, p. xi). Our first study is a single case 
where we look into a specific local community. According to Yin (1981, pp. 98–99) the strength of the case 
study is that it both covers a contemporary phenomenon and its context. Our findings are from a single case, 
but we claim that these findings also can be a "force of example" (Flyvbjerg, 2006) for other communities of 
the same nature (rural, school environments) facing similar challenges related to emergencies and population 
evacuation. These preliminary results will be further developed with new similar tests medio 2022. 

2.3.1 User Involvement 

User involvement methods are well-known in research and evaluation, and quite often applied (Beresford, 
2002; Kushniruk and Nøhr, 2016; Thornicroft and Tansella, 2005). Both the advantages and disadvantages of 
this kind of evaluation methodology have been discussed broadly. However, counter views have so far tended 
either to be focused on perceived deficiencies in the methods and methodologies employed or not been clearly 
or publicly articulated (Beresford, 2002, p. 95). Nevertheless, user involvement has a significant potential 
impact on the system’s success (Amoako-Gyampah and White, 1993). An essential element of the user 
involvement method is that the public (e.g. customers or patients) are not only participating in the research but 
that this research is done ‘with’ dem. This means that the users play a role in decision making during the 
research, and that their input influences the outcomes to a large extent (Auckland, 2010). This in turn 
contributes to the results being more suitable for the public and has a positive influence on their satisfaction 
from the offered services (Amoako-Gyampah and White, 1993).   

2.3.2 Questionnaire 

After completing the evacuation pilot at Selje school, students of the 9th grade distributed a questionnaire 
among their colleagues from 1st to 10th grade who participated in the test. The age of the pupils varies from 6 
to 15 putting them on a different level of IT-skills and understanding of emergency situations. Selje school 
have students from different backgrounds, mostly Norwegians, but also children of work immigrants from 
Eastern Europe and refugees from the Middle East. The variety of the respondents’ age, skills and background 
gave the test the opportunity to analyses trends that can occur in similar environments. The 9th grade students 
from Selje school were responsible for the local test implementation before, during and after the evacuation 
exercise. Firstly, supported by Paneda, they prepared and tested the functioning of the necessary equipment, 
then helped placing it in strategic points in and around the school premises, making the evacuation possible. 
Finally, they launched the evacuation exercise and, after colleagues had arrived at ‘a safe place’, distributed 
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the survey among them. The questionnaire is built on 14 questions, and in 9 of them a simplified Likert scale 
with only 3 points (good, medium, bad) is used, in order to make it easy to understand for children. There is 
however a comment field left for each question, making it possible to leave a comment or suggestion for 
changes. Those questions concern the quality of placement and functioning of the equipment used for warning 
(e.g. screens, loudspeakers, lights). The other 5 questions focus on the general experience and ideas for 
improvement giving the respondents an open comment field. Community involvement plays a significant role 
in the real evacuation events (Ridzuan et al., 2017), and that is why engaging students and teachers in rehearsing 
an emergency scenario is very important.  

2.4 Results 

The case included two days of testing. On the first day, June 14, a technical test of equipment was carried out. 
It took place after the equipment was installed in various places in the school building, but before the user 
testing began. All elements of the equipment (i.e., 4 screens showing pictures and text, computer speakers, and 
a siren) were tested individually to check if they worked as planned. It must be emphasized that this was only 
one of the first tests of this technology with user involvement, and the number of warning elements (screens, 
typhoons, speakers) was not adapted to the size of the building. This caused e.g. that those who entered the 
main entrance of the school did not have the opportunity to see a screen, but only heard the alarm and 
information through typhoons. Also, there was no signal light tested, which normally is a part of the equipment, 
and will be implemented in the next test planned for this and next year.  

The evacuation exercise was carried out in leisure time between classes. School employees were informed 
in advance, and it was considered that Selje school has students who do not speak Norwegian. Therefore, the 
communication through speakers and the text on the screens was prepared in three languages: Norwegian, 
English and Arabic. The information was also given in advance that a siren on the sports field would be used, 
so that the sound from it wouldn’t frighten the youngest children unnecessarily. 

Below (table 1) we present the evaluation results where the listed questions were asked to those who 
participated (were evacuated). We collected a total of 56 responses. From grades 1st, 2nd and 3rd we only 
received one scheme per class, since it was difficult for the youngest students to go through it alone. For the 
older children (4th, 8th and 10th grade) we collected one form per student. Grades 5, 6 and 7 were not at school 
that day. The number of responses also includes 4 forms filled out by students from 9th grade who joined an 
evacuated group and conducted a participatory observation, and 10 representatives of school staff who were 
invited to participate in the exercise. Numbers mean the number of answers to the various questions. 

Table 1. User experience of the PWS technology at Selje school 

The equipment Good Medium Bad 

Screens    

Could you read the text? 36 8 8 

Did you see the picture? 35 9 4 

Did you hear the audio message? 16 13 23 

Did you see the arrow? 10 7 28 

Did the screen information help you in the right direction? 14 20 15 

Sound    

Did you hear the alarm and message? 16 14 23 

Did the alarm and message make you go straight to the meeting place? 24 13 15 

All components    

Did you see from one screen to the next? 5 20 14 

Did you find the meeting place? 40 4 3 

Question Comment / idea / presentation 

Did you discuss the situation with others during the evacuation? Most say 'yes' 

Did you go as a group or separately? Most went as a group 

Do you have other ideas that can make this better or provide more information? 
too low sound; another arrow on the screens; 
several screens; message twice in the same 
language 

 

How long did it take for you from the time the alarm went off until you were at 
the meeting place? 

0,5 – 4 min 

Other input? 

the sound is not clear with a hearing aid; the 
skull received the attention of the youngest; a 
lot of text;  difficult to read for the youngest 
students and ‘when you hurry past; wind ‘took’ 
the sound 
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3. CONCLUSION 

It is important to predict and avoid dangerous situations, so that there is as little need as possible for the 
evacuation. As Rød et al argues, the municipalities should use the historical natural damage data combined 
with an analysis of robustness in order to try to predict where and when the threats can occur (Rød et al., 2019). 
However, emergencies occur, especially when it comes to natural disasters in some areas (e.g. the risk of 
avalanches and tsunami waves in parts of Norway), and the warning will then have an essential role in 
evacuating and securing life of citizens. The national warning system in Norway today, based mainly on alarm 
sirens and mobile phone networks, should be supported by the innovative DAB equipment, making it more 
robust and resilient to potential threats setting human health and life in danger. That is in line with the EU 
Directive mentioned above (EECC) effective from December 2020, which requires that all domestic and  
in-vehicle DAB+ receivers in Europe must include DAB+ (WorldDAB, n.d.).  

The questions we wish to discuss are, as mentioned in the introduction: 1. Is the proposed testing method 
suitable for assessing technology development involving a local user group of young pupils? 2. Which parts of 
this new technology need improvement? 

The first question addresses the user involvement method applied in the evaluation process in the Selje 
case. It has many obvious advantages, as we know that the ultimate success of a technology means that it is 
understood and applied by the users (Amoako-Gyampah and White, 1993). Especially in the case of public 
warning systems, it is essential that the technology is adapted to the needs and perception of the potential 
evacuees, so that when a threat occurs, they react correctly. This is why structured testing of a technology  
(a pilot) should be performed in the situation that the solution is made for, but on a smaller scale (Eide and 
Ljunggren, 2018). In the case presented in this paper, the school in Selje represented a part of the infrastructure, 
which could also be any other venue both private and public. As Eide and Ljunggren further emphasize, it is 
important that the test involves potential or real customers, in this case residents of a community, that may in 
the future be exposed to a hazardous situation. The aim of such a pilot is receiving constructive feedback from 
users and others involved to try out the design, identify the need for redesign (improvement) or to consider 
stopping of further process (Eide and Ljunggren, 2018). It is however important to not be uncritical of the 
method and not base all the evaluation only on it (Beresford, 2002). The role of ‘Selje case’ was to take a first 
step in introducing an innovative technology to a broader public, asking them to evaluate it, and this task has 
been accomplished.  

Despite the positive evaluation of the system as a whole, it turns out that for the youngest pupils, pictures 
are most important since not all of them can read. At the same time, graphics and symbols are important for all 
evacuees, because in a stressful situation people tend not to stand in front of a screen to read carefully, but 
preferably just move towards a safe place, only noticing simple icons or signs. The text must therefore be short, 
informative, supplied with commonly known graphics, and delivered in the languages the evacuated 
community is familiar with. What is more, the sound turns out to be more important than pictures and text, and 
it is therefore essential that the alarm can be heard well by everyone throughout the evacuated area (regardless 
of e.g. weather conditions, wind, etc.), and that the messages coming from speakers are short and in several 
languages. Interestingly, it turns out to be important that information is repeated twice in the same language. 
This confirms the findings from a previous test in Flåm, where audio messages also proved to be more 
important than text on the screens and text messages (Paneda, 2019).  

The final conclusion is that planning, implementation, and evaluation of the ‘Selje case’ provided a lot of 
valuable data that forms the basis for the development of the technology, and future tests of warning systems. 
Schools seem to be a relevant arena for testing public alerts, as evacuation exercises can be disseminated to 
large parts of society that are often linked to schools, and residents build awareness around the possible need 
for evacuation early in life. 

Furthermore, the success of this study has an actual impact on the progress of the introduction of the 
technology. In March 2022 a workshop was organised, gathering national and regional authorities, telecom 
providers, and other legislators and actors. During that meeting, the method was presented, and new field tests 
in the rural area of Western Norway were approved; in the largest shopping mall in the region, in a large factory 
and in an elderly care facility as well as another local school. Those coming tests will follow the presented 
method and will be adjusted according to the lessons learned. 
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ABSTRACT 

This short paper offers a preliminary inquiry into the impacts of driving automation on personal autonomy. Personal 

autonomy is a key ethical value in western culture, and one that buttresses fundamental components of the moral life such 

as the exercise of responsible behaviour and the full enjoyment of human dignity. Driving automation simultaneously 

enhances and constrains it in significant ways. Hence, its moral profile with reference to the value of personal autonomy 

is uncertain. Ethical analysis shows that such uncertainty is due not just to the complexity of the technology, but also to 

the multifaceted normative profile of personal autonomy, which offers reasons to support both conditional and full 

driving automation. The paper sheds light on this duplicity, underlines the challenges this poses to the ethics of driving 

automation, and advocates for further research aimed at providing practitioners with more fine-grained guidelines on such 

a delicate issue.  

KEYWORDS 

Connected and Automated Vehicles, Automation, Personal Autonomy, Engineering Ethics, Ethics of Technology 

1. INTRODUCTION 

The aim of this short paper is to shed light on how the ethical value of personal autonomy is impacted by 

driving automation. Its results, although preliminary, will hopefully contribute to raising awareness on the 

design and policy challenges that must be faced to effectively align future Connected and Automated 

Vehicles (CAVs) to such an important principle. 

The quixotic relationship between personal autonomy and technological automation lies at the heart of 

several ethical quandaries across various AI-based applications (Laitinen & Sahlgren, 2021) such as, e.g., 

Autonomous Weapon Systems (Sharkey, 2019) and Recommender Systems (Varshney, 2020). Driving 

automation makes no exception (Chiodo, 2022). In this context, threats to and opportunities for personal 

autonomy are so numerous and deeply entangled with each other that much philosophical work is needed to 

clarify how personal autonomy is to be effectively pursued. The importance of such clarification should not 

be underestimated. Critically examining how widespread conceptions of personal autonomy apply to the case 

of CAVs is key to realise relevant ethical opportunities and risks. Effective design choices and policy 

decisions importantly depend on it. 

The paper is structured as follows. Section 2 discusses how the ethical value of personal autonomy has 

been brought to bear on driving automation. Section 3 analyses the definition of personal autonomy proposed 

in the European report Ethics of Connected and Automated Vehicles (Horizon, 2020) and draws attention to 

its composite nature. Applied to the field of driving automation, personal autonomy is accordingly specified 

as self-determination of driving tasks and freedom to pursue a good life through mobility. As Section 3 

shows, however, these two specifications turn out to support different driving automation models – 

respectively: conditional and full automation – thus leaving doubts on how to practically comply with the 

demands of personal autonomy. Based on these results, Section 4 claims that the principle of personal 

autonomy requires further ethical elucidation in order to inspire unambiguous design and policy choices. 
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2. PERSONAL AUTONOMY AND DRIVING AUTOMATION 

The importance of aligning the design, deployment, and use of CAVs to ethical expectations concerning 

personal autonomy could hardly be belittled. Even though its philosophical status is controversial (Magnani, 

2020), personal autonomy enjoys widespread sociopolitical recognition as a key ethical value. In essence, it 

characterises human beings as self-determining entities who, therefore, deserve respect and protection 

(Christman, 2020). As such, it buttresses fundamental components of the moral life such as the exercise of 

responsible behaviour and the full enjoyment of human dignity. Given its relevance, personal autonomy 

evidently qualifies as a value to be pursued through technological innovation as well. 

The European approach to the ethics of driving automation confirms the latter statement. In 2020, an 

interdisciplinary group of fourteen experts appointed by the European Commission authored the report Ethics 

of Connected and Automated Vehicles. Recommendations on Road Safety, Privacy, Fairness, Explainability 

and Responsibility (Horizon, 2020). The document establishes an ethical framework for CAVs and offers 

concrete recommendations aimed at guiding stakeholders in the effort of aligning driving automation to 

relevant ethical values. In close connection with the European approach to trustworthy Artificial Intelligence 

(AIHLEG 2019), the report starts by identifying and describing the basic normative cornerstones of the 

framework. Acknowledging its relevance, the authors indicate personal autonomy as one of the eight 

overarching ethical principles for driving automation along with non-maleficence, beneficence, dignity, 

responsibility, justice, solidarity, and inclusive deliberation (Santoni De Sio, 2021).  

According to the report, the principle of personal autonomy states that human beings are to be conceived 

as “free moral agents” (Horizon, 2020, p. 22) whose right to self-determination ought to be respected. In 

relation to autonomous driving, personal autonomy demands that CAVs are designed so to “protect and 

promote human beings’ capacity to decide about their movements and, more generally, to set their own 

standards and ends for accommodating a variety of conceptions of a ‘good life’” (Horizon, 2020, p. 22). As 

such, autonomy plays a crucial role in several recommendations, ranging from the protection of privacy 

rights and the promotion of user choice to reducing opacity and enhancing explainability. 

From an ethical point of view, the insistence on protecting and promoting personal autonomy in the 

context of driving automation seems appropriate. Bypassing individual decision-making through technical 

means risks leading to situations where personal decisions are taken by actors (e.g., designers, engineers, 

manufacturers, policy-makers) who, however, have no right nor particular competence to do so. This state of 

affair is evidently incompatible with the individual right to self-determination on personal matters and should 

be carefully avoided when designing or deploying CAVs.  

The protection of autonomy in driving automation is also critical to support other important moral values. 

Considering human beings as free moral agents by principle means, at the same time, considering them 

responsible agents as well, to the extent that they can exercise such freedom. This is a necessary 

presupposition to establishing who is responsible, and why, when harmful consequences follow from the use 

of CAVs (Nyholm, 2018).  

The value of personal autonomy, then, is vital to the ethics of driving automation for many reasons. On 

the one hand, CAVs designed and deployed in ways that promote personal autonomy will meet demands 

grounded on the protection of human dignity, thus supporting social acceptance and trust. On the other hand, 

upholding personal autonomy is key to distributing responsibility in a clear and fair way while, at the same 

time, encouraging responsible behaviour. But how is personal autonomy to be pursued on a practical level? 

3. ONE DEFINITION, TWO COMPONENTS 

Whilst the ethical relevance of personal autonomy to driving automation is evident, it is difficult to specify 

how the principle is to be endorsed on a more tangible level. Driving automation, after all, consists in the 

delegation of driving tasks from human agents to digital systems. Arguably, constraints to personal autonomy 

are only to be expected. What needs to be further clarified, then, is how to automate driving functions 

without impacting too negatively on personal autonomy. This raises thorny practical questions. What aspects 

of human autonomy are relevant to driving automation? Which of them should be prioritised? What model of 

driving automation should be promoted through design and policy decisions? What guidelines should be 

offered to practitioners in this sense? 
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In order to answer these queries, a more fine-grained understanding is required of how personal autonomy 

is impacted by driving automation. In other words, it is necessary to identify which aspects of CAV users’ 

experience qualify as expressions of their personal autonomy. These aspects, in turn, would serve as tangible 

constraints to driving automation: CAVs should be developed in ways that allow for their exercise. In sum, 

specifying how personal autonomy in driving automation actually looks like is a necessary step towards 

providing effective guidelines to stakeholders. 

The definition of personal autonomy provided in the European report represents a good starting point to 

figure out more precisely what is at stake in this context. At a closer look, the definition exhibits two main 

components. They can be specified as (a) autonomy as self-determination of driving decisions; and  

(b) autonomy as freedom to pursue a good life through mobility. 

(a) concerns the exercise of individual control over decisions that pertain to driving behaviour – i.e., to 

the ways in which the vehicle reaches its destination from its starting point. In the European report, this 

component is referred to when authors recommend to design, deploy, and use CAVs so to “protect and 

promote human beings’ capacity to decide about their movements” (Horizon 2020, 22). In this sense, 

respecting CAV users’ autonomy would mean to let them exercise some sort of control on the system 

operations that impact on their personal sphere. 

(b), on the contrary, exhibits a wider scope. It refers to the freedom of pursuing happiness and to mobility 

as an important enabler of what makes life worth living. As stated in the European report, upholding personal 

autonomy also means to “protect and promote human beings’ capacity to (…) set their own standards and 

ends for accommodating a variety of conceptions of a ‘good life’” (Horizon, 2020, p. 22). In this sense, 

aligning driving automation to the principle of personal autonomy would mean to envision CAVs as means to 

support the individual pursuit of personal flourishing and well-being. 

In what follows, the ethical challenges related to complying with these two forms of personal autonomy 

are outlined. It is shown that complying with (a) would pose significant obstacles to compliance with (b), and 

vice versa. The paradoxical outcomes of the analysis suggest that further ethical research is needed to 

understand how personal autonomy can be pursued consistently in the context of driving automation. 

4. A CONFLICT OF AUTONOMIES 

Let us start by considering how personal autonomy as in (a) could be promoted through driving automation. 

In this sense, human autonomy partakes in driving automation mostly as a threatened individual value that 

requires to be adequately safeguarded. Particular care is required since the exercise of personal autonomy is 

variously constrained by driving automation (Xu, 2021). The experience of driving is a complex one, 

composed by a myriad of decisions, some of which are personal decisions or might have a considerable 

impact on the moral sphere. The delegation of such decisions to automated systems poses the risk of 

bypassing human judgment in ethically problematic ways. 

Threats to the exercise of personal autonomy might variously arise in the context of driving automation. 

At low levels of automation, a speed control system that could not be overridden by human intervention even 

in case of emergency might be considered as problematic with reference to personal autonomy 

(Schoonmaker, 2016). At the opposite extreme, suppose that full autonomous vehicles will be able to 

distribute harm during unavoidable collisions according to given ethical values. In this case, it might be 

problematic in terms of personal autonomy if said values were set not by passengers themselves, but rather 

by other stakeholders (Millar, 2016; Contissa et al., 2017; Millar, 2017). Considering less futuristic scenarios 

involving high levels of automation, automated features concerning ethical driving behaviour – e.g., 

regarding the safety distance to be accorded to vulnerable road users or traffic etiquette at pedestrian 

crossings – might qualify as constrains to the exercise of personal autonomy. Finally, relying on CAVs would 

restrict the possibility of taking timely decisions concerning routes, which could variously impact the 

execution of self-determined intentions – e.g., staying away from given roads to protect one’s privacy 

(Boeglin, 2015). 

In light of the above, it seems reasonable to conclude that the rush towards full automation should not 

hinder limited forms of human control over driving tasks, at least when this would serve the legitimate 

expression of personal autonomy. As suggested, for instance, by the Meaningful Human Control approach 

(Santoni de Sio & van den Hoven, 2018), if some driving decisions are for users to make, then CAVs should 
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allow for their personal autonomy to be expressed. Arguably, in a context of full automation this could only 

be accomplished indirectly, e.g., through the setting of user preferences. It is at least uncertain, however, 

whether this form of indirect control over system operations would satisfy the demands of the principle of 

personal autonomy. More likely, (a) seems to encourage the development of automated features that leave 

enough space for the exercise of user autonomy – as happens in conditional automation, where control over 

driving tasks is shared with the system rather than fully delegated to it. 

The claim according to which personal autonomy would be better served by conditional automation is 

controversial, however, if the value is intended as in (b). Driving automation can indeed have beneficial 

impacts on human autonomy as the freedom to pursue a good life. At least two opportunities stand out: 

inclusive transportation and the reappropriation of travel time. Both importantly enable the possibility to 

fulfil personal needs and desires, thus increasing well-being.  

On the one hand, CAVs could massively improve the autonomy of social categories that are currently 

excluded from manual driving because of physical and cognitive impairments. Independent access to 

transportation is critical for pursuing personal well-being and leading a satisfying social life. Since driving 

tasks would be automated, physical and cognitive impairments would no longer constitute an insurmountable 

barrier to the autonomous use of road vehicles (Lim & Taeihagh, 2018). On the other hand, driving 

automation could support the self-determined pursuit of a good life by allowing users to reclaim travel time. 

Freed from the burden of driving themselves, CAV users would be able to employ travel time as they prefer. 

In addition, autonomous decision-making on matters that importantly impact on individual well-being would 

also be supported. For instance, decisions about where to live would be less constrained by work locations 

and other circumstantial factors.  

In both of the above cases, personal autonomy benefits entirely depend on full automation. As a matter of 

fact, individuals excluded from manual driving would be poor candidates for shared control as well (Goggin, 

2019). Similarly, full delegation is necessary for CAV users to freely engage in other, more satisfying 

activities. In order to support autonomy as freedom to pursue one’s own conception of a good life, then, 

human intervention and supervision should be increasingly automated away. 

The contrast between a) and b) is evident. Supporting both partial and full automation, compliance with 

the ethical principle of personal autonomy steers in directions that are difficult to harmonise. Analogously, it 

is hard to realise how protecting the exercise of user self-determination over driving decisions can go hand in 

hand with protecting the right to a self-determined good life pursued through mobility. This ambiguity, that 

stems from the complexity of the notion of autonomy and competing expectations about driving automation, 

represents a barrier towards designing CAVs that protect and promote personal autonomy. Uncertainty on 

this matter leaves engineers with the puzzling task of figuring out in what sense personal autonomy can be a 

value to embed in driving automation, or how to do so. 

5. CONCLUSION 

When human autonomy meets driving automation, two of its essential components come into conflict. Fully 

delegating driving to CAVs would limit (or entirely bypass) personal autonomy as the self-determination of 

driving decisions, so that conditional automation appears to be the most promising option. However, 

autonomy as the pursuit of self-determined life preferences, interests, goals, and values is best supported by 

full automation. 

The tension that obtains poses a most delicate issue to the ethics of driving automation. Aligning future 

CAVs to ethical expectations in terms of personal autonomy is an important task. Infringements in this sense 

are likely to generate distrust and public backlash. However, the paradoxical nature of the issue makes it 

complicated to move from abstract endorsements to more practical design and policy recommendations. 

Future philosophical research must tackle this obscurity and provide less ambiguous accounts of personal 

autonomy in the context of driving automation. Meanwhile, ambiguity must be assumed as a given. Learning 

how to deal with it is then of utmost importance. The most urgent task on a design and policy level, then, 

likely consists in promoting reflection on possible threats to personal autonomy – however ill-defined the 

concept might be – and assessing solutions aimed at minimising potential harm. Such preliminary, applied 

ethics work might in turn offer precious help to further refine the notion of personal autonomy as it applies to 

driving automation (Fossa et al., 2022). 
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To conclude, shedding light on what it means for driving automation to comply with the value of personal 

autonomy reveals a series of complicated issues that calls for further analysis. As a first step in this direction, 

the present paper has offered a preliminary contribution to the identification of such challenges and their 

origin. By doing this, it has set the stage for future research aimed at better defining the conceptual profile of 

personal autonomy as it concerns the ethics of driving automation. 
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ABSTRACT 

Preventing and reducing food waste in food supply chains will contribute to the United Nation’s sustainable development 

goals on responsible consumption and production. Digital technologies, such as the Internet of Things (IoT) sensors, have 

seen several successful applications but have not yet been widely applied in food supply chains to help reduce food 

waste. However, food companies are still unsure about using IoT-based sensors and reluctant to adopt them for the 

purpose of food waste prevention. To address this problem, this study aims to examine the determinants of the intention 

to adopt IoT-based sensors for preventing food waste by the UK food companies. To achieve this aim, this research 

develops a comprehensive Ability-Trust-Opportunity-Motivation (ATOM) model that extends and contextualizes the 

original Motivation-Opportunity-Ability (MOA) model in the context of using IoT sensors in food supply chain 

companies for preventing food waste. The proposed ATOM model will be used to examine if and to what extent ability, 

trust opportunity, and motivation influence the managers’ behavioral intention and actual behavior of using IoT sensors. 

The ATOM model will be tested using data collected from a questionnaire survey to be carried out with senior managers 

in the UK food sector. The final outcomes of this study will make valuable contributions to the theoretical development 

and practical understanding of the influence of ability, trust opportunity and motivation on IoT sensor adoption for 

preventing food waste.  

KEYWORDS 

Food Waste Prevention, Food Supply Chain, Internet of Things (IoT), IoT Sensors, MOA Model, Food Sustainability 

1. INTRODUCTION 

The effects of emerging Information and Communication Technologies (ICT), such as Big Data and Internet 

of Things (IoT), on business community and society as well as the interaction between ICT and human 

beings have attracted growing attention from ICT researchers and practitioners. IoT has been hailed as one of 

the most notable disruptive technologies of this century (Koohang et al., 2022; Nord et al., 2019) and we 

have recently witnessed the proliferation and impact of IoT-enabled devices. From 2012–2018, the use of IoT 

devices grew from 8.7 billion to 50.1 billion even though adoptions in homes and retail areas were still 

relatively sparse (Koohang et al., 2022). IoT describes the network of physical objects that contain embedded 

technology to communicate and sense or interact with their internal states or the external environment 

(https://www.gartner.com/en/information-technology/glossary/internet-of-things). The IoT-enabled devices 

and sensors have provided many new opportunities for organizations to revolutionize how they can connect, 

collect, analyze, and utilize data for transforming their business operations and processes towards achieving 

sustainable development goals. However, although IoT can create invaluable data in every industry, it faces 

many challenges (Nord et al., 2019). For example, the full benefits and effects of IoT sensors in food sector 

are still not fully explored. Food loss and waste are among the main contributors to global food security 

(Aamer et al., 2021) and 14% of world food production is lost before reaching retailers (FAO, 2020), but the 

uptake of IoT-enabled sensors for the purpose of preventing food wastes in food supply chains are still low 

and there is a lack of understanding on the determinants of food managers’ intention and use of IoT sensors 
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for food waste prevention. To address this knowledge gap, this research proposes a research question “what 

are the determinants of IoT sensors adoption for preventing food waste in food supply chains?” 

Reducing food waste is of highest priority for EU as it can contribute to improving resource efficiency 

and food security at a global level. In its strategic policy documents, European Commission has confirmed 

ambitious targets for the EU to halve food waste by 2030 by focusing on all stages in the supply chain. The 

research reported in this paper builds on the work carried out by the REAMIT project consortium. REAMIT 

is a transnational European Territorial Cooperation project funded by Interreg North-West Europe (NWE) 

Programme 2014-2020. Though technologies exist to reduce food waste, their applications and impact are 

still limited. The REAMIT project aims to adapt and apply existing innovative big data and IoT technologies 

to food supply chains in NWE to reduce food waste and improve resource efficiency.  

2. LITERATURE REVIEW 

While IoT can have positive impact on reducing food waste, there are significant challenges. To avoid loss of 

food quality IoT sensors are being utilised to monitor and control environmental conditions in the  

post-harvest supply chain (Zhang et al., 2017); IoT has gained interest in intelligent packaging of food to 

track chemical changes, temperature etc. (Sohail et al., 2018)  to provide traceability and tracking during FSC 

(Fuertes et al., 2016; Ghoshal, 2018); several applications of IoT for tracking and tracing are used during 

transportation of fresh food (Tsang et al., 2018), and some studies have looked at the IoT applications in 

fresh food and cold storage maintenance and control, to retain food quality (Onwude et al., 2020). Often FSC 

companies are mainly driven by inadequate information necessary to make decisions at the right time. They 

also often struggle with no or less information  on inadequate packaging, lack of monitoring and temperature 

control during transportation, distribution and in storage facilities (Ben-Daya et al., 2019; Mogale et al., 

2020). Lack of sufficient information to trace food quality is a significant challenge faced by FSC companies 

– this is either due to not having data or the right type of data with information to make appropriate decisions 

to reduce food waste (Cattaneo et al., 2021; Tsang et al., 2018). Among many challenges that the massive 

increase in IoT device use bring, Nord et al. (2019) identify privacy, security, and trust as three pervasive 

challenges. User awareness of IoT threats is evolving  (Koohang et al., 2022; Nord et al., 2019), but there is 

no investigation if this concern is also prevalent in the IoT sensors adoption for food waste prevention. While 

some studies in the literature have demonstrated benefits of adopting IoT to reduce food waste in FSC, there 

is unfortunately, a lack of studies on understanding the key drivers for FSC company decision makers to 

adopt IoT device that provides real-time actionable information to prevent food waste.  

The term food waste prevention is used in this research because feedback from our pilot case study FSC 

companies’ suggest that the term “food waste reduction” may imply that the FSC companies have wasted 

food and need to reduce the waste. Instead, FSC companies prefer the word “prevention”. EU also uses the 

term “Food loss and waste prevention” (https://ec.europa.eu/food/horizontal-topics/farm-fork-strategy/food-

loss-and-waste-prevention_en). 

3. RESEARCH MODEL 

Over the last few decades, various theories and models have been developed and improved to explain and 

predict the acceptance and use of the new technologies (Cao et al., 2021). Among them is the  

Motivation-Opportunity-Ability (MOA) framework, which was first proposed by MacInnis and Jaworski 

(1989) in the context of information processing. The MOA model has been applied by scholars to explain 

various types of behaviour, such as: e-commerce adoption (Teh & Ahmed, 2011), green food consumption 

(Dong et al., 2022), energy-saving behaviours (Li et al., 2019), consumer behavior in reducing food waste 

every day (van Geffen et al., 2020). Based on the literature review of the relevant factors and inspired by the 

MOT framework, this study proposes a research model that extends MOA with an important additional 

dimension of trust. The operationalization of the MOA model is perceived to be difficult by Maclnnis et al. 

(1991) due to the different conceptualizations of the constructs. The findings from the literature  (e.g. Arfi  

et al., 2021; Jayashankar et al., 2018; Nord et al., 2019) and empirical evidence from pilot studies in our 

ongoing projects suggest that trust and data protection can act as a significant barrier to the IoT adoption due 
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to the intrusive nature of the IoT devices. For example, one of the pilot companies withdrew its participation 

to the project due to the drivers’ reluctancy to installing and facilitating the use the IoT sensors in their truck. 

They are seriously concerned about the close monitoring of their movement using the IoT device in their 

trucks. Therefore, this research extends the MOA framework by including trust to reflect the nature of IoT 

adoption in food supply chain companies. Figure 1 shows the proposed research model ATOM. 

Ability – In the context of IoT adoption, ability refers to the skills and knowledge in using IoT sensors for 

preventing food waste. It includes action skills and Knowledge of issues related to the food quality and safety 

standard and regulations. 

Trust – IoT trust is defined by Koohang et al. (2022) as the degree to which users of IoT devices trust 

that the IoT service providers that provide products and applications are trustworthy, benevolent, and skillful 

enough in protecting the users against security/privacy threats and risks. In the context of this research, trust 

refers to business managers perception on the reliability, trustworthiness and data protection of using IoT 

sensors for the purpose of food waste prevention. 

Opportunity – Opportunity refers to the extent that the company can use IoT without restrictions and the 

business environment and requirements favor the use of the technology. Opportunity related factors include 

technology compatibility, task requirements, and supply chain collaboration requirements. 

Motivation – Motivational factors refer to intrinsic and extrinsic factors motivate people to take certain 

actions. it reflects the willingness and/or desire of managers to adopt IoT sensors in this research context. 

Motivation affects behavioral intention and use behavior (MacInnis & Jaworski, 1989). It can act as a driver 

for IoT adoption. Factors related to motivation include intrinsic factors of the manager’s awareness of the 

environmental sustainability, perceived benefits (performance expectancy and cost-benefit), and extrinsic 

factor of external stakeholder pressure.  

4. WORK IN PROGRESS AND EXPECTED CONTRIBUTIONS 

This work-in-progress paper addresses an important research topic on improving the adoption of IoT sensors 

for preventing food waste. To achieve the research aim, authors have conducted extensive literature review 

on the state-of-the-art development of using emerging ICTs, especially IoT devices, for food waste 

prevention. Technology adoption theories are examined and their relevance to the context of IoT sensors 

adoption for food waste reduction are analyzed. Based on the literature review, a theoretical model has been 

proposed and reported in this paper to examine the influence of ability, trust, opportunity, motivation on IoT 

sensors adoption. An online questionnaire will be designed to collect data to test the proposed research model 

Motivation to prevent food waste 

1. Environmental sustainability 

awareness 

2. Perceived benefits of IoT 

3. External stakeholder pressure 

 

 Opportunity to use IoT 

technologies 

1. Technology compatibility 

2. Task requirements 

3. Supply chain collaboration 

requirements 

 

 

Intention to use 

IoT sensors for 

preventing food 

waste  

Use of 

IoT 

sensors 

Ability to use IoT technologies 

1. Action skills 

2. Knowledge of issues (food 

quality and safety standard and 

regulation) 

Trust in IoT technologies 

 
Figure 1. A research model for IoT sensors adoption for food waste prevention 
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and its associated hypotheses. Measurement items for the model constructs are being adapted and developed 

for data collection. The survey will target food companies in the UK. The outcome of this ongoing research 

will make the following contributions:  

 A better understanding of the state-of-the-art development and associated research challenges on the use 

of IoT sensors in preventing food waste.  

 A theoretical framework to examine if and to what extent ability, trust, opportunity, motivation influence 

the behavioral intention and actual use of IoT sensors by food companies. 

 Contextualization and extension of the original MOA model to ATOM model to reflect the IoT 

characteristics and its application context in this study and contextualization and validation of ATOM 

constructs and measures in the context of IoT sensors for preventing food waste.  

 Practical implications for improving digital technologies adoption in food supply chains.  

More importantly the results of this practice-based research will motivate all stakeholders of the food 

business to combat waste in every possible way through digital transformation.  
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ABSTRACT  

Social media encourages users’ participation that often leads to the spread of misinformation on social platforms.  

To mitigate the viral spread of misinformation, we have developed an Active-Passive (AP) framework that takes into 

consideration individuals’ social media usage preferences when developing effective communication techniques. This 

framework leverages users’ interaction tendencies and facilitates designing usage-focused interventions for combating the 

spread of misinformation. The AP framework has emerged from a review of the literature that describes users’ social media 

interactions as a continuum from active to passive, where active users express high interaction tendencies compared to 

passive users. In this paper, we present the theoretical development of the AP framework and show its relevance for 

regulating communication and nudging strategies for platform-based interventions that combat the spread of 

misinformation. 

KEYWORDS 

Fake News, Misinformation, Combat, Mitigate, Social Media Usage 

1. INTRODUCTION 

The spread of misinformation, that is, unintentional distribution of false information, has adverse effects on 

social issues, such as elections, public health, public safety, and the loss of trust in science and media 

(Lewandowsky et al. 2017). Researchers from multiple disciplines (Lazer et al, 2017) identified 3 courses of 

immediate actions that combat misinformation: 1. make the discussion bipartisan, 2. make the truth louder,  

3. introduce an interdisciplinary initiative for advancing the study of misinformation. The research findings 

and discussions in (Lazer et al, 2017) have not considered users’ social media usage as a basis for mitigating 

the negative effect of misinformation. This paper introduces the AP (Active-Passive) framework to facilitate 

usage-focused interventions that take into account users’ interaction tendencies to direct their interactions for 

combating misinformation. 

The Active-Passive (AP) framework is developed from a review of existing literature to distinguish social 

media users based on their usage preferences and interaction patterns. The framework consists of 3 types of 

social media usage: Producing (e.g., users produce new content), Participating (e.g., users share or rate content), 

and Consuming (e.g., users read content). We describe social media users’ preferences and tendencies along a 

continuum of users from active to passive: 

 Active users: social media users who produce original content, share information on social platforms, 

and maintain virtual relationships with communities and other users (Chen et al. 2014; Gerson et al. 

2017). Active users have a strong preference for interactions in all 3 types of social media usage.  

 Passive users: social media users who consume content and avoid online interactions or participation 

with content and other users (Gerson et al. 2017). Passive users have a strong preference for 

interactions towards consuming information. 

We have developed the AP framework as a basis for researchers to design usage-focused communication 

and nudging techniques for platform-based interventions that combat misinformation. Platform-based 

interventions apply nudging prompts to alert users, provide suggestions and recommendations to steer users’ 

behavior in particular directions without sacrificing their freedom of choice. For instance, Facebook uses 

ISBN: 978-989-8704-40-5 © 2022

254



prompts to alert users when users decide to share any questionable information (Smith 2017; Su 2017); Twitter 

warns users about the potential harmful information on their feed (Roth et al. 2020). In this paper, we show the 

effectiveness of the AP framework in providing structure that enables exploring usage-focused communication 

and nudging techniques to more effectively mitigate the spread of misinformation on social media. 

2. THE AP FRAMEWORK  

The Active-Passive (AP) framework is developed by identifying the dimensions of interactions for social media 

users to interact with social media content and users (Figure 1). The framework uses the interaction dimensions 

to distinguish users based on their interaction patterns and to design prompts that can direct users’ interactions 

to mitigate the spread of misinformation. We identified 5 dimensions of users’ interactions: Content Creation, 

Content Transmission, Relationship Building, Relationship Maintenance, and Content Consumption. The first 

4 dimensions of interactions were collected from (Chen et al. 2014), where Chen et al. (2014) studied the active 

users' interactions on social platforms. In addition to these 4 dimensions, we identified another dimension of 

interaction on social platforms from (Geeng et al. 2020), which is Content Consumption. 
 

 

Figure 1. The AP framework addresses users’ interaction tendencies to design usage-focused communication prompts 

When a particular user’s interactions on the platform spread across the 5 dimensions of interactions, the 

user indicates the tendency of being an active user. Interaction items that are used to create content, such as 

posting blogs, articles, photos, or videos, are in the dimension of Content Creation. Content Transmission 

includes interaction items such as sharing friends’ posts/videos that are used to spread content on the platform. 

The Interaction items used to maintain online relationships, such as commenting on posts, chatting with friends 

through the platforms, are in Relationship Maintenance. Similarly, interaction items used to build virtual 

relationships, such as creating groups, sending invitations to friends and non-friend to join groups, are in the 

Relationship Building dimension. Finally, the content consumption includes users’ interaction items associated 

with consuming content, such as scrolling, reading post/articles, and watching videos. In contrast to the active 

users, when most of the interactions of a user are involved in the dimension of Content Consumption, the user 

displays the tendency of being a passive user. The AP framework reduces the 5 interaction dimensions to 3 

social media usage patterns (Figure 1): Producing, Participating, and Consuming (Shao 2009). We identified 

that the interaction items of the Content Creation dimensions described in (Chen et al. 2014) are associated 

with Producing usage. Content Transmission, Relationship Building, and Relationship Maintenance described 

in (Chen et al. 2014) are associated with Participating usage. Consuming usage is related to the content 

consumption dimension. These 3 kinds of usage can overlap while individuals interact with different types of 

content on social platforms.   

The AP framework provides a basis for researchers to design usage-focused prompts to communicate to 

users based on individuals’ social media usage preferences. The Reader-to-Leader Framework (Preece et al. 

2009) highlighted the importance of various interface supports to increase participation, whereas the AP 

framework focuses on platform-based communication to mitigate the negative effect of misinformation. 

Siddiqui et al. (2021) introduced 3 principles of social media interactions to transform active and passive users’ 

interaction tendencies to make the truth louder. This AP framework informs researchers to address Producing 

usage to direct users’ interactions related to content creation, Participating usage to direct users’ interactions 

associated with content transmission, relationship building, and relationship maintenance. Likewise, the AP 
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framework enables researchers to focus on Consuming usage to develop communication strategies and nudging 

techniques while users are involved in consuming content. We present the implications of the AP framework 

for combating misinformation in the following section. 

3. IMPLICATIONS OF THE AP FRAMEWORK 

The AP framework shows that the usage-focused communication prompts can be applied on 3 types of social 

media usage to direct the interactions associated with the usage (Figure 2). Fake news is a consequence of the 

type of usage in the AP framework called Producing. The spread of fake news is amplified by the type of usage 

in the AP framework called Participating when the user shares fake content. Likewise, users are trapped into 

filter-bubble and echo-chamber when they are involved in the Consuming usage of the framework. In this 

section, we describe the implications of the AP framework in organizing the directions of the communication 

and nudging prompts to mitigate the negative effect of misinformation. 

 

 

Figure 2. The implication of the AP framework in developing usage-focused communication strategies 

3.1 Nudging Directions for Consuming Usages 

The prompts for the Consuming usage focus on directing users' information consumption behavior so that 

individuals develop the habit of consuming verified information and remaining less affected when exposed to 

unverified information. Insincere consuming related interactions can be harmful to the users. For instance, 

users have a tendency to follow like-minded sources (Lazer et al. 2017), but these interactions can lead users 

to remain in echo chambers and be surrounded by filter bubbles. Nudging prompts that assist users in verifying 

information, getting additional context, and different perspectives are applied in the Consuming usage to nudge 

users’ interactions in the content consumption dimension.  

Interventions for Consuming usage can nudge users to follow the communities and users of opposite views. 

Instead of merely suggesting users follow others on social media, the interventions can communicate with users 

and inform them about the necessity of getting different perspectives on the topics, and how the interventions 

can help individuals to gain that perspective. The platform-based affordances that help users to verify 

information or get additional context are applied to the Consuming usage. The information button (‘i’) and the 

‘Related Article’ section of Facebook (Smith 2017, Su 2017), are applied when users are involved in the 

interactions related to the content consumption. Twitter (Roth et al. 2020) warns users about harmful 

information when users are involved in Consuming usage. The additional resources to support users in 

verifying information are also applicable for this usage.  

The inoculation techniques (Van der Linden et al. 2017; Cook et al. 2017) that inoculate users against 

misinformation can be implemented as the interventions for Consuming usage. Similarly, presenting the 

corrections of misinformation is also associated with the interventions of Consuming usage. As the corrections 

should not directly challenge individuals’ worldviews (Lewandowsky et al. 2017) and people tend to accept 

the correction when the confirmation comes from similar ideological sources (Berinsky 2017), interventions 
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can present the statement and evidence about the corrections from the like-minded sources and active users. 

Curiosity has been applied as the basis of encouraging learners to learn (Siddiqui et al. 2022) and can be the 

basis of platform-based interventions for Consuming usage and encourage people to be curious about learning 

the corrections and opposite viewpoints. Interventions of Consuming usage must limit the exposure of 

misinformation and should not show the misinformation in the context of correcting the message as the repeated 

exposure of misinformation can be harmful to the users (Greenhill et al.  2017). 

3.2 Nudging Directions for Producing and Participating Usages 

Fake content is created and spread on social platforms when users are involved in Producing and Participating 

usage. Platforms such as Facebook and Twitter block social media accounts that misuse platforms’ Producing 

and Participating usages to spread unverified information. In general, people prefer to share accurate 

information (Pennycook et al. 2020; Fazio 2020) and interventions for Participating usage can highlight 

accurate messages to nudge the active users to contribute to the distribution of credible information. Bhuiyan 

et al. (2018) developed a browser extension, FeedReflect, that uses visual cues to indicate whether the 

information source is mainstream or non-mainstream, and nudges users towards critical thinking before 

consuming the information. While FeedReflect (Bhuiyan et al. 2018) focuses on nudging users’ information 

consumption behavior, similar kinds of approaches can be developed to direct users to distribute credible 

information and limit their interaction with unveiled information. Siddiqui et al. (2021) developed 3 design 

principles to increase users’ participation in spreading credible information and reduce users’ participation in 

unverified content. Such interaction principles are applicable to the platform’s Participating usage.  

Insincere interactions of the Participating usage can lead to the spread of misinformation – active users due 

to their interaction tendency may often use the sharing functionalities in the context of unverified information. 

Facebook alerts individuals when the users press to share any questionable content - such nudges can remind 

users to be reflective about their interactions and minimizes the insincere spread of misinformation. Creating 

peer pressure is suitable for these usages to reduce users’ tendency to post or share misinformation. As the 

communication bridges across cultures foster the production of more neutral and factual content (Lazer et al, 

2017), interventions can nudge the interactions of the active users to get involved in the bipartisan discussions, 

make comments, and share their views on behalf of their communities. Communications can be personalized 

to the passive users by simplifying the interactions for them that require limited digital footprints, such as 

sharing the correct information to a particular friend or reporting the story as fake. 

The nudging prompts for the active users can be applied in Producing or Participating usage to direct users’ 

interactions in the usage for distributing credible information and limiting the spread of unverified information. 

Likewise, prompts for the passive users can be applied in the Consuming usage and focus on inspiring passive 

users to get involved in Participating usage and share credible information with their friends. Accordingly, the 

AP framework opens possibilities and empowers platform-based interventions to design communication 

prompts personalized to users’ interaction tendencies that direct users’ interactions towards mitigating the 

negative effects of fake news on social platforms. 

4. CONCLUSION AND FUTURE WORK 

This paper addresses users’ interaction tendencies on social platforms as a basis for further research on 

mitigating the negative effect of misinformation. We present the Active-Passive framework that distinguishes 

users based on their interaction tendencies and enables designing usage-focused communication techniques 

and prompts to direct user interactions. The AP framework addresses social media users’ active-passive 

tendencies and leverages the tendencies toward making the truth louder and making the discussion bipartisan. 

The framework opens possibilities for researchers to develop and study the effect of communication and 

nudging techniques personalized to individuals’ social media usage preferences that can mitigate the negative 

effect of misinformation on social platforms. 
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ABSTRACT 

While the lockdown significantly reduced face-to-face meetings, video conferencing platforms began to be used widely to 
leverage different sectors, such as academia. In this scope, scientific events such as seminars and conferences were 
migrating to the online environment. However, online events usually do not dedicate time to group activities, decreasing 
the chances of building academic and professional partnerships and decreasing social interactions and networking 
opportunities that naturally occur in face-to-face events. This paper aims to present a series of dynamics carried out using 

Zoom and Mentimeter platforms within the scope of the “ehSemi” Conference to create interaction between people and 
encourage potential scientific networking, which happens in face-to-face conferences and is significantly lost online. 
Furthermore, the paper discusses the role of timing, and moderators, among other essential factors that boost the social 
components in the online environment. Despite, given the current pandemic situation, studying the new role of 
videoconferencing and interactions therein appears timely and interesting, limitations and ideas for future work are 
presented to improve results and provide details that were not covered in this work. 

KEYWORDS 

COVID-19, Social Interaction, Virtual Conference, Networking 

1. INTRODUCTION 

Since the lockdown caused by COVID-19 started in 2020, there has been a significant increase in using 

videoconferencing platforms as alternative solutions for holding scientific events such as seminars and 

conferences. Videoconferencing platforms such as Zoom Meetings, Cisco WebEx, Live Stream, Demio, 

Google Hangouts, Skype, and Microsoft Teams, enable innovative strategies to reorganize academic events by 
the scientific community in an online environment (Valenti et al., 2021). Among these tools, Zoom has been 

previously reported as the most used option for online events in several areas of knowledge due to its  

user-friendliness, being free of charge, and transcription functionality (Gisondi et al., 2021; Aljamaan et al., 

2022; Naroo, Morgan, Shinde, & Ewbank, 2022; Lima et al., 2020). Further features such as being a 

multifunctional platform (with solutions for meetings, webinars, marketplace, among others) also contributed 

to the emergence of a new worldwide phenomenon called “Zoombombing” (Lee, 2022; Zoom, 2022).    

Additionally, other interactive tools have been used to build interactive presentations, promote alternative 

dynamics in events, and collect feedback from the audience, such as Mentimeter, which has been commonly 

used with Zoom for different purposes (Lima et al., 2020; Mason et al., 2021).    

Despite the value recognized to these platforms, online events are not taking full advantage of the potential 

of those tools to encourage the exchange of informal chats between the participants. Moreover, online events 
usually do not dedicate time to group activities, decreasing the chances of building academic and professional 

partnerships. Therefore, social interactions and networking opportunities that occur in face-to-face events tend 

to decrease drastically in online settings.  
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In this context, this paper presents social dynamics to boost social interaction and the development of 

scientific networking, carried out during the second edition of the ehSemi Conference, held by the Ehealth  

& Wellbeing group of the Digital Media and Interaction Research Centre, part of the University of Aveiro, in 

Portugal (DigiMedia, 2022). This event aims to be a national discussion forum for students who develop 
research leading to innovative digital media solutions to improve health, well-being, and quality of life, meeting 

experienced people in the field, and broadening their knowledge. In this sense, the reasoning behind the socially 

planned events is precisely to use common elements of the games, such as rules, voluntariness, and metrics, to 

promote social interaction between the participants and the engagement in the event. 

The goal of this paper is to present a series of dynamics carried out using Zoom and Mentimeter platforms 

within the scope of the “ehSemi” Conference to promote social engagement between event participants. These 

social activities were proposed to create interaction between people and encourage potential scientific 

networking, which happens naturally in face-to-face conferences and is significantly lost online. The proposal 

of holding social dynamics in the videoconference further aimed to provide moments of leisure and fun during 

the event, increasing the participant’s involvement in ehSemi. In this sense, the reasoning behind the socially 

planned events is to use common elements of the games, such as rules and fun (Mora et al., 2015), to promote 
social interaction between the participants and the engagement in the event. 

2. METHOD 

The dynamics were held on February 3, 2022, during the second edition of the ehSemi Conference, which was 

carried out through the Zoom platform using an institutional (Pro) account. The average number of people who 

participated in the event was 36, including the authors. Two moments of interactive activities were performed, 
one in the morning and one in the afternoon. These moments lasted 20 minutes each.  

The event started at 9:30 am and ended approximately at 5:45 pm. The first social moment took place one 

hour after the beginning of the event, after the keynote speaker. A moderator gave instructions to the 

participants, asking them to pick up their smartphones to read a QR code that would appear on the screen. In 

addition, it was explained that the interaction would also be possible through a link generated by Mentimeter 

that would be shared on Zoom chat. The conference was recorded on Zoom, allowing the results of interactions 

and observations to be checked later. 

Afterward, participants had to answer six questions presented consecutively by the moderator through 

Mentimeter on their smartphones or computer. The answers appeared in real-time on the Zoom to all 

participants as they responded. The first question, “Who am I?” aimed to characterize the participants. The 

answer was a single choice and included: Researcher, Undergraduate Student, Master’s Student, Doctoral 
Student, Higher Education Professor, Health and Wellness Professional, Digital Technologies Professional, 

and Other. Responses appeared in cluster arrangement in each option. The second, third, and fourth questions 

were answered by writing words by the user. In this sense, question two was directed to identify the 

participant’s area of research (What is my research area?), creating a word cloud in real-time while the answers 

were submitted. The third question was: “What do I expect from ehSemi?”. The answers were presented in 

small boxes on the screen in this query. The fourth question, “Where am I right now?” appeared as a word 

cloud. Finally, the fifth and the sixth questions were directed to aspects of each person’s personal life. More 

specifically, “How do I feel this morning?” and “Where do I like to be?” respectively. Both questions were 

asked in single-choice questions, and the answers appeared in real-time through bar graphs on the screen. In 

this sense, question five presented “excited, happy, sad, nervous, scared, tired, and sleeping” as alternative 

answers, while images of a sofa, countryside, city, and desert island appeared as options in the sixth query.  
The game “Two truths and one lie” was performed at the second social moment, which was realized after 

the first parallel session of the afternoon. The proposal was to gather two participants in different breakout 

rooms every 3 minutes. Within that time, both participants would have to tell one lie and two truths about their 

academic life, while the other player would try to guess which one was the lie. All participants, except the 

moderator, participated in both social moments.  
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3. RESULTS AND DISCUSSION 

Overall, the activities had high adherence by the participants since a significant number of answers were 
obtained in each query of the first social moment. In this sense, six participants were master’s students, three 
were researchers, two were health and well-being professionals, ten were doctoral students, and four were high 
school teachers, totaling 25 responses. The second question (“Qual a minha área de investigação” - What is my 
research area?) had 29 responses and culminated in a word cloud that shows that “design” was the most 
common area among participants (Figure 1). Next, the word “knowledge” gained relevance in the third 
question’s answer, showing that the general expectation includes generating and acquiring knowledge 
regarding the seminar fields. Also, the word cloud from the fourth question (“Onde estou neste momento?” - 
Where am I right now?) shows that the 26 participants who answered were in central (“Aveiro”) and northern 
(“Porto”) Portugal (Figure 1). Lastly, the fifth and sixth queries show that most participants, among 27 answers, 
were excited (15) and preferred to be in the countryside (16).  

Figure 1. Word clouds generated by Mentimeter that shows that “design” was the most common area among participants 
(second question), and that 26 participants who answered were in central and northern Portugal (fourth question) 

Regarding the second social moment, the participants requested a time increase after the first game round 

since not all could finish the game proposal timely. Therefore, consecutive 4-minute games were performed 

until reaching a total time of 20 minutes of activity.   

In this context, the dynamics were a timely and feasible option to boost social interaction in the online 

seminar. Specifically, it was shown that the activities carried out through Mentimeter and Zoom were 

successful since the participation rate was significant. Therefore, it was possible to characterize and know more 

about the participants. The moderator successfully guided the activities, considering that people followed both 

social moments well, with a slight difference in the number of responses between the queries of the first 

activity. The importance of the moderator also became evident when it was necessary to adapt the game time. 
In this direction, the fact that participants asked to increase the interaction time suggests interest in the game 

activity and getting to know other people present in the event. 

Furthermore, the Zoom platform has features that allow the immediate time adaptation of the dynamics 

since it was necessary to adapt the time from 3 to 4 minutes per round of interaction in the second social 

moment. Further, Mentimeter’s interactive solutions enriched the event since the results were shown in  

real-time and were clear and objective. Moreover, the dynamics acted as a moment of leisure to let people 

know each other and promote possible networking, which commonly used to happen in coffee breaks of  

face-to-face events. 

4. CONCLUSION 

Contextual and social transformations naturally lead to changes in modes of online engagement (Jungselius  

& Weilenmann, 2019). This work intends to contribute to the scientific scope with a case study of social 

engagement in online conferences during COVID-19 pandemic, intending to present innovative ways to 

promote the social component in formal online events. In this sense, through the dynamics it was possible to 

know more about the participants and promote interaction between them. Therefore, the dynamics previously 
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reported boosted the social strategies in the online formal ehSemi academic event. This allows hypothesizing 

that videoconference tools and platforms such as Zoom and Mentimeter can help to promote social interaction 

in online events. Further, dynamics such as these proved to be a successful choice in alternative to the 

socializing moments that used to take place during coffee breaks, fostering a network among the academics. 
The possibility to see the results in real-time made the dynamic more exciting and fun. Additionally, it made it 

possible to verify that people joined the dynamics in real-time. Also, it is noteworthy the importance of the 

moderator for the success of these social dynamics.  

Given the current pandemic situation, studying the new role of videoconferencing and interactions is timely 

and interesting. However, some limitations of the study include the lack of information regarding other 

demographic details, such as gender. Also, the study provides results from 20-30 active participants of the 

social interactions, thus technically the number of participants is small to generalize conclusions, requiring 

further investigations with a larger sample. In this sense, future work comprises applying the same methods to 

other online conferences/events and investigating if they can also be applied to hybrid conferences. Further 

improvement includes enrich the demographic data of participants and seeking to know the participant’s 

reactions and opinions about the social activities. 
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ABSTRACT 

Today’s social networks affect the functioning of societies around the world. They influence our thinking and reasoning 

on fundamental issues of life, as was clearly demonstrated during the COVID-19 pandemic and the war in Ukraine. National 

governments and public institutions often use social media to communicate very important information to citizens. The 

public administration of the Czech Republic uses many information networks to communicate with citizens. Although it 

tries to publish information regularly, it does not make full use of its potential to educate citizens about their obligations to 

the state. At the same time, it rarely targets this information to the specific situations of citizens, bar exceptions, such as 

the newly developed Czech government web portal portal.gov.cz. Educating citizens on tax issues is key to building a tax 

culture and promoting tax morale. This paper aims to analyse Facebook posts in order to typify the posts and propose 

recommendations to increase taxpayer education. For the analysis, 110 posts were selected on the most followed social 

media account of the Czech tax administration on Facebook. The posts were categorized based on a customized framework 

for classifying social media posts. The study yields several significant findings. The Czech Financial Administration uses 

Facebook almost exclusively to provide information on compliance deadlines, while there is still a large gap in the 

education sector. The results can be beneficial not only for public administrations of different states but also for other 

government institutions using the power of the online world. 

KEYWORDS 

E-government, Public Administration, Content Analysis, Social Networks, Taxpayers 

1. INTRODUCTION 

Social media represent an interactive platform that supports user-generated content and real-time interactions 

according to a person’s preferences (Kaplan & Haenlein, 2010). They have developed rapidly, promoting the 

formation of an intricate ecology of social networks (Yank, 2021). The unique characteristics of social media 

and the benefits they promise have seen them grow exponentially (Lin & Lu, 2011). Social media represent an 

important communication channel for government institutions. By connecting directly with citizens, they can 

convey information quickly and in a personalized manner, more effectively than offline communication in 

many cities. The results of Olinski and Szamrowski (2021) suggest that despite the undeniable benefits of 

social media, public organizations are only using a small part of this potential. 

Social networks can be used by public institutions not only to disseminate information but also to build 

relationships and increase learning (Wonhyuk & Melisa, 2021). Many researchers confirm a positive 

relationship between tax education and taxpayers’ attitudes toward tax morale motivation to pay taxes 

(Indriyarti & Christian, 2020; Triandani & Apollo, 2020). One of the tools to raise awareness for the exercise 

of tax citizenship may be an e-tax-learning platform for citizens (Zichová, 2021). Elements of tax awareness 

can also be integrated into social networks. 

The Czech Ministry of Finance is the financial arm of the executive branch. It is subordinate to the 

government. The Financial Administration is subordinate to the Ministry of Finance. It is a system of 

administrative bodies of the Czech Republic intended for tax administration. It consists of the following 

authorities with nationwide coverage: General Finance Directorate, Appellate Finance Directorate, and 

regional Tax Offices. The Financial Administration of the Czech Republic uses its website as the main online 

means of informing citizens. In addition, it manages four social networks: Twitter, YouTube, Facebook and 
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Instagram. Facebook has the largest number of fans and followers. According to the number of citizens at the 

beginning of 2021, based on the results of the census of population, houses and apartments, up to 0.12% of 

citizens follow the Facebook page. 

Acknowledging the important role of citizens’ tax education and of the social networks used by public 

administration, the paper focuses on the following research questions. RQ1: What are the most common 

typologies of Financial Administration Facebook posts? RQ2: How could the Financial Administration change 

its activities on social networks to educate taxpayers? 

2. RESEARCH METHODS 

The qualitative research method consisted of a content analysis of Facebook posts by the Czech Financial 

Administration and their categorization according to the Tafesse & Wien (2016) framework for categorizing 

social media posts. This framework was chosen because it draws on several theoretical approaches related to 

post categorization (Kim et al., 2015; Taecharungroj, 2016; Jahn & Kunz, 2012). Other typologies for posts by 

government institutions have not yet been explored and placed in the context of studies. The framework of 

Tafesse & Wien (2016) was adapted to categorize posts related to government activities. The final version of 

the framework contains a total of 11 identified categories of contributions by the state administration. As a data 

sample, 110 publicly published posts on the main Facebook page during the period of 1 January – 31 March 

2022 were selected. The financial administration's Facebook page was visited from a personal Facebook profile 

that has the page listed as a favourite. Therefore, the page was displayed in the same way as it is displayed to 

its fans and followers. 

For all posts, the text and emoticon content of the caption is monitored, in some cases supplemented by 

information in an attached photo or graphic. For this reason, posts were analysed in detail individually 

according to the date of publication. They were transcribed and analysed manually in Excel, which offers a 

sufficient array of analytical tools. Manual transcription and analysis of the posts were chosen because they 

helped to better capture all of the above aspects of the posts, not just the written text. The analytical programs 

do not always take into account the detailed meaning of photos and text in graphics. 

Posts that contained multiple topics were included in all of the relevant categories. Reactions, comments, 

and the visual style of posts were not addressed in the examination, which was limited to textual content and 

associated emoticons only. The indicative target audience, the group of citizens for whom the post makes the 

most sense, is also continuously recorded. 

3. RESULTS 

In order to fit the posts into the Tafesse & Wien (2016) framework, it was first necessary to adapt the typologies 

to match state institutions. Table 1 describes the modified framework for categorizing social media posts. Also 

included are the modified definitions and topic areas of these typologies. 

Table 1. Framework for categorizing social media posts. Source: Tafesse & Wien (2016), Framework for categorizing 

social media posts of public administration. Modified and compiled by the author 

Categories of brand posts 

(Tafesse & Wien, 2016) 

Modification of categories for public 

administration posts (author) 

Definition and common message themes of 

modified categories 

Emotional brand posts Emotional posts Posts that evoke citizens’ emotions. They 

typically employ emotion-laden language, 

inspiring stories and jokes to arouse fun, 

enthusiasm and wonder. 

Common themes: emotionally expressed posts, 

storytelling, jokes. 

Functional brand posts Organizational posts Posts that highlight the organizational attributes 

of public administration services. 

Common themes: opening hours, deadlines. 
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Educational brand posts Educational posts Posts that educate citizens. They help consumers 

acquire new skills or knowledge. 

Common themes: tips, instructions, blog posts, 

external articles. 

Brand resonance Resonance with public administration Posts that highlight the main symbols and 

associations of public administration identity. 

Common themes: public administration image 

(e.g., logo, motto, slogan, characteristics), 

photos, and institution history. 

Experiential brand posts Public administration merits Posts that evoke consumers’ sensory and 

behavioural responses. They often associate the 

institution with pleasurable experiences. 

Common themes: sensory stimulation (e.g., 

sight, hearing, taste, smell), physical stimulation 

(e.g., physical actions, performances). 

Current event Current event Posts that comment on themes that describe 

events like holidays, anniversaries, cultural 

events, and the weather or season. 

Common themes: holidays and other special 

days and celebrations. 

Personal brand posts Personal public administration posts These posts centre around citizens’ relationships, 

preferences, and experiences. 

Common themes: friends, family, personal 

preferences, stories, plans. 

Employee brand posts 

  

Employee public administration posts Posts that present employees’ perspectives on a 

range of issues. 

Common themes: employees’ work, technical 

expertise, personal interests, hobbies. 

Brand community Public administration community Posts that promote and reinforce the institution’s 

online community. They also encourage 

participation from current members. 

Common themes: encouraging fans to become 

members, acknowledging fans (e.g. mentioning 

their name, tagging them), using user-generated 

content. 

Customer relationship Citizens relationship Posts that solicit information and feedback about 

citizens’ needs, expectations, and experiences. 

They seek to strengthen the impact of citizens’ 

relationships on social media channels. 

Common themes: customer feedback, testimony, 

reviews, services. 

Cause-related brand posts Cause-related posts Posts that highlight socially responsive 

programs. They promote valuable social issues 

and initiatives and encourage customers and fans 

to support them. 

Common themes: financial or material collection 

for a non-profit organisation, for refugees. 

Sales promotion N/A N/A 

 

Table 2 describes the typological distribution of social media posts published during the period of 1 January 

2022 – 31 March 2021 on the Financial Administration’s Facebook page. 92% of the posts were of an 

informative character. They mainly discussed deadlines for fulfilling obligations. Most of them also contained 

a link to more information. 18% of posts included educational information, but organizational information 

mostly prevailed. On the other hand, the posts did not contain any emotions, jokes or community-building 

aspects. 
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Table 2. Distribution of categories for public administration posts. Source: author 

Categories for public administration posts Frequency 

Emotional posts 0% 

Organizational posts 92% 

Educational posts 18% 

Resonance with public administration 3% 

Public administration merits 12% 

Current event 12% 

Personal public administration posts 0% 

Employee public administration posts 6% 

Public administration community 0% 

Citizens relationship 0% 

Cause-related posts 6% 

 

Given the importance of taxpayer education, it would be very useful to take advantage of the educational 

potential of the online environment and try to publish more articles to educate interested parties. At the same 

time, the language of the posts is very careful and formal. The texts of the contributions are intended for 

different groups of citizens without clear differentiation, complicating orientation. This area could also benefit 

from more pages for different life situations or a clear segmentation of the content, that is, the differentiation 

of topics for different target groups. 

4. DISCUSSION 

Czech tax administration authorities maintain a very formal and reserved presence on Facebook, which is 
probably expected of such an institution. On the other hand, this approach may evoke excessive rigidity and 
discourage more potential fans and followers, who could benefit from informational support. It is also 
important to note that many contributions only serve a certain group of citizens and are not relevant to others. 
Meanwhile, targeted content could produce higher engagement rates (Jukić, T. & Merlak, M., 2017; Warren et 
al., 2014). In order to more specifically direct the communication of a state institution on Facebook, it would 
be good to conduct additional research directly among the various citizens who use this social network and 
find out their perceptions. Despite the theoretical basis, citizens have many cultural specificities and practices 
that may differ significantly. 

The research method used has some limitations, mainly due to the potential subjective perception of the 
text by the researcher. However, the high level of precision of the framework categorization meant that none 
of the assessed posts suffered from ambiguous classification. 

5. CONCLUSION 

The paper looks at the potential benefits of the government’s use of social networks. The importance of tax 
education has been confirmed in several studies and has become a motivation for finding ways to educate 
citizens in different forms and channels. The research offers a framework modification of categories for public 
administration social network posts. It then classifies posts from recent months into different typologies. The 
results show that communication by the Czech Financial Administration is mainly informative (94% of the 
posts studied) and highly formal. Therefore, it is not making full use of its educational potential. At the same 
time, better targeting of the text of the posts – by segmenting the content for specific target groups – could be 
very useful. A solution could also be to set up more Facebook pages based only on citizens’ life situations. 

As part of future research, it would be very interesting to conduct additional sentiment analyses of posts 
and analyses of comments on posts to determine follower reactions. Facebook interactions could also be 
compared with other social media sites in use, such as Instagram and Twitter. Content analysis, the visualisation 
of posts and infographics used, as well as video analysis, could also provide insightful conclusions. In the 
future, it would also be useful to focus on comparing the Financial Administration’s communication with other 
institutions, both Czech and international, in order to assess its effectiveness and create a general 
methodological recommendation for communication with citizens. 
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ABSTRACT 

In today’s world, social media has become an integral part of our social life. Social media is seen as a communication and 
interacting platform that could be utilized to enhance our connectivity, research, and learning. In recent years, its usage has 
increased dramatically among the youth and young adults, particularly students being the primary users of social media. 
With excessive use and a high number of students spending time online, raises the question whether excessive use of social 
media can affect academic performance. This research therefore investigates the use of social media networking sites and 
related impact on student academic performance. The study further explores which social media network is the most popular 

amongst South African university students. A questionnaire survey method was administered to undergraduates at South 
African University during 2019 academic year. One hundred students participated in the study and the data was analyzed 
using the Statistical Package for Social Sciences (SPSS) software, version 27. The findings show the negative impact of 
social media use on student academic performance and also underlines the need to control and manage social media use in 
academic settings 

KEYWORDS 

Social Media Usage, Learning, Academic Performance 

1. INTRODUCTION 

The proliferation of social media in the present age has revolutionized our way of communicating and learning 

to the extent that it has become our preferred medium of everyday communication and learning. Social media 

is also seen as a learning tool that could be utilized to enhance student engagement and improve learning and 
performance. It offers multiple opportunities to both students and institutions to improve teaching and learning 

methods. Through these networks, students can communicate, get in touch, access information, research, and 

collaborate. Additionally, institutions can communicate and share important information such as campus news 

as well as learning resources to students who are connected to the relevant networks and sources. Because of 

its pivotal role in aiding our communication, the use of social network sites has increased globally and 

continues to increase.  

There were 3.48 billion social media users globally in 2019, growing by 288 million (9 percent) since 2018 

(Digital trend stats, 2019). Similar trends were also seen in South Africa. According to South African Business 

tech reports (2019), about 54 % of the South Africa population has direct access to the internet representing 

over 31 million people online. South Africa is one of the largest consumers of social media with more than 

40% of the population active on social media. The report added that WhatsApp, YouTube, Facebook, Instagram 
and Twitter are the most popular social media sites with young audiences leading the use. Social media 

marketing platform Global State of Digital (2019) report found that the typical South African internet user 

spends a third more time online than Americans and almost double that of Germans. The report further states 

that a South African user spends 8 hours 23 minutes on the internet per day with a third of that time spent on 

social media, compared to 7 hours 2 minutes in Singapore and 6 hours 38 minutes in the USA. However, 

studies concerning South Africa learners’ use and impact of social media networking sites on their academic 

performance has not been done, given the excessive use of social media, especially by college-aged 

individuals.A previous study on social media activity focused on general use within the South African 
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population as well as the different types of platforms used (Budree et al, 2019; Dlamini & Johnston, 2018; 

Ogbonnaya & Mji, 2014).  Ogbonnaya and Mji (2014) examined the use of social media among students in 

South Africa. A survey of 200 students from two South African universities showed that almost all the students 

(99%) adopted social media platforms to connect with friends and relatives and as well as for academic 
purposes. Recent research indicated the impact social media had on the culture and lifestyle of people, 

particularly the youth (Nagle, 2018; Jacob, 2015). The prevailing problems affecting the youth with regard to 

social media are addiction, time consumption, cyberbullying, social isolation, monophobia, poor academic 

performance and introversion, (Qiaolei et al, 2018; Apuke, 2017; Kumar, et al, 2018; Primack et al. 2017).  

As reported in South African City Press (2019), the World Federation for Mental Health finds that social media 

can increase depression and self- harm in young people if excessively used. The report further highlighted the 

addictive nature of social media such that people spend much of their time on the platform, consequently 

affecting their studies and behaviour. This research therefore investigates the use of social media networking 

sites and its impact on student academic performance. The study further explores which social media network 

is the most popular amongst South African university students. A questionnaire survey method was 

administered to undergraduate students at a South African university during 2019 academic year. One hundred 
students participated in the study and the data was analyzed using the Statistical Package for Social Sciences 

(SPSS) software, version 27. The findings are discussed, and a conclusion drawn. 

2. LITERATURE REVIEW 

With the proliferation of social media and its excessive use in our institutions, there are questions about its 

impact on academic performance. There are mixed results regarding use and impacts of social media in an 
institution of learning. Some studies reported a significant negative relationship between social media and 

academic performance (Habes, et al., 2018; Owusu-Acheaw & Larson, 2015; Maya, 2015; Baker & Cochran, 

2012). Others reported significant positive relationships between social media and academic performance 

(Lampe, et al., 2015; Sarwar, et al., 2019).  Maya (2015) found that spending excessive time on social 

networking sites has a negative impact on academic performance. According to other studies, this negative 

impact mainly occurs when social media sites are used solely for social networking, making new friends and 

chatting, which consequently diminishes student academic performance as they spend more time doing  

non-academic activities (Bellur, Nowaka & Hullb, 2015; Wood et al., 2012). 

Social media is also seen as a distractor in students’ ability to concentrate, especially when they study or 

work on projects and assignments. While studying, students keep checking their social media account for 

updates, messages and notifications. This is also observed during lecture and classroom teaching, where 
students pay less attention to the lecture as they are busy chatting with friends or reading unnecessary,  

non-academic related material. As a result, they miss important information related to academic activities. It 

seems that students who use social media spend less time studying, with adverse effects on their academic 

outcomes. Social media has hampered students writing skills in such a way that short forms of words or phrases 

are always used (Obi et al., 2012). This type of writing negatively affects students’ exams, assignments, 

projects, and ultimately their grades. However, other studies have found no relationship between the use of 

social media networking sites and academic performance (Lampe, et al., 2015; Sarwar, et al., 2019; Smith, et 

al., 2017; Park, et al., 2018). Reports show that responding to or posting tweets of an academic nature does not 

affect learning (Jeffrey et al., 2015).Moreover, some researchers suggest that social networking sites offer 

added value in educational settings, support collaboration, facilitate discussion and assimilation of knowledge 

during teaching practices, educational methodologies and theories (Macià & García, 2016; Ricoy & Feliz, 
2016) thus, creating the conditions necessary for developing new methodologies (Putnik et al., 2016). The main 

benefits that social media offer in educational settings stem from their value as a tool for information exchange 

and sharing (Asterhan & Bouton, 2017) and as a means of socialisation and communication (Balakrishnan  

& Lay, 2016; Macià & García, 2016). Social media platforms come with many educational materials, which 

help students broaden their scope of knowledge as well as develop various good skills and talents (Dahlstrom, 

2012). The popularity of social media has infiltrated institutions of learning, and is seen as a supporting tool, 

which aids teaching and learning (Moran & Tinti-Kane, 2012). Teachers are embracing social media sites for 

effective discussions and dealing with students in matters relating to academics, which improves learning 

benefits through better within and outside class interactions. 
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3. RESEARCH METHODOLOGY 

The target population in this study was undergraduate students at a South African University during 2019 

academic year. A pilot study was conducted to test the validity of the questions. The questions ranged from the 

type of social media used, its purposes and the time spent on social media sites. One hundred students 

participated in the study with a return rate of 100%. The data was analyzed using SPSS software, version 27. 

4. RESULT AND DISCUSSION 

Most the respondents (68%) were female and 32% were male. All respondents (100%) used some form/type 

of social media and for more than 5 years. The results showed that the most dominant social media tools used 

by respondents were WhatsApp (99%), Facebook (93%), Instagram (84%) and YouTube (65%).  

As indicated in figure 1, the primary reasons for social media site use was for socialising and making new 

friends (73%) compared to 27% who indicated their reasons for use was study and collaborating with fellow 

students.  Approximately a third (32%) of respondents indicated the spent between 6 to 8 hours on social media 
on a daily basis, 31 % spent 3 to 5 hours, 28% spent more than 8 hours on social media, and 9% spent 1 to 2 

hours (figure 2). Because of the long hours spent on social media platforms, the majority of respondents (64%) 

indicated social media had a negative impact on their academic performance in contrast to 4% of respondents 

who disagreed (figure 3). This finding corroborates the arguments made by other researchers who suggest that 

students who spend much time on social media platforms for chatting and socialising are likely to perform 

poorly in their academics (Owusu-Acheaw, & Larson, 2015; Asemah, & Okpanachi, 2013).  The researchers 

further report that as time spent on social media platforms increase, academic performance of students 

deteriorate, because they have less time to study. The majority (73%) of the respondents indicated use of social 

media tools for non-academic activities, and 27 % used such platforms for academic related activities. 

Activities included study and collaboration with fellow students. O’keeffe & Clake-pearson (2011) reported 

that social media benefited students by connecting them to one another for class assignments and projects. This 

finding indicates the important role social media platforms play in supporting student learning once it is adopted 
and integrated into classroom instruction. Indeed, one cannot dispute the fact that social media platforms 

contribute to students’ academic life when used judiciously.  
 

 

Figure 1. Reasons for using social media 
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Figure 2. Hours spent daily on social media site 

 

Figure 3. Negative effect of social media on student sudy 

 

The important role played by social media in student life is evident. As shown in Figure 4, when respondents 
were asked on whether use of social media had any positive effect on their lives. Most of the respondents (68%) 

agreed that social media indeed positively impacted their lives. It is evident that social media networks play an 

important role in our day-to-day life, hence should be embraced and integrated. 

 

 

Figure 4. Do you think social media has any positive effect of your life 
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5. CONCLUSION 

Even though social media play a vital role in student life because of its popularity, its benefits have not been 

fully achieved within institutions of higher learning. This is evident from the findings where the majority of 

the respondents spend much of their time daily (between three to more than 8 hours) on social media, engaging 

in non- academic activities such as socialising and making friends. Excessive use of social media on  

non-academic activities, if unchecked, can affect student academic performance and consequently student 

drop-out. Studies has proven the benefits that comes with social media use in an institution of learning and this 

benefit can only be achieved if social media use is geared towards education purposes. Some of these benefits 
include information and idea sharing, group discussions, and student collaboration and engagement.  Therefore, 

it is imperative that the institutions of higher learning authorities take interventional steps to help students by 

informing them of the negative consequences of excessive social media use. Uncontrolled use of social media 

reduces study time, causes fatigue and sleep disruption, which have negative impacts on student concentration 

level in class, consequently affecting academic performance 

6. RECOMMENDATION 

Recommendations in the light of the findings include: 

 The institution of higher learning needs to adopt a new strategy in integrating social media tools into 

student teaching and learning. This can be achieved through channelling students’ assignments, 

projects and discussions on social media tools to help inculcate the habit of using these tools for 

academic purposes. 

 There is need for an awareness campaign among the students to promote social media networks as a 

tool not only for communication, entertainment and making friends but also for learning. This 

awareness campaign should include the negative consequences of excessive social media use to avoid 

obsession with these sites.  

 The institution of higher learning authorities should restrict access to certain social media sites that 
may distract students’ attention during class/school hours. 

 Students should be encouraged to use social media network sites judiciously to ensure that they do 

not influence their academic performance negatively.  
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ABSTRACT 

Introduction: People with epilepsy can adhere to epilepsy self-management behaviors to improve seizure control, 

medication adherence, and lifestyle factors that contribute to seizures. Responsive online interventions can assist patients 

and providers to assess self-management, set treatment goals, and decide on education and social service programs. The 

Management Information & Decision Support Epilepsy Tool (MINDSET) is a bilingual online program designed to 

improve patient-provider communication to enhance epilepsy self-management. MINDSET may have utility for 

community health workers when assisting patients to improve their self-management. Purpose: To enhance MINDSET to 

include recommendations for education and social service programs (‘MINDSETPlus’) and to establish an implementation 

framework to facilitate use of MINDSETPlus by community health workers in community-based neurology clinics. 

Methods: An expert advisory group, comprising stakeholders from the Epilepsy Foundations in Texas and the Universities 

of Texas and Arizona provided formative review and consensus on MINDSET enhancements. Implementation theory and 

expert consensus informed a phased implementation framework. Results: MINDSETPlus enables patients to assess their 

self-management, select behavioral goals (for seizure, medication and lifestyle management), receive recommendations for 

further training tailored on current self-management and/or co-morbidities (depression and memory), and cue their 

community health worker to priority social determinants. A phased framework was derived for onboarding, training and 

implementing the MINDSETPlus-mediated intervention in neurology clinics. Conclusion: MINDSETPlus provides 

decision support for community health workers that may improve fidelity and metrics for quality improvement and assist 

to navigate, assess, reinforce, educate, and link epilepsy patients to community programs and services. Feasibility and 

efficacy testing of the intervention is in progress.  

KEYWORDS 

Epilepsy, eHealth, Self-Management, Community Health Workers, Chronic Disease, Decision Support 

1. INTRODUCTION 

Epilepsy is among the most common neurological conditions affecting approximately 3.4 million people in the 

United States (IOM, 2012). People with epilepsy can adhere to self-management behaviors to improve seizure 

control, medication adherence, and lifestyle factors that contribute to seizures (Helmers et al., 2017). The 

Center for Disease Control’s Managing Epilepsy Well Network (MEWN) 2.0 initiative is designed to increase 
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the evidence base for existing epilepsy self-management programs (Helmers et al., 2017; Sajatovic et al., 2021). 

These programs include PACES (self-management skills training), UPLIFT (depression management), 

HOBSCOTCH (memory management) and MINDSET (described below) (Fraser et al., 2015; Thompson  

et al., 2015; Caller et al., 2016). Community health workers are certified public health workers who can link 

patients to needed health and educational programs, and social services in the community. They share lived 

experiences with the population served (Crespo et al., 2020) and are well positioned to use eHealth decision 

support to assess and assist patients in meeting their self-management goals. Responsive, mobile, web-based 

interventions for patient self-management assessment, action plan development, and linkage to evidence-based 

programs and social services may enhance the role of community health works in assisting patients in the 

neurology clinics. An eHealth-mediated protocol may also benefit health care practice by standardizing care, 

increasing practice fidelity, and providing ongoing quality assurance.  

The Management Information & Decision Support Epilepsy Tool (MINDSET) is bilingual tablet-based 

online decision support to improve patient-provider communication to enhance self-management of epilepsy 

patients through tailored behavioral goal selection (Fig. 1). At their clinic visit patients input data on seizure, 

medication, and lifestyle management and then decide on self-management goals for 3 behaviors identified as 

needing improved adherence (Fig. 2). The patient and provider can then print and review a dynamically 

constructed tailored action plan. MINDSET has demonstrated acceptability and feasibility for use by epilepsy 

patients and health care providers during regular clinic visits, and effectiveness in significantly increasing 

epilepsy self-management behaviors (Shegog, 2020). However, the original MINDSET program was outdated, 

requiring upgrade, and was not designed for community health workers to assess patient eligibility for 

recommended programs and services. The purpose of this study was to 1) update the MINDSET architecture 

and function (MINDSETPlus) and 2) establish a framework for community health workers to use 

MINDSETPlus to navigate, assess, and educate patients in community-based neurology clinics and to link 

them to needed programs and services.   

 

 

 

 

 

 

     Figure 1. MINDSET splash screen and use         Figure 2. MINDSET flow, data entry, and example screens 
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Figure 3. Sample Action Plan page          Figure 4. Three phase implementation 

2. METHODS 

An expert advisory group comprised stakeholders from the Epilepsy Foundation (EF) Texas (admin., 

neurologist, clinic coordinator, program managers), and Central South Texas (admin./educator), UTHealth 

(community health worker certification specialist, behavioral scientists, and analyst), and the University of 

Arizona (neurologist, behavioral scientist). The expert advisory group provided formative review and 

consensus on MINDSET enhancements. A phased development protocol was used that comprised: (1) content 

analysis to identify needed enhancements to specifications and functions including the back-end database;  

(2) literature review to determine the decision criteria for inclusion of epilepsy patients into Managing Epilepsy 

Well self-management programs and needed social support services; (3) expert review of proposed decision 

algorithms and design features; (4) user manual and design document development and expert review;  

(5) software upgrade to a responsive cross-platform Internet-accessible website; and (6) alpha, usability and 

feasibility evaluations. Implementation theory (Interactive Systems Framework & RE-AIM Model) and expert 

consensus informed the identification of facilitators and barriers for community health worker onboarding, 

training, and implementation (Wandersman et al., 2008; Glasgow et al., 1999). Weekly expert advisory group 

meetings provided consensus on a stepped process model to onboard, train, and integrate community health 

workers with MINDSETPlus decision support into neurology clinics.  

3. RESULTS 

3.1 MINDSETPlus 

MINDSETPlus incorporates validated assessment surveys to assess epilepsy patients. These include the 

Epilepsy Self-management (ESM) scale (DiOrio et al., 2004), Neurological Disorders Depression Inventory in 

Epilepsy (NDDI-E)(Gilliam et al., 2006; Friedman et al, 2009), QoLIE-31 cognitive subscale (Cramer et al., 

1998), and Health Leads social determinant inventory (Health Leads, 2017). MINDSETPlus provides decision 

support to the community health worker to determine eligibility of a patient to enroll in evidence-based epilepsy 

self-management programs (PACES, UPLIFT, HOBSCOTCH) by using scale and item scores. The ESM 

indicates eligibility for PACES, a general epilepsy self-management program suitable for all patients with 

epilepsy and particularly those challenged in self-management (Fraser et al., 2015). The NDDI-E provides 

indicates eligibility for UPLIFT, a training program focused on managing depression (Thompson et al., 2015) 

and the QoLIE-31 cognitive scale indicates eligibility for HOBSCOTCH, a training program to enhance 

memory (Caller et al.,2016). The Healthy Leads inventory indicates patient priorities on social determinants of 
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health (Health Leads, 2017). MINDSET was upgraded from Adobe AIR technology to contemporary  

web-based standards (HTML, CSS, and Javascript on a Cordova framework) for cross-platform access from 

smart phone (iOS, Android), tablet, and Windows desktop devices (Chrome and Safari browsers). 

MINDSETPlus provides a printable tailored Action Plan of patient selected ESM behavioral goals (in seizure, 

medication and lifestyle domains). Plan enhancements include cues for PACES, UPLIFT, and/or 

HOBSCOTCH use and social determinants possibly requiring social services (Figure 3).  

3.2 Community Health Worker Implementation Framework 

A 3-phase framework describes the steps for implementing the community health worker (CHW) intervention 

with MINDSETPlus decision support in neurology clinics, providing a blueprint to address core elements of 

capacity building, training, and implementation (Fig. 4). The framework is designed to address identified 

individual and organizational level facilitators (n=8) and barriers (n=8) of implementation. These included:  

(1) individual level factors for community health workers (knowledge and skills in assessment, intervention, 

and support linkage) for epilepsy self-management, co-morbidities (depression, cognitive deficit), and social 

determinants; (2) individual level factors for clinic coordinators (knowledge and skills in managing community 

health worker’s in these roles); (3) organizational capacity factors for neurology clinics (i.e. mission, resource, 

management support, personnel, clinic flow and function, availability of self-management education programs 

(PACES, UPLIFT, HOBSCOTCH), social support programs, and mental health counselling); and  

(4) motivational factors related to the intervention (i.e. relative advantage, compatibility, complexity, 

trialability, and observability). The framework requires collaboration and resources from state credentialed 

community health worker training programs (UTHealth), the epilepsy community health worker training 

program (CDC, Dartmouth), social service resources (EF), self-management programs (CDC MEWN), and 

digital decision support (UTHealth, Univ. Arizona). 

4. CONCLUSION 

This study is significant in using eHealth to assist community health workers in neurology clinic settings. 

MINDSETPlus provides decision support by compiling a tailored action plan that confirms patients’ epilepsy 

self-management behaviors and goals. It assists community health workers to navigate, assess, reinforce, 

educate, and link epilepsy patients to community educational programs and services appropriate to the patient’s 

needs. This is supportive of the CDC MEWN 2.0 national initiative to encourage epilepsy patients’ use of 

evidence-based self-management programs. Identification of individual, organizational, and intervention level 

implementation facilitators and barriers enables advanced planning for implementing eHealth decision-support 

in neurology clinics. Providing community health workers with eHealth decision support in this setting is 

innovative. It can enhance collection of quality improvement metrics on service fidelity and provide 

professional assessment and feedback. Future work is indicated to study the human factors and usability 

parameters of MINDSETPlus with community health workers and the feasibility and efficacy of this 

combination in the neurology clinic setting.   
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ABSTRACT 

How conversation takes place is a well-researched area in the field of Linguistics, particularly when it comes to how 

Feminist Methodologies are applied to this. What remains to be seen, however, is the application of these techniques in 

the field of Computer Science. Although some research has started to emerge in this area, this paper argues that there 

needs to be an examination of the subtleties in conversation, through a union of three methodological practices: thematic 

analysis, feminist methodologies, and discourse analysis. This reflective paper summarises a consideration on discourse 

and conversation analysis, the existing cross over with feminist research, and presents areas of further research within the 

field of Computer Science. 

KEYWORDS 

Conversation, Discourse, Feminism, Methodologies, Design 

1. INTRODUCTION 

When considering the analysis of conversation in design, there are a number of methodologies outlined in the 
field of linguistics, many of which have already been adapted to be in line with theories surrounding Feminist 
Methodologies (Sprague, 2016) and therefore may prove valuable. Conversation Analysis (CA) and 
Discourse Analysis (DA) both offer differing advantages, and pose contrasting limitations, but both do allow 
for the analysis and understanding of how conversation takes place (Wooffitt, 2005). How these can be 
brought into alignment with Feminist Methodologies, as stated, is an area that has been researched over many 
years within linguistics, with Boden (1994) and Holmes (1986) looking at this more historically, and scholars 
such as Stokoe and Weatherall (2002) leading the narrative more recently. What remains to be seen, 
however, is how these can be applied thematically to the field of Computer Science (CS) and the sub-fields 
within this. 

This paper will outline the existing areas of research and understanding, and how these could overlap 
when it comes to methodologies within the field of CS, not just linguistics. The effect a field of research has 
on a methodology is well understood (Wisniewski, et al., 2018), as context is always significant in research, 
and perhaps even more so when Feminist Methodologies are applied. As this applies to CS, and Human 
Computer Interaction (HCI) within this, it is important to consider that Feminist Methodologies and 
“Feminism seems well positioned to support HCI’s increasing awareness and accountability for its own 
social and cultural consequences” (Bardzell & Bardzell, 2011). When it comes to Feminist Epistemology, 
however, “there has been debate between feminists about whether there can be feminist epistemology”  
(Barbour, 2018), but if epistemology refers to the theory of knowledge and understanding, and the subjects of 
the research 'have gender', then the argument from feminists that “gender and individual identity are 
significant in the process of becoming a subject and a knower” (Flax, 1993) (Barbour, 2018), then surely they 
must be relevant in social research. How this applied in CS and HCI, however must be considered, they are 
areas of research where often logic and structure are seen as important values, and therefore this may clash 
with the more general understanding of how knowledge is formed. As stated by Hancox-Li & Kumar (2021), 
“feminist epistemology has long taken a critical stance towards fully formalized systems, instead 
emphasizing the interactive nature of knowledge creation and the importance of exploring multiple possible 
meanings”. This could be argued to be even more important to consider where gendered language is the topic 
of research, as this research quickly became, as the misunderstanding of language, or its interpretation is key 
to understanding the effect of gendered language in CS.   
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2. CONVERSATION AND DISCOURSE ANALYSIS 

CA and DA offer similar approaches in the “qualitative analysis of the functional and sense-making 

properties of language” (Wooffitt, 2005). The similarities in these methodologies cover ‘talk’ as a topic for 

analysis, and the way in which this is done in both approaches could be argued to be quite similar when it 

comes to their break down of conversation. The main differences between CA and DA lie in substantive and 

methodological issues (Wooffitt, 2005). These differences lend themselves to discussions surrounding 

Feminist Methodologies by each method, allowing a different level of detail to be applied to conversation 

depending on the aim of the analysis. It could be suggested that it should be the aim of both practices to allow 

for Feminist Methodologies to be applied, but with the combination of Thematic Analysis, this may allow a 

broader approach to be applied when it comes to CS.  

2.1 Thematic Conversation Analysis 

Thematic Conversation Analysis (TCA) is the process of applying Thematic Analysis methodologies onto 

Conversation (Ashcroft, 2020). Whilst CA relies heavily upon the coding of conversation and specific 

attention being given to intonation, TCA is more concerned with how things are said through phrasing, as 

opposed to the overlaps, and more detailed structure (Ashcroft, 2020) than CA is traditionally interested in 

(Wooffitt, 2005). 

TCA does, however, bear quite a few resemblances to DA, in that it focuses on the interactions as 

opposed to the more detailed parts of the conversation, allowing for themes to then be extracted from this. 

How this applies to feminist theories is already well understood by the linguistics community, but the impact 

this has on CS and the products which are continuously designed, used, and built by the CS community has 

yet to be uncovered in much depth.  There is an understanding of the need for variety when it comes to 

gender to be present and involved in the process, but seemingly very little practical research has been done 

when it comes to the direct impact gendered language has on CS. Furthermore, this could be supported with a 

systematic study or literature review to fully understand the potential areas of CS this may impact. However, 

to understand how this can be applied further, the principles of Feminist Conversation Analysis should be 

comprehended, and then considered with regards to CS itself. 

2.2 Feminist Conversation Analysis 

The fundamental principle of Feminist Methodologies lies in the assumption that any prior research or 

literature may be built upon a patriarchal bias (Sprague, 2016). The removal of this could be argued to be 

simply good research practice, and any researcher should strive to have no bias in their work, yet since bias is 

often unconscious, a conscious effort should therefore be made in order to overcome this. Furthermore, 

Bardzell and Bardzell (2011) clearly outline the differences between “Gender and Computing” as a field of 

research, and “Feminist HCI methodologies” as the application of feminist methodologies to the field of HCI. 

This important distinction must be considered throughout this reflective paper, as although the field of this 

researcher is Gender and CS, and within this HCI, the aim of this reflection is to understand and explore 

Feminist CA in context. Therefore, when Feminist Methodologies are applied to CA, work by Stokoe and 

Weatherall outlines how an understanding of gender, and the way in which boys and girls are taught to speak, 

leads onto how men and women do speak. This understanding is paramount when carrying out any 

observation, recording, and analysis of conversation (Stokoe & Weatherall, 2002). Throughout their work, 

they pose that many classic CA traits are not immune to being affected by gender (Stokoe & Weatherall, 

2002).  Furthermore, the researchers make comment to the widely argued discussion that “gender difference 

research is counterproductive for feminism because it reifies the gender dualism and perpetuates 

stereotypes”. However, they also state that although gender is something they “have” and not something they 

“do” (Stokoe & Weatherall, 2002), it is important to consider the affect that this, and any other trait a person 

has, will have on conversation that takes place. This includes not only how words are spoken, but how it they 

are received. What shall be discussed in Section 3 of this paper, is the impact this may have on the field of 

CS, when conversation takes place.  
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3. REFLECTION 

Applying a Thematic Analysis to discourse, with the understanding of the principles of Feminist 

Conversation Analysis, could be argued to be a vital part of understanding any process with Computer 

Science. Conversation is seemingly one of the main ways in which decisions are made and interactions take 

place, even if these are done digitally (Brooke, 2021).  Although efforts are continuously made to implore the 

significance and importance of interdisciplinary research, there seem to be only a few areas of CS where the 

intersection of gender, language and CS have begun to be uncovered (Ashcroft, 2020). The importance of 

this cannot be understated; only by looking for existing areas of research, their suggested methodologies, and 

applying these to CS, can we uncover if there are any issues caused by gender, and only then action be taken, 

to overcome these issues.  

Traits of conversation, such as turn-taking and overlap, consistently referenced throughout a range of CA 

literature, must be analysed in industry practices within CS, and other fields within CS (e.g. CS Education), 

to uncover their significance. Failing to do so would be a waste of an opportunity provided by the field of 

linguistics.  

4. FURTHER RESEARCH REQUIRED AND CONCLUSION 

If all members of the CS community are not only recruited into the sector without bias, but then listened to 

and respected within the community, the advantages of this cannot only be seen in the bottom line of an 

organization  (Hunt, et al., 2018), but lead to higher employee retention (Holtzblatt & Marsden, 2018), an 

increased sense of belonging  (Widdicks, et al., 2021), and the creation of services which contain fewer 

amounts of bias, and therefore advantage the customers more significantly (Criado Perez, 2019). Therefore, 

further research in this area is essential to uncover any potential changes which should be implemented in the 

sector to ensure that when women, or any under-represented group for that matter, are in the room, they are 

heard, listened to, and their views are given the same heed as any other.  
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ABSTRACT 

Electronic health records show potential gains both in economic and health terms, especially when such records are as 

complete as possible, and patient centred. Its use can be enhanced when integrated into an app, easily accessible and used 

by patients. However, both patient centred electronic records and health apps are not yet widely used by patients, nor 

integrated into health systems. The question we propose to discuss is whether health app developers' business models have 

the right incentives for patients to add to these apps, feeding them with data; or whether patients should be treated as data 

providers and be remunerated for it. 

KEYWORDS 

Health Apps, Electronic Health Records, Multi-Sided Markets 

1. INTRODUCTION 

We have good news and bad news about the future of health systems and their ability to offer adequate health 

care. The bad news is that demand for health services is increasing rapidly, mainly due to an ageing population; 

the good news is that technological innovation has presented more and better solutions to improve these same 

health systems. As a good example, we have information technology tools that can help solve many problems 

of organization, interoperability, and rapid responses of health services.  

However, we observe a slow adoption of the tools available and a cluster of problems that could be 

mitigated if these tools were used massively. 

With this reflection paper, we propose to discuss how the incorrect definition of business models, adopted 

for the electronic personal health records (through an app), is being a barrier on their dissemination. To this 

end, we begin by presenting a review of the obstacles to patient adherence to it; then, review the main concepts 

associated with multi-sided markets; and finally, we propose a new approach for patient reward when using a 

health app. 

2. OBSTACLES TO PATIENT ADHERENCE TO ELECTRONIC 

PERSONAL HEALTH RECORDS  

Electronic personal health records (EPHR) are widely used by health providers and public health services. 

However, patient’s participation and involvement remain limited. In most cases, records are fed and used by 

health professionals. However, mainly, the objective was for these records to be patient-centred, encompassing 

both information produced in the context of health care delivery or information produced by the patient, and 

accompanying the patient both throughout life and in the different health services.  

The increasingly widespread use of all types of apps opens the possibility of using this kind of platform for 

patients to control their EPHR. However, the adoption and use of health apps has also faced several obstacles. 

Therefore, it is important to account for the factors that explain the adherence or resistance to EPHR (usable 

through an app). The literature presents factors related to the technology, the characteristics of patients or the 

characteristics of the health system or health services. 
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Lui et al. (2013) showed that the physician-patient relationship and perceived usefulness for patients had 

significant effects on their behavioural intentions to use Internet-based personal health record systems. Also, 

they showed that the perceived ease of use affected the patients' behavioural intentions indirectly, through the 

perceived usefulness. For mobile health (m-health) perceived usefulness, perceived ease of use, perceived 

reliability, and perceived security and privacy are identified as variables that can influence the attitude towards 

adopting the technology (Shareef et al., 2014).  

The involvement of physicians helps to overcome the resistance to share information. In fact, odds of 

providing consent are significantly higher for the patients whom a primary care physician has been involved 

in their medical care, and, as the number of different physicians involved in the care of the patient increases, 

the odd of providing consent slightly increases (Yaraghi et al., 2015).  

Along with the characteristics of technology, patient’s characteristics can also influence the persistent use 

of this same technology. Woods et al. (2017), studying patients who recently completed identity proofing to 

use the Veterans Affairs patient portal, concluded that portal usage was associated with digital inclusion, access 

to broadband Internet and digital skills. Tavares and Oliveira (2016) tested an information technology 

acceptance model for electronic health records portals. They concluded that habit is the only factor that 

significantly explains both intention and use.  

Esmaeilzadeh and Sambasivan (2017) reviewed literature on patient’s support for health information 

exchange, essential to guarantee the success of apps for EPHR. They summarize the main explicative factors 

as: perceived pros and cons; the type of health information to be shared and identity of recipients; patient 

characteristics, patient participation level and preferences regarding consent and features. Similar factors were 

presented on what influences patients to engage and interact with their clinical data online (Crameri et al., 

2020). Demographic characteristics, patient’s perceptions and patient’s empowerment are key areas to 

understand patient’s engagement and interaction with their clinical data online. However, the authors alleged 

that patient’s participation on EPHR is still low and the reasons to explain that remain unknown. 

The analysis of patients' adherence factors to technology usually starts from the premise that the use of 

EPHR is positive for health outcomes and the patient has an advantage in the use of this technology and in 

sharing health information. However, one of the main factors shown is the patient’s perception on the 

usefulness, reliability and/or safety of the tools used. Therefore, the gain (if it exists) is not certain for the 

patients. Therefore, if persistent use of EPHR involves time-consuming data entry and risk of sharing sensitive 

data, the benefits must clearly overcome the costs. The hypothesis of paying for patient’s use of the records 

had not been subject of analysis.  

3. MULTI-SIDED MARKETS IN E-HEALTH 

The transformation in healthcare services may take place by using e-health models which have the potential 

for enabling better access to healthcare services while generating efficiency gains, revenue increases,  

cost-savings, and increased service quality in healthcare (Mettler and Eurich, 2012). 

E-health models present characteristics of two-sided markets or, more generically, multi-sided markets 

(Kuziemsky and Vimarlund, 2018). In multi-sided markets a platform facilitates the interaction between two 

or more groups of participants who need each other to generate value from the interaction (Schmalensee and 

Evans, 2007). Therefore, value creation for one participant depends on the presence of other participants, on 

one hand, and, on the other hand, the value created is higher the greater the number of users in the platform. 

Moreover, the theory on multi-sided markets focuses on the fact that participants do not internalize the welfare 

impact of their platform use on other participants (Rochet and Tirole, 2006). Platform participation thus 

generates strong externalities for its members. 

These network effects and network externalities are essential for the sustainability of this market structure 

and for healthcare markets based on platforms. Hence, participants’ adhesion is vital for the success of e-health 

business models. As stated by Jia et al. (2019: 6) “the more users a network has, the more valuable that network 

will be to each user”. Economic value is created by the interactions or transactions between users, measured 

by the platform. 
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Besides network effects and network externalities, another key feature in multi-sided markets is the price 

structure. In effect, in multi-sided e-health markets the price structure is crucial for participation and influences 

interactions between platform participants (Vimarlund and Mettler, 2017). The price structure refers to the 

decomposition or total price level allocation between the buyer and the seller.  

Like the price level, the price structure also influences profits and economic efficiency (Rochet and Tirole, 

2006). Moreover, economic efficiency may be improved by charging more to one side of the market and less 

to the other side, that is, if the platform can cross-subsidize between different groups of users that take part in 

the transaction (Rochet and Tirole, 2003). 

Overall, in markets characterized by strong network effects, like multi-sided markets, users’ adherence and 

participation is vital for value creation and value capture (Song et al., 2018). E-health platforms should be able 

to attract different groups of users to be successful and that is why platforms devote particular attention to its 

business model. 

4. THE INCENTIVE MODEL FOR HEALTH DATA PROVIDERS  

In most e-health models, personal health information or EPHR are the foundation for the provision of these 

healthcare services. As a subsegment of e-health, m-health platforms collect health data and can share this 

information among healthcare providers, researchers, and patients, among others. But we are often dealing 

with multiple platforms (publicly or privately owned) from different healthcare providers which poses major 

concerns about the compatibility and the interoperability of these platforms. Moreover, literature shows that 

health care providers do not have an incentive to implement interoperable EPHR’ systems (Ozdemir et al., 

2009; Stephanie and Sharma, 2018).  

And this is where the patient can play a central role. If we move the ownership of patient electronic health 

records to the patient - to whom the information ultimately belongs to – via cloud data sharing systems, the 

patient will become responsible for gathering, organizing, and sharing his/her personal health information on 

a platform. By doing so, we would obtain a patient centred system with integrated personal health records 

(Parente, 2021). 

Patient centred m-health platforms can collect and combine information on patients’ health but also on 

lifestyle and/or well-being. This information could be relevant not only to healthcare service providers to assess 

patient’s risk and monitorization of medical treatment, but this information could also be important to explore 

how the patient-specific risk map can be used to evaluate health costs throughout the patient’s life. The latter 

can be of importance for insurance companies (for insurance cots estimation), for the pharmaceutical industry, 

for researchers, for public policy planners and for advertisers (nutrition, well-being, etc.). For instance, for 

pharmaceutical companies, patient health records combined with big data analytics can provide valuable 

information about how medicines perform in the real world, and it can be a step forward from traditional and 

expensive clinical trials. 

We need to have in mind that these are sensitive data, that belong to the patient. The ultimate decision on 

providing and sharing personal health records should be of the patient. In addition, issues such as trust, security 

and transparency of m-health platforms are vital. 

The success of m-health platforms relies heavily on the quantity and quality of the data supplied by 

healthcare services but, mainly, by patients who own it. In patient centred platforms, patient participation is 

crucial for success and incentives are key to participation and engagement (Philipson, 2001). Thus, it is 

essential to define the proper economic incentives for patients to gather, organize and share personal health 

information. 

With this in mind, and since personal health information belongs to the patient, it should be up to the patient 

to use it, make it available or sell it to whoever he/she chooses to. Health data is valuable for firms and 

researchers. If gains are generated from its use, the owner of the data should get his/her share of those gains. 

Therefore, to overcome the obstacles of patients’ adherence to health apps mentioned in section 2, we 

propose a business model where patients (data owners/providers) are paid for their personal health data 

whenever the data is used by firms or researchers. Patients could be paid through direct payments  

(e.g., pharmaceutical companies), rewards (e.g., reduced insurance premium from insurance companies) or  

in-app rewards (e.g., vouchers, access to certain services). A patient centred platform with a business model 

that offers this type of incentives for data owners/providers would allow for a sustainable e-health ecosystem. 

International Conferences ICT, Society, and Human Beings 2022; 
Web Based Communities and Social Media 2022; 

and e-Health 2022

287



5. CONCLUSION 

The discussion of this article is a starting point for a new approach to business models for EPHR apps. We try 

to show that the obstacles to patients' adherence to these apps could be overcome with the appropriate business 

model. In multi-sided markets the correct sharing of earnings is essential for the adding of all parties and, in 

this case, this sharing must include patients, as these provide an essential element to the network: data. 
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