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**ОБЪЯСНИМОСТЬ КАК ОСНОВНОЕ ЮРИДИЧЕСКОЕ СВОЙСТВО ИСКУССТВЕННОГО ИНТЕЛЛЕКТА**

**Аннотация:** Активное развитие ИИ-технологий позволяет автоматизировать процессы во многих сферах деятельности, повышая производительность и общее качество жизни. Однако, высокая автономность интеллектуальных алгоритмов, обеспечиваемая высокой сложностью архитектуры и производимых вычислений, неизбежно приводит к возникновению проблемы объяснимости действий и решений такого ИИ (проблема «чёрного ящика»). Низкая интерпретируемость интеллектуальной системы существенно усложняет применение традиционных правовых институтов и механизмов, обеспечивающих права человека, среди которых: деликтная ответственность, получение согласия на обработку персональных данных и медицинское вмешательство. Анализ применимого международного регулирования и национального законодательства позволяет рассматривать объяснимость как одно из ключевых юридических свойств систем искусственного интеллекта.
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**EXPLAINABILITY AS A FUNDAMENTAL LEGAL FEATURE OF ARTIFICIAL INTELLIGENCE**

**Abstract:** The rapid development of AI technologies leads to the automation of processes in many fields of life, increasing productivity and overall quality of life. However, the high autonomy of intelligent algorithms, ensured by the high complexity of the architecture and the calculations produced, inevitably leads to the problem of explainability of acts and decisions of such AI (the "black box" problem). The low interpretability of the intellectual system significantly challenges the application of traditional legal instruments and procedures ensuring human rights, among them: tort liability, consent to personal data processing and medical interventions. The analysis of applicable international regulation and national legislation suggests explainability as one of the key legal features of artificial intelligence systems.
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Искусственный интеллект (далее – ИИ), выступая во главе четвёртой промышленной революции [5] и являясь сквозной технологией, лежащей в основе цифровой экономики [20], способен позитивно повлиять практически на все сферы жизни общества, особенно – экономику за счёт высокой производительности и возможности автоматизации рутинных процессов. Однако, распространение ИИ также порождает трудноразрешимые проблемы социально-экономического, этического и юридического характера.

Обращаясь к существующему регулированию ИИ-технологии, отметим отсутствие какой-либо целостной нормативно-правовой базы, закрепляющей правовой режим искусственного интеллекта. При этом, до настоящего момента отсутствует единый подход по ряду принципиальных вопросов, которые касаются дефиниции ИИ, правового режима результатов его деятельности, а также ответственности за вред, причинённый действиями интеллектуальных систем.

Одним из основных свойств ИИ-алгоритмов, которые затрудняют решение обозначенных проблем, является его низкая интерпретируемость и необъяснимость принимаемых системой решений, вызванная сложностью архитектуры и принципов действия искусственного интеллекта. Как отмечается некоторыми исследователями, иногда даже сами разработчики затрудняются понять, каким образом системой был получен результат [15]. Оператор ИИ-алгоритма способен лишь загружать входные данные и задать ограниченные параметры – остальное заранее запрограммировано разработчиками [3]. В научной литературе данный вопрос получил название проблемы «черного ящика» [14], а также нашёл отражение на федеральном уровне – в Концепции развития регулирования отношений в сфере технологий искусственного интеллекта и робототехники до 2024 год, утв. Распоряжением Правительства РФ от 19.08.2020 № 2129-р.

Осложняющим фактором является наличие обратной зависимости между объяснимостью ИИ-системы и её эффективностью, что приводит нас вопросу о надлежащей оценке ценностей, особенно, если на кону стоит здоровье и жизнь человека. Так, предварительное изготовление разработчиками подробной «карты решений», к которым может прийти алгоритм, не применимо к ИИ-технологиям, которые способны самостоятельно, бесконтрольно обучаться и выстраивать собственные логические цепочки и выявлять закономерности [15]. Представленный способ решения проблемы интерпретируемости наиболее уместен для т.н. экспертных систем, которые являлись технологическими предшественниками искусственного интеллекта и функционировали исключительно в рамках чётко очерченного набора «сценариев» с заранее определёнными причинно-следственными цепочками (метод «древа решений»): примерами таких систем являются программы «DXplain» [10] и «MYCIN» [9].

Вместе с тем, системы, разработанные на основании указанного метода принятия решений, отличаются низкой точностью полученных результатов в сравнении с методами машинного обучения или глубокими нейронными сетями [19]. В связи с чем, нормативно закреплённое требование о необходимости разработки ИИ-систем исключительно на архитектуре «древа решений» (примат объяснимости над остальными факторами) также не является способом решения проблемы, поскольку это существенно снизит эффективность применения технических решений и может в целом привести к технологической рецессии.

Прямым следствием указанной проблемы является непредсказуемость действий ИИ, вследствие чего существенно затрудняется контроль качества работы систем и создаётся риск принятия решений, нарушающих права человека. Кроме того, возникают трудности в вопросе привлечения к ответственности за причинённый ИИ-алгоритмом вред (сложности в установлении причинно-следственной связи), а также при получении информированного согласия на обработку персональных данных или согласия на медицинское вмешательство.

Необъяснимость ИИ также снижает уровень доверия к технологии и возможностям её применения [2] (к примеру, врач способен объяснить свои действия и решения, а также несёт за них юридическую, моральную и профессиональную ответственность [13]), что способно привести к стагнации разработок в ИИ-сфере [24]. Наконец, отмечается такое следствие проблемы «чёрного ящика», как предвзятость результатов, которая вытекает из возможности алгоритмов на основе анализа больших данных находить невидимые человеку взаимосвязи [1]. Некоторые авторы отмечают, что ИИ может быть необъективен в связи с установлением причинно-следственной взаимосвязи между двумя абсолютно не связанными между собой факторами, основываясь исключительно на статистическом анализе явлений [13].

В совокупности, данные обстоятельства свидетельствуют об особом «статусе» объяснимости среди остальных свойств искусственного интеллекта, среди которых: автономность, обучаемость и др. [11]. В связи с чем, в настоящее время всё больший интерес вызывает такое направление исследований, как разработка моделей т.н. «объяснительного интеллекта» [19].

Отметим также, что практически в каждом нормативно-правовом акте национального или международного уровня, посвящённом ИИ-проблематике, мы можем обнаружить положения, посвящённые обеспечению объяснимости ИИ, в частности, через реализацию соответствующего принципа прозрачности и/или объяснимости.

Так, в Рекомендации ЮНЭСКО об этических аспектах ИИ [23] обеспечение прозрачности рассматривается в качестве неотъемлемого условия эффективной реализации механизма ответственности (п. 37). Отмечается, что принцип прозрачности должен быть реализован вместе с принципом объяснимости, который направлен на обеспечение понятности и представление разъяснений в отношении полученных с помощью ИИ-систем результатов, включая доступность для понимания поведения алгоритма, в том числе, исходных данных и их влияния на результат (п. 40). Аналогичным образом принципы прозрачности и объяснимости закреплены в п. 1.3 и пп. «b» п. 1.4 Рекомендации Совета ОЭСР по искусственному интеллекту, принятые 22.05.2019 г. [8] Таким образом, необходимость имплементации данных принципов в регулирование ИИ-отношений закреплена на международном уровне, что свидетельствует об их ключевом для отрасли значении.

Кроме того, в Регламенте Европейского союза «Об унифицированных правилах регулирования искусственного интеллекта и внесении изменений в некоторые законодательные акты Союза» [7], направленного на установление общего правового режима ИИ-технологий, мы можем обнаружить положения о стандартизации требований по обеспечению прозрачности и доступности сведений об ИИ-системе.

Объяснимость и корреспондирующий ей принцип прозрачности имеют ключевое значение для обеспечения конфиденциальности персональных данных. Непосредственным образом закрепляет принцип прозрачности только Регламент № 2016/679 Европейского союза «О защите физических лиц при обработке персональных данных <…> (Общий Регламент о защите персональных данных)» [6], однако, практически всеми региональными и внутригосударственными актами предусмотрен механизм получения информированного согласия на обработку персональных данных, который является «сердцевиной» обозначенного принципа, в частности, Конвенцией Совета Европы о защите частных лиц в отношении автоматизированной обработки данных личного характера 1981 г., ETS № 108 [17] (ратифицирована Россией 15.05.2013) и ст. 9 Федерального закона РФ «О персональных данных» от 27.07.2006 № 152-ФЗ [21].

Наиболее подробно принцип прозрачности раскрыт в упомянутом Регламенте ЕС № 2016/679. Суть принципа состоит в предоставлении субъекту данных как перед обработкой, так в процессе, причём, перечень таких сведений заранее определён. Помимо стандартной информации о целях обработки, категории обрабатываемых данных и т.д., субъекту данных также должны быть предоставлены сведения о наличии автоматизированного процесса принятия решений, включая достоверные сведения о соответствующей логической схеме алгоритма (пп. «f» п. 2 ст. 13 Регламента). Как отмечается европейским регулятором, такие сведения должны в отчетливо видимой, понятной и разборчивой форме дать субъекту общее представление о предполагаемой обработке.

В части охраны здоровья, механизм получения информированного согласия пациента на медицинское вмешательство с использованием ИИ-технологий позволяет принять взвешенное и осознанное решение: пациент должен понимать, каким образом будет осуществлено вмешательство, поскольку от этого зависит его здоровье и жизнь [15]. Необходимость получения информированного согласия является общепризнанным условием для осуществления медицинского вмешательства (см., к примеру, ст. 20 Федеральный закон от 21.11.2011 № 323-ФЗ «Об основах охраны здоровья граждан в Российской Федерации» [22], ст. 5 Конвенции Совета Европы о защите прав и достоинства человека в связи с применением достижений биологии и медицины 1997 г. [16] и ст. 6 Всеобщей декларации ЮНЕСКО о биоэтике и правах человека 2005 г. [12]).

Вместе с тем, указанные акты не раскрывают механизм получения такого информированного согласия, в связи с чем, остаются нерешёнными проблемы, вызванные низкой интерпретируемостью интеллектуальных систем и следующей из этого сложностью в предоставлении адекватной, полной информации в доступной форме о предстоящем вмешательстве. Вновь обозначим, что решение данной проблемы выходит за рамки работы, и ключевое значение в контексте рассматриваемой проблематики имеет тот факт, что получение любой информации об алгоритме для получения согласия на вмешательство непосредственным образом взаимосвязано с интерпретируемостью соответствующего ИИ.

Анализ существующих доктринальных позиций и относимого регулирования (как национального, так и международного) позволяет нам рассматривать объяснимость в качестве основного элемента правового режима интеллектуальных технологий, а корреспондирующий принцип прозрачности – одним из ключевых принципов ИИ-отрасли в целом.

Вместе с тем, законодателю и международному регулятору ещё предстоит разработать комплекс мер по разрешению проблемы «черного ящика», направленных на обеспечение доступности информационных процессов, обрабатываемых ИИ-системами, а также определения формы и объёма предоставления сведений заинтересованным лицам, что в свете обозначенных выводов должно иметь первостепенное значение.
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