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Abstract: This article reviews and advances existing relevant literature concerning 

online data privacy. Using data from Adobe/Edelman Berland, Econsultancy 

/Demographics and Technology Adoption report, Flash Eurobarometer, HubSpot, 

MarketingCharts, Pew Research Center, Spiceworks, Statista, Talend, and 

TrustArc, we performed analyses and made estimates regarding actions 

organizations aim to take to lay the groundwork for the General Data Protection 

Regulation (GDPR), the proportion of executives whose corporations have taken 

diverse decisions in preparation for GDPR, enhancements required in 

organizations in the wake of GDPR compliance, customer positions to online data 

harvesting routines, the link between customer trustworthiness and retail data 

infringements, the percentage of grown-ups who indicate varying degrees of trust 

that the records of their operations preserved by various companies will still be 

private and secure, and the degree of accountability for protecting a person’s 

online privacy. Empirical and secondary data are used to support the claim that 

the difficult tasks for persons to have relevant management over personal data are 
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reflected in the GDPR that is a significantly intricate piece of law taking into 

account risk-based assessment and analysis by the data controller. To a certain 

extent, data subjects may be conferred a right to be notified about the presence of 

automated decision-making and system performance. 
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Introduction 

 

Data is the piece of change that currently bolsters the digital economy. As 

a consequence of the Cambridge Analytica and Facebook mismanagement outrage, 

the notion of data monetization is justifiably under considerable examination. As 

the new epoch of data privacy is advancing, from the lately carried out EU General 

Data Protection Regulation (GDPR) to swiftly increasing realization of the manner 

personal data is collected and extracted, organizations should no longer embrace a 

casual position to customer data (Datoo, 2018). GDPR establishes further 

protections for data subjects (Balica, 2017a; Campbell, Ross, and Thomson, 2017; 

Machan, 2016; Olssen, 2017; Pol and Reveley, 2017) and coherence concerning 

privacy law throughout the EU. GDPR is an intricate piece of law taking into 

account risk-based assessment and analysis by the data controller (Negrouk and 

Lacombe, 2018).  

 

1. Literature Review 

 

The recent data protection stipulations implemented by the GDPR have 

affected seriously businesses activating within and outside the EU area. As it is not 

a directive, but a regulation, it has shortly become an enact able law in all Member 

States, being instrumental in the compliance of present data protection laws 

throughout the EU, improving simultaneously both data protection rights (Balica, 

2017b; De Gregorio Hurtado, 2017; Machan, 2017a; Orlova, 2017; Popescu, 

Comănescu, and Manole, 2017) and business chances (Borbone, 2016; Enderstein, 

2017; Machan, 2017b; Petcu, 2017; Popescu Ljungholm, 2016a) in the digital 

single market. Because right now a massive quantity of persons’ data is gathered 

for the purpose of personalizing customer experience, the GDPR required users to 

comply to all and each individual piece of their detailed information as soon as 

their personal data are harvested. The rights to confidentiality, to data protection, to 

autonomy of expression (Bratu, 2016a; Georgiou and Rocco, 2017; Mihăilă, 2016; 

Peters, 2016a; Popescu Ljungholm, 2016b), and to be notified need to be 

harmonized in the online realm under the GDPR government that includes a huge 

amount of stipulations that allow national clarifications and procedures determined 
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by the culture, commitment and first concerns of the regulatory authorities 

(Politou, Alepis, and Patsakis, 2018). 

 

2. Research methodology 

 

Using data from Adobe/Edelman Berland, Econsultancy/Demographics 

and Technology Adoption report, Flash Eurobarometer, HubSpot, 

MarketingCharts, Pew Research Center, Spiceworks, Statista, Talend, and 

TrustArc, we performed analyses and made estimates regarding actions 

organizations aim to take to lay the groundwork for GDPR, the proportion of 

executives whose corporations have taken diverse decisions in preparation for 

GDPR, enhancements required in organizations in the wake of GDPR compliance, 

customer positions to online data harvesting routines, the link between customer 

trustworthiness and retail data infringements, the percentage of grown-ups who 

indicate varying degrees of trust that the records of their operations preserved by 

various companies will still be private and secure, and the degree of accountability 

for protecting a person’s online privacy. Empirical and secondary data are used to 

support the claim that the difficult tasks for persons to have relevant management 

over personal data are reflected in the GDPR. 

 

3. Results and discussion 

 

The right to explanation is intricate and constitute a non-trivial technical 

difficult task to mobilize the entire capacity of machine learning or artificial 

intelligence systems while performing with coherence intelligible to human beings: 

it should be construed purposefully, compliantly, and should at least facilitate a 

data subject to carry out his/her rights bound by the GDPR and human rights law 

(Selbst and Powles, 2017). The vagueness of the right (Bratu, 2016b; Harris and 

Estevez, 2017; Nagel, 2016; Peters, 2016b; Popescu Ljungholm, 2017a) not to be 

liable to automated decision-making, together with the ambiguities and 

vulnerabilities it generates, indicates that the GDPR is deficient in accurate 

language and unequivocal and clear rights and safety nets, and thus might become 

ineffective. Both the right of access (Ahmed, 2016; Bratu, 2017; Hopkins Burke, 

2017; Nordberg, 2017; Peters and Besley, 2016; Popescu Ljungholm, 2017b) and a 

subsequent right to explanation may experience important constraints as a result of 

the sensitivity of confidential information in trade and intellectual property rights. 

Clarifications presented under the right of access are typically circumscribed to 

system performance and considerably restricted to secure data controller interests. 

Unambiguous and liable automated decision-making has not yet been protected by 

the GDPR, together with a right to explanation of particular decisions available too. 

To a certain extent, data subjects may be conferred a right to be notified about the 

presence of automated decision-making and system performance (Wachter, 

Mittelstadt, and Floridi, 2017).  
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To lay the groundwork for GDPR, organizations mainly aim to document 

processes to prove compliance, train employees, conduct data audit, change data 

management policies, work with third-party consultants, ensure third-party vendors 

are GDPR-compliant, and allocate IT budget – and less to hire more IT staff, 

implement new hardware/software, move data to the cloud, reallocate IT staff 

resources, and move data on-premises. (Figure 1)  

 
Figure 1. Actions organizations aim to take to lay the groundwork for GDPR 

 

 
 

(Sources: Spiceworks. DPL/AM survey among 2,600 companies 

conducted November 2017) 

 

Executives have decided to update contracts and data protection policies, 

liaised with vendors who process personal data to update contracts, 

implemented/optimized IT security, reviewed and changed products, brainstormed 

new marketing strategies, educated customers on GDPR and how they will comply, 

and changed the way they sell/market products. (Figure 2)  
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Figure 2. Proportion of executives whose corporations have taken  

the following decisions in preparation for GDPR 

 

 
(Sources: HubSpot; Statista; AR/CRLSJ survey among 2,700 individuals  

conducted May 2017) 

 

Customers have chiefly indicated that they are not quite confident that the 

records of their operations preserved by various companies will still be private and 

secure, i.e. credit card companies, government agencies, landline telephone 

companies, cellular telephone companies, email providers, cable TV companies, 

companies or retailers they do business with, search engine providers, online video 

sites, social media sites, and online advertisers who place ads on websites.  

(Figure 3)  
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Figure 3. Will the records of your operations preserved  

by various companies still be private and secure? 

 
 

(Sources: Pew Research Center. AR/CRLSJ survey among 3,800 individuals conducted 

June 2017. Note: Refused responses are not shown) 

 

Organizations typically somewhat agree that GDPR will accelerate the 

cleaning of their data and lead to higher data quality, will lead to better decisions in 

business units and controlling because of more reliable data, makes the 

organization’s data rapidly actionable and valuable, will provide better customer 

knowledge and marketing, and will accelerate the development of new products 

and services. (Figure 4)  

 
Figure 4. Enhancements required in organizations in the wake of GDPR compliance 

 

 
(Sources: Talend. DPL/AM survey among 2,600 companies conducted November 2017) 
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Website owners/publishers, social networks, individuals themselves, search 

engines, online advertisers, governments/regulation, and independent privacy 

organizations are somewhat wholly responsible for protecting a person’s online 

privacy. (Figure 5)  

 
Figure 5. Degree of accountability for protecting a person’s online privacy 

A lot/Wholly 

 
(Sources: Econsultancy/Demographics and Technology Adoption report & TrustArc; 

AR/CRLSJ survey among 2,800 individuals conducted September 2017) 

Note: Totals do not add up to 100% due to rounding. 

 

EU citizens are generally concerned that organizations holding data about 

them may occasionally employ it for a distinct objective than the one it was 

gathered for without notifying them. (Figure 6)  
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Figure 6. How distressed are you concerning an improper utilization  

of your data by various organizations? 

(Sources: Flash Eurobarometer; AR/CRLSJ survey among 3,500 individuals conducted 

October 2017) 

 

Personal information goes too far from customization to breach of privacy 

when the information is collected without the individuals knowing it, when the 

information is shared with third parties, when individuals have to enter their social 

security numbers, when ads follow them around from one website to another, when 

a website knows their geographical location, when individuals are asked about their 

personal preferences beyond the product they are considering buying, when a 

website recognizes them, and when a website reminds them of past purchases. 

(Figure 7)   

 
Figure 7. Online data harvesting routines go too far  

from customization to breach of privacy 

 
(Sources: Adobe/Edelman Berland; MarketingCharts; AR/CRLSJ survey among 

4,400 individuals conducted May 2017) 
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4. Conclusions 

 

The difficult tasks for persons to have relevant management over personal 

data are reflected in the GDPR. New coherent criteria with reference to informed 

consent, alert services, privacy purposefully and in the absence of an alternative 

(Bratu, 2016a; Georgiou and Rocco, 2017; Mihăilă, 2016; Peters, 2016a; Popescu 

Ljungholm, 2016b), data protection impact evaluation, algorithmic 

unambiguousness, automated decision-making, and heuristic techniques have been 

applied throughout Europe. New instructions on Internet of Things (IoT) suppliers 

and data controllers to secure consumer privacy have been destabilized by the 

propensity of IoT devices and services to gather, distribute, and deposit sizable and 

diverse kinds of personal data, to function smoothly and surreptitiously, and to 

customize functions related to prior behavior. Permanent storage and endless re-

considering of gathered data have directly disregarded the GDPR’s guiding 

standards. To notify about the possible risks of data accumulation (Ahmed, 2016; 

Bratu, 2017; Hopkins Burke, 2017; Nordberg, 2017; Peters and Besley, 2016; 

Popescu Ljungholm, 2017b), the GDPR has set up superior criteria in respect of 

informed consent and alert services. With the intention of curtailing the privacy 

consequence of the frictions between data protection regulation and detection in the 

IoT, the GDPR criteria imperatively necessitate additional stipulation and carrying 

out into the pattern and utilization of IoT technologies (Wachter, 2018). 
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