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A B S T R A C T 

Open clusters are relatively young and numerous. These systems are distributed throughout the Galactic disc and provide insights 
on the chemistry of the Milky Way. In this study, we provide a near-infrared spectroscopic analysis of four stars of the young 

open cluster NGC 2345. Our infrared data present a resolving power of R ≈ 45 000, co v ering the H - and K -bands (1.5–2.5 μm), 
and high-signal-to-noise ratio, which are gathered with the Immersion Grating Infrared Spectrograph (IGRINS) at the Gemini 
Observatory. From atmospheric parameters previously derived via optical spectroscopy, we obtain abundances for C ( 12 C 

16 O), 
N ( 12 C 

14 N), O ( 16 OH), F (H 

19 F), Na, Mg, Al, Si, P, S, K, Ca, Sc, Ti, Cr, Fe, Ni, Ce, Nd, and Yb. Additionally, the 12 C/ 13 C 

( 13 C 

16 O), 16 O/ 17 O ( 12 C 

17 O), and 

16 O/ 18 O ( 12 C 

18 O) isotopic ratios are obtained. We compare the infrared results with a previous 
work based on optical spectral analysis, but chemical species such as F, S, P, K, and Yb are determined for the first time in 

stars of NGC 2345. We also confirm a low metallicity ([Fe/H] = −0.32 ± 0.04) and slight enrichment in s -process elements, as 
already noticed in works available in the literature, but we do not find any enrichment in F. Our results demonstrate excellent 
agreement between our measured isotopic ratios 12 C/ 13 C and 

16 C/ 17 O and models of stellar nucleosynthesis, while we find that 
the abundance of 18 O is o v erestimated in comparison to our measurements. Finally, we assess our findings in comparison to the 
chemical patterns observed in open clusters, classified by both their age and Galactocentric distances, and highlight the need for 
a more comprehensive sample of young clusters within the 9–11 kpc range for a proper comparison. 

Key words: techniques: spectroscopic – stars: abundances – stars: fundamental parameters – (Galaxy:) open clusters and asso- 
ciations: individual: NGC 2345. 
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 I N T RO D U C T I O N  

pen clusters are groups of stars gravitationally bound and located at 
he same distance, with similar age and initial chemical composition. 
hese clusters are valuable tracers of the Galactic chemical properties 
ecause they are distributed throughout the disc. Many authors refer 
o them as ‘laboratories’ for studies in the scope of Galactic chemical
volution and stellar evolution (e.g. Friel 1995 ; Lada & Lada 2003 ;
etopil et al. 2016 ; Krumholz, McKee & Bland-Hawthorn 2019 ). 
Spectroscopy technique applied to high-quality data, i.e. high- 

esolution optical (OP) spectra, can provide impressive abundance re- 
ults for a large variety of chemical species, and their applications are
ide; studies on stellar populations, chemical history of the Galaxy, 

nd nuances of stellar evolution, including chemically peculiar stars, 
re some examples (e.g. Pereira et al. 2019 ; Holanda, Drake & Pereira
020a , b ). Ho we ver, by combining spectroscopic data in different
omains such as OP and near-infrared (NIR), analytical challenges 
an be faced; furthermore, chemical abundance for the same element 
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an be derived from different spectral regions, and better constraints 
n stellar parameters can be found as well. In other words, NIR
pectral investigation can provide reliable abundances for chemical 
lements with some methodical difficulties in the OP spectra window; 
or instance, contamination of the [O I ] line by telluric lines, an
mportant line (traditionally) used to determine oxygen abundance 
e.g. Af s ¸ar et al. 2016 , 2018 ; B ̈ocek Topcu et al. 2019 , 2020 ). 

NIR spectra of (super) red giants offer a wealth of information.
heir spectra contain strong absorption features and molecular bands, 
uch as CO, that are highly sensitive to the star’s atmospheric condi-
ions. Consequently, we can determine stellar ef fecti ve temperature 
nd surface gravity, as demonstrated by studies such as of Park
t al. ( 2018 ). Furthermore, the carbon and oxygen isotopic ratios
 

12 C/ 13 C, 16 C/ 17 O, and 16 C/ 18 O) derived from NIR spectra provide
nsights into stellar evolution and act as tracers of (extra) mixing
Harris, Lambert & Smith 1988 ; Tsuji 2008 ; Lebzelter et al. 2015 ;
uer c ¸o et al. 2022 ). 
The NGC 2345 cluster is well studied in the OP domain, and

here is a consistency of results regarding its ‘low’ metallicity. Four
revious studies of the stars from NGC 2345 reported a low mean
etallicity (Reddy, Lambert & Giridhar 2016 ; Alonso-Santiago et al. 
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h permits unrestricted reuse, distribution, and reproduction in any medium, 
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Table 1. Basic information of the observed stars in NGC 2345. 

Star Gaia ID RA Dec Type a V 

b K 

c H 

c Date Remarks d 

(DR2) (J2000) (J2000) (mag) (mag) (mag) yy mm dd 

#14 3 044 668 888 404 742 528 07 08 17.46 −13 11 30.49 K2 II 10.754 5.799 5.503 2021 Oct 01 Single 
#43 3 044 669 232 011 557 760 07 08 26.32 −13 11 14.44 — 10.717 6.474 6.157 2021 Oct 04 Single 
#50 3 044 666 242 714 331 008 07 08 27.01 −13 12 32.98 K2 II 10.288 5.479 6.174 2021 Oct 27 Single 
#60 3 044 665 967 836 430 976 07 08 30.37 −13 13 52.55 K3 II 10.480 6.246 5.965 2021 Oct 27 Single 

Sources: a Skiff ( 2014 ); b Zacharias et al. ( 2013 ); c Cutri et al. ( 2003 ); and d Mermilliod, Mayor & Udry ( 2008 ). 
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019 ; Holanda, Pereira & Drake 2019 ; Carrera et al. 2022 ) despite its
oung age (56 to 208 Myr; Reddy, Lambert & Giridhar 2016 ; Alonso-
antiago et al. 2019 ; Cantat-Gaudin et al. 2020 ), Galactocentric
istance (9.88 to 10.22 kpc; Alonso-Santiago et al. 2019 ; Holanda
t al. 2019 ; Cantat-Gaudin et al. 2020 ), and low Galactic latitude.
mong these studies, the work conducted by Holanda et al. ( 2019 ;

eferred to as H19) stands out. H19 employed high-resolution OP
pectra to determine atmospheric parameters, abundances for 20
hemical species, and the 12 C/ 13 C ratios for five evolved stars (#14,
34, #43, #50, and #60). It is noteworthy that one of these stars (#34)
s part of a spectroscopic binary system and exhibits a high projected
otational velocity. 

Our group conducted a series of chemical studies of stars in
pen clusters, as evidenced by previous studies (e.g. Martinez et al.
020 ; Holanda et al. 2021 , 2022 ). This paper presents new research
ocusing on the NIR domain for four stars previously analysed with
P spectra (#14, #43, #50, and #60; T able 1 ). W e re-determined a

et of abundances using NIR spectra and provided for the first time a
et of abundances for stars in NGC 2345. The paper is structured in
he following manner: We describe the observations, data analysis,
f fecti ve temperature calibrations, and abundance determinations
n Section 2 , along with the atomic and molecular data used in
bundance determinations. In Section 3 , we discuss the results and
rovide tests of equi v alent width calibrations, mixing models, and
he relations between abundance, age, and Galactocentric distances
or open clusters. We compare our results with abundances of giant
nd dwarf stars of the Galactic thin disc to better describe our sample.
inally, we summarize the results in Section 4 . 

 OBSERVATION S  A N D  ANALYSIS  

.1 Spectroscopic data 

he observations were carried out using the Immersion GRating IN-
rared Spectrometer (IGRINS; Yuk et al. 2010 ) on the 8.1 m Gemini-
outh telescope at Cerro Pach ́on, Chile, by proposal GS-2021B-Q-
01 (P.I. Nacizo Holanda) submitted to Laborat ́orio Nacional de
strof ́ısica. The IGRINS is a cross-dispersed NIR spectrograph
ith a resolving power of R ≈ 45 000 that co v ers the H - (14
00–18 000 Å) and K -bands (19 600–24 600 Å), providing broad
pectral co v erage and high spectral resolution. The targets were
bserved using an ABBA nod sequence along the slit, employing
xposure times to ensure spectra with a high signal-to-noise ratio
 S / N ≥ 150). The data reduction process involved utilizing the
GRINS pipeline package, PLP 2. 1 Within the pipeline framework, the
pectra underwent essential procedures, including telluric correction,
avelength calibration, and flat-field correction. A telluric correction
NRAS 527, 1389–1404 (2024) 

 The PLP2 has been developed by the team led by Jae-Joon Lee at Korea 
stronomy and Space Science Institute and by Soojong Pak at Kyung Hee 
ni versity (pre vious version). It is av ailable on: https:// github.com/ igrins/ plp . 

a  

e  

I  

L  

T  
as performed by observing an A0V-type standard star with a similar
irmass as the science target. The observed telluric standard star
pectrum is scaled to match the science target spectrum’s continuum
hape and then divided by it to remo v e atmospheric absorption
eatures. 

.2 Atmospheric parameters 

he atmospheric parameters – ef fecti ve temperature ( T eff ), surface
ra vity ( log g), microturb ulent velocity ( ξ t ), and metallicity ([Fe/H])
were obtained from Holanda et al. ( 2019 ), who determined these

alues using the standard spectral method (see Table 2 ). Specifically,
hey adopted a list of Fe I and Fe II lines that are sufficiently isolated to
 v oid line blending with CN bands. These parameters are consistent
ith values obtained by different authors using different line lists

nd spectral resolutions, such as Alonso-Santiago et al. ( 2019 ) and
arrera et al. ( 2022 ). 
In this work, we present ne w T eff v alues deri ved from IGRINS

pectra using three supplementary methods widely used in OP
pectra analysis: equi v alent-width (EW) calibrations, line-depth
atios (LDR), and photometric temperatures based on ( V − K )
olour. Accurate temperature estimates are crucial for obtaining
orrect physical parameters and reliable chemical abundances, as
he strengths of absorption lines can depend on the temperature
f the star’s photosphere. Therefore, we apply these additional
ethods to validate the T eff values obtained using the conventional
ethod. 

.2.1 Effective temperature calibrations 

ark et al. ( 2018 ) presented a library of IGRINS spectra composed
f 84 stars. In that work, the authors also identified atomic and
olecular lines sensitive to the T eff and log g parameters and

resented an alternative method to derive such parameters without
tellar atmospheric models. To construct an empirical set of EW
alibrations, these authors classified the sample into luminosity
lasses and spectral types (applicable to T eff ranges). Spectral
bsorption lines, such as Al I 16 720 and 21 170 Å, Na I 22 090 Å, Ti I
2 240 Å, and CO 22 930 Å can be used to obtain the temperature
nd surface gravity of stars of near-solar metallicity. We selected only
he cleanest (unblended) and most easily measurable lines studied by
ark et al. ( 2018 ) to estimate the ef fecti ve temperature (16 720, 21
70, and 22 240 Å). The results are in excellent agreement with the
f fecti ve temperature v alues obtained via standard spectral analysis
see Table 2 ). 

Additionally, the LDRs method considers the ratios of depths of
bsorption lines with different low excitation potentials to estimate
f fecti ve temperatures and is widely adopted to analyse OP spectra.
n this sense, Fukue et al. ( 2015 ) derived temperature scales from
DR calibrations for high-resolution NIR spectra for (super) giants.
hey used a set of lines in the H -band and achieved high accuracy,

https://github.com/igrins/plp
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Table 2. Atmospheric parameters and v sin i values for the sample. Alternative effective temperature values are determined via EW, 
LDR, and (V −K) colour calibrations (Alonso, Arribas & Mart ́ınez-Roger 1999 ; Fukue et al. 2015 ; Park et al. 2018 ). The estimated 
uncertainty for v sin i is ≤ 1 km s −1 . 

Star T eff log g ξ t [Fe I /H] [Fe II /H] v sin i 〈 T eff, EW 

〉 〈 T eff, LDR 〉 T eff, (V-K) 

K cm s −1 km s −1 dex dex km s −1 K K K 

#14 4150 ± 110 1.1 ± 0.1 2.36 ± 0.16 −0.33 ± 0.09 −0.34 ± 0.13 4.5 4155 ± 156 4195 ± 157 4158 ± 33 
#43 4350 ± 80 1.6 ± 0.1 2.45 ± 0.17 −0.32 ± 0.07 −0.31 ± 0.07 4.7 4472 ± 190 4405 ± 228 4674 ± 37 
#50 4000 ± 90 0.7 ± 0.2 2.31 ± 0.20 −0.37 ± 0.10 −0.37 ± 0.10 5.2 3966 ± 169 4033 ± 173 4246 ± 34 
#60 4020 ± 80 1.0 ± 0.2 2.54 ± 0.19 −0.39 ± 0.08 −0.38 ± 0.10 5.8 4246 ± 195 4339 ± 130 4684 ± 37 

Reference for T eff , log g, ξ t , [Fe I, II /H], and v sin i: Holanda et al. ( 2019 ). 
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hich is better for stars with [Fe/H] ≥ −0.3. Despite the NGC 2345
bjects present metallicity near this limit, we applied their polyno- 
ials and compared the results with the spectroscopic values. We 

onsidered three pairs of the lines to compute the mean ef fecti ve
emperature for each star, which followed the criteria for absorption 
ines of the same element or pairs composed of elements with the
ame main astrophysical site (Fe I 15194 /Fe I 15207 , Ti I 15544 /Fe I 15591 , and
i I 15603 /Fe I 16041 ). 
In addition, to derive the third set of temperature values, we used

 traditional method based on the ( V − K ) colour index, which is the
est temperature indicator for giant stars (Alonso et al. 1999 ). For
his, we considered the relationship A V / E( V − K) = 1.13 (Cox
000 , and references therein) and adopted E ( B − V ) = 0.66, which
s the average cluster reddening determined by Alonso-Santiago et al. 
 2019 ) from the likely members analysed by them. 

In Table 1 , we compiled the mean ef fecti ve temperature v alues ob-
ained using the three alternative methods. Comparing the alternative 
esults with the spectroscopic ef fecti ve temperature v alues, the EW
nd LDR calibrations show good concordance and can be an excellent 
lternative to obtain temperatures, independent of reddening and 
xtinction effects (e.g. due to a lack of information, highly obscured 
tars, and large uncertainties or significant differential reddening). 
o we ver, star #60 exhibited differences of 226 K and 319 K com-
ared to the most reliable alternative methods, EW and LDR. 
hese differences may potentially account for the discrepancies 
bserved in the analysis of chemical abundances, as discussed in 
ection 3 . 

.3 Abundance determination 

n this analysis, we have considered a set of 20 chemical species that
an be investigated with IGRINS spectral coverage. Their elemental 
bundances for the four target stars were derived exclusively by 
omparing observed and theoretical spectra (spectral synthesis). The 
ynthetic spectra were computed by the line synthesis code MOOG 

version 2013; Sneden 1973 ), which assumes the local thermody- 
amic equilibrium (LTE) conditions. The line lists used as input to 
enerate the synthetic spectra were compiled from many sources of 
he literature, as we describe below. 

For the light elements, we used rotational-vibrational transitions 
f CO molecules to derive the abundance of 12 C, and the isotopes
3 C, 17 O, and 18 O, while the OH molecule was adopted to derive the
bundance of 16 O. The CO and OH lines are abundant in the NIR
pectra of evolved stars, therefore we are able to analyse different 
egions in the H - and K -bands to obtain the mean abundance values.
n addition, the nitrogen abundance was obtained by analysing the 
lectronic transitions of 12 C 

14 N (A 

2 � –X 

2 �). A similar procedure
escribed by Smith et al. ( 2013 ) was adopted to solve the interde-
endence for these light species, as is summarized in the following: 
rst, we constraint the 16 O abundance from the OH lines and fixed this
alue to estimate the 12 C abundance from the synthesis of the 12 CO
ine(s); later, the derived 12 C abundance is adopted to find the final 16 O
bundance from the OH lines; with this new value fixed the spectral
ynthesis of the 12 CO lines yields the final 12 C abundance; finally, we
etermined 14 N abundance from CN synthesis keeping the final 16 O 

nd 12 C abundances fixed. The nitrogen abundance is little affected 
y the CO and OH lines since C/O ≤ 1.0. For these molecules,
e adopted the dissociation energy values D 0 (CO) = 11.092 eV,
 0 (OH) = 4.411 eV, and D 0 (CN) = 7.724 eV. Fig. 1 showcases
iv erse e xamples of spectral synthesis for molecular and atomic
ines. 

The isotopic ratios 12 C/ 13 C and 16 O/ 17, 18 O were obtained using gf -
alues from Kurucz ( 2011 ). To determine the 12 C/ 13 C ratio values,
e analysed two regions containing the 13 C 

16 O (2 − 0) R49-56 and
3 − 1) R46-R57 lines. The 16 O/ 17 O ratio values were determined
y synthesizing two regions with the 12 C 

17 O (2 − 0) R28 and R29
ines. In addition, the oxygen isotopic ratio 16 O/ 18 O was determined
sing the 12 C 

18 O (2 − 0) R23 line. For clarity, Fig. 2 shows three
xamples. 

The fluorine abundance was determined through analysis of the 
otational-vibrational transition of H 

19 F (1 − 0) R9, using a gf -value
ourced from J ̈onsson et al. ( 2014 ). This specific line at 23 358 Å, is
idely adopted in the literature for determining fluorine abundance 

n cool stars due to its prominence and relatively isolated nature, even
n cases where significant fluorine enrichment is absent. Ho we ver, 
t is important to recognize the diminished intensity of the HF R9
ine with increasing temperature, which is a characteristic behaviour 
bserved in certain molecular absorption lines within stellar spectra. 
n Fig. 3 , we present the spectral region encompassing the HF line
nd showcase the fitting process of synthetic spectra to the observed
pectra for a subset of the sample. Significantly, among these, the star
43, the warmest object in our sample, displays a less pronounced
F line compared to the other two stars. Conversely, the star #60
as excluded from the analysis due to its extremely low fluorine

bundance, accompanied by an estimated uncertainty notably larger 
han that of the other stars within the sample. Fig. 3 illustrates the
orrected spectra (represented as grey circles) following the removal 
f telluric lines (indicated by the green line). The blue line represents
he observed spectrum before telluric lines were removed, describing 
he contaminated data, while the red line corresponds to the best-
tting synthetic spectra. 
Chemical abundance for other species as Na I , Mg I , Al I , Si I , P I ,

 I , K I , Ca I , Sc I , Ti I , Cr I , Fe I , Ni I , Ce II , Nd II , and Yb II were
etermined via spectral synthesis of atomic lines. Much information 
 as tak en from Af s ¸ar et al. ( 2018 ; who used IGRINS spectra of
iant stars and determined the astrophysical gf –v alues), Ci vi ̌s et al.
 2013 ), Kramida et al. ( 2014 ), Pehli v an, Nilsson & Hartman ( 2015 ),
asselquist et al. ( 2016 ), and Cunha et al. ( 2017 ; see Appendix).
MNRAS 527, 1389–1404 (2024) 
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Figure 1. Best-fitting results obtained from synthetic spectra (red solid lines) 
and observed IGRINS spectra (grey circles) of stars. Additional lines are 
included to illustrate variations in abundance for the same spectral features. 

Figure 2. Spectral synthesis at 23 320 Å ( 12 C 

17 O), 23 440 Å ( 13 C 

16 O), and 
23 650 Å ( 12 C 

18 O) regions for the stars #14, #60, and #50, respectively. Red 
solid lines represent the best fit in each example. 

Figure 3. Spectral synthesis at 23 358 Å (HF). The grey dotted lines describe 
the corrected spectra in the vicinity of the HF line. Each star’s best-fitting 
synthetic spectrum is represented by the red line, while the spectra containing 
telluric lines are shown in green. The blue line represents the spectra that 
include blending from both the star and telluric lines. 
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Table 3. Abundance ratios derived in this study and previous results reported by other works. 

[X/Fe] #14 #43 #50 #60 〈 [X/Fe] 〉 Ref. 

C (CO; NIR) −0.05 (03) + 0.06 (03) −0.18 (03) −0.38 (03) −0.14 ± 0.19 This work 
C (C 2 ; OP) + 0.02 (01) + 0.26 (01) + 0.11 (01) + 0.13 (01) + 0.13 ± 0.10 Holanda et al. ( 2019 ) 
N (CN; NIR) + 0.35 (06) + 0.14 (06) + 0.44 (06) + 0.49 (06) + 0.35 ± 0.15 This work 
N (CN; OP) + 0.62 (01) + 0.21 (01) + 0.51 (01) + 0.63 (01) + 0.49 ± 0.20 Holanda et al. ( 2019 ) 
O (OH; NIR) + 0.16 (05) + 0.14 (05) + 0.10 (05) −0.30 (05) + 0.02 ± 0.22 This work 
F (HF; NIR) −0.12 (01) −0.14 (01) −0.26 (01) — −0.17 ± 0.08 This work 
Na I (NIR) + 0.39 (03) + 0.05 (03) + 0.39 (03) + 0.07 (03) + 0.22 ± 0.19 This work 
Na I (OP) + 0.40 (03) + 0.10 (04) + 0.34 (03) + 0.21 (02) + 0.26 ± 0.13 Holanda et al. ( 2019 ) 
Na I (OP) — + 0.10 — + 0.38 + 0.24 ± 0.20 Carrera et al. ( 2022 ) 
Mg I (NLTE, NIR) −0.01 (02) 0.00 (02) −0.02 (02) −0.02 (02) −0.01 ± 0.01 This work 
Mg I (NIR) + 0.11 (02) + 0.11 (02) + 0.10 (02) + 0.09 (02) + 0.10 ± 0.01 This work 
Mg I (OP) + 0.09 (05) + 0.21 (03) + 0.26 (03) + 0.22 (04) + 0.19 ± 0.07 Holanda et al. ( 2019 ) 
Mg I (OP) — −0.06 — −0.03 −0.04 ± 0.02 Carrera et al. ( 2022 ) 
Al I (NLTE, NIR) + 0.12 (02) + 0.01 (02) + 0.15 (02) −0.19 (02) + 0.02 ± 0.15 This work 
Al I (NIR) + 0.29 (02) + 0.18 (02) + 0.34 (02) −0.02 (02) + 0.20 ± 0.16 This work 
Al I (OP) + 0.17 (03) + 0.09 (04) + 0.13 (04) + 0.09 (05) + 0.12 ± 0.04 Holanda et al. ( 2019 ) 
Al I (NLTE, OP) + 0.07 (03) −0.03 (04) + 0.04 (04) −0.04 (05) + 0.01 ± 0.05 Holanda et al. ( 2019 )/This work 
Al I (OP) — + 0.10 — + 0.19 + 0.14 ± 0.06 Carrera et al. ( 2022 ) 
Si I (NIR) + 0.05 (04) + 0.02 (04) + 0.03 (05) + 0.01 (05) + 0.03 ± 0.02 This work 
Si I (OP) + 0.28 (06) + 0.31 (01) + 0.28 (07) + 0.41 (04) + 0.32 ± 0.06 Holanda et al. ( 2019 ) 
Si I (OP) — + 0.05 — + 0.23 + 0.14 ± 0.04 Carrera et al. ( 2022 ) 
P I (NIR) + 0.32 (01) + 0.67 (01) + 0.53 (01) + 0.52 (01) + 0.51 ± 0.14 This work 
S I (NIR) + 0.15 (03) + 0.18 (04) + 0.31 (04) + 0.42 (04) + 0.26 ± 0.12 This work 
K I (NIR) + 0.31 (01) + 0.20 (01) + 0.27 (01) + 0.21 (01) + 0.25 ± 0.05 This work 
Ca I (NIR) + 0.18 (04) + 0.08 (04) + 0.13 (04) + 0.05 (04) + 0.11 ± 0.06 This work 
Ca I (OP) −0.03 (03) −0.03 (03) + 0.01 (02) + 0.02 (03) −0.01 ± 0.03 Holanda et al. ( 2019 ) 
Ca I (OP) — −0.04 — −0.06 −0.05 ± 0.01 Carrera et al. ( 2022 ) 
Sc I (NIR) + 0.09 (02) −0.05 (02) + 0.13 (02) −0.34 (02) −0.04 ± 0.21 This work 
Sc I (OP) — −0.15 — −0.08 −0.11 ± 0.05 Carrera et al. ( 2022 ) 
Ti I (NIR) + 0.13 (05) + 0.06 (05) + 0.23 (05) −0.17 (05) + 0.06 ± 0.17 This work 
Ti I (OP) + 0.00 (04) −0.05 (07) + 0.08 (04) — + 0.01 ± 0.07 Holanda et al. ( 2019 ) 
Ti I (OP) — + 0.03 — + 0.00 + 0.01 ± 0.02 Carrera et al. ( 2022 ) 
Cr I (NIR) + 0.11 (02) + 0.04 (02) + 0.11 (02) −0.04 (02) + 0.05 ± 0.07 This work 
Cr I (OP) + 0.06 (11) + 0.03 (15) + 0.03 (07) −0.04 (07) + 0.02 ± 0.04 Holanda et al. ( 2019 ) 
Cr I (OP) — −0.04 — + 0.00 −0.02 ± 0.03 Carrera et al. ( 2022 ) 
Fe I ∗ (NIR) −0.28 (08) −0.28 (08) −0.34 (08) −0.37 (08) −0.32 ± 0.04 This work 
Fe I ∗ (OP) −0.33 (14) −0.32 (14) −0.37 (13) −0.39 (12) −0.35 ± 0.03 Holanda et al. ( 2019 ) 
Fe I ∗ (OP) — −0.11 — −0.23 −0.17 ± 0.08 Carrera et al. ( 2022 ) 
Ni I (NIR) + 0.01 (04) + 0.01 (03) + 0.04 (03) + 0.13 (01) + 0.05 ± 0.06 This work 
Ni I (OP) −0.05 (06) −0.06 (09) −0.05 (11) −0.06 (05) −0.05 ± 0.01 Holanda et al. ( 2019 ) 
Ni I (OP) — −0.16 — −0.11 −0.13 ± 0.04 Carrera et al. ( 2022 ) 
Ce II (NIR) + 0.28 (02) + 0.34 (02) + 0.13 (02) + 0.04 (02) + 0.20 ± 0.14 This work 
Ce II (OP) + 0.28 (04) + 0.35 (04) + 0.21 (04) + 0.05 (06) + 0.25 ± 0.15 Holanda et al. ( 2019 ) 
Ce II (OP) — + 0.11 — + 0.15 + 0.13 ± 0.03 Carrera et al. ( 2022 ) 
Nd II (NIR) + 0.26 (02) + 0.36 (02) + 0.46 (01) + 0.43 (01) + 0.38 ± 0.09 This work 
Nd II (OP) + 0.35 (05) + 0.41 (07) + 0.22 (08) + 0.20 (11) + 0.29 ± 0.10 Holanda et al. ( 2019 ) 
Nd I (OP) — + 0.10 — + 0.44 + 0.27 ± 0.24 Carrera et al. ( 2022 ) 
Yb II (NIR) + 0.22 (01) + 0.44 (01) + 0.35 (01) + 0.44 (01) + 0.36 ± 0.10 This work 

Note. ∗This ratio represents [Fe/H]. 
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dditionally, the program LINEMAKE 2 (Placco et al. 2021 ) was used 
o construct all generic line-list inputs. 

We have applied corrections to the magnesium and aluminum 

bundances, taking into account the substantial departure from LTE 

NLTE) observed in late-type stars. To rectify this, we employed 
orrection grids provided by Osorio et al. ( 2015 ) for Mg I and
ordlander & Lind ( 2017 ) for Al I lines. These corrections led to
 mean difference of 〈 � Mg 〉 = −0.14 dex and 〈 � Al 〉 = −0.18 dex
 Available on https:// github.com/ vmplacco/ linemake 

W
i
a  

m
t

n the derived abundances. Comprehensive individual corrections can 
e referenced in the Appendix. 
All abundance results were normalized to the solar values provided 

y Asplund et al. ( 2009 ) and are given in Table 3 . 

.3.1 Abundance uncertainties 

e conducted a comprehensive analysis to assess the uncertainties 
n determining the chemical abundances for star #43, which serves 
s an illustrativ e e xample from the sample. Our analysis follows the
ethodology described in H19, allowing us to estimate the uncer- 

ainties associated with the atmospheric parameters. The error in T eff 
MNRAS 527, 1389–1404 (2024) 

https://github.com/vmplacco/linemake
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M

Table 4. Abundance uncertainties for the star NGC 2345-43. From the 
second to the fifth column, we show the variations of abundances caused by 
the variations of the atmospheric parameters. In the last column, we present 
the total uncertainty of the second to the fifth columns. 

log ε(X) � T eff � log g � log ε(Fe) �ξ t σ atm 

+ 80 K + 0.10 dex + 0.07 dex + 0.17 dex 

F (HF) + 0 .12 0 .00 + 0 .02 + 0 .02 0 .12 
Na I + 0 .05 − 0 .02 − 0 .03 − 0 .03 0 .07 
Mg I + 0 .08 − 0 .02 + 0 .03 − 0 .03 0 .09 
Al I + 0 .05 + 0 .01 − 0 .01 + 0 .01 0 .05 
Si I + 0 .03 + 0 .07 0 .00 − 0 .03 0 .08 
P I + 0 .03 + 0 .03 − 0 .04 − 0 .02 0 .06 
S I − 0 .05 + 0 .05 + 0 .03 + 0 .04 0 .09 
K I + 0 .05 + 0 .01 − 0 .03 0 .00 0 .06 
Ca I + 0 .05 − 0 .02 − 0 .02 − 0 .02 0 .06 
Sc I + 0 .10 − 0 .03 − 0 .02 − 0 .03 0 .11 
Ti I + 0 .09 + 0 .02 + 0 .03 + 0 .03 0 .10 
Cr I + 0 .06 0 .00 − 0 .04 − 0 .02 0 .07 
Fe I + 0 .05 + 0 .03 + 0 .05 − 0 .02 0 .08 
Ni I + 0 .02 + 0 .01 0 .00 − 0 .02 0 .03 
Ce II + 0 .04 + 0 .05 + 0 .01 − 0 .02 0 .07 
Nd II + 0 .02 + 0 .04 0 .00 − 0 .02 0 .05 
Yb II + 0 .03 + 0 .08 0 .00 + 0 .04 0 .09 
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s derived from the uncertainty in the slope of the relation [Fe I /H]
ersus χ , while the ξ t error is estimated from the uncertainty in the
lope of [Fe I /H] versus log EW/ λ. Surface gravity is determined
teratively by adjusting the log g value until the difference in the
 verage ab undances of [Fe I /H] and [Fe II /H] matches the standard
eviation of the mean [Fe I /H]. 
These estimated uncertainties in the atmospheric parameters

re subsequently propagated to assess the o v erall uncertainties in
he chemical abundances (see Table 4 ). The total uncertainty in
bundance, denoted as σ atm 

, is computed as the square root of the
um of the squared uncertainties arising from the set of atmospheric
arameters: 

σ 2 
atm 

= σ 2 
T eff , log ε(X) + σ 2 

log g, log ε(X) + 

σ 2 
� log ε (Fe) , log ε(X) + σ 2 

ξt , log ε(X) . 

Furthermore, Table 5 shows the variations in abundances of light
hemical species (CNO). Three columns in the table demonstrate
ow an increment of 0.20 dex in CNO affects the abundance results
ince occurs an interdependence of CNO species. The uncertainty
n the CNO abundances, denoted as σ CNO , can be calculated as the
quare root of the sum of the squared variations in the abundances of
, N, and O: 

2 
CNO = σ 2 

� log ε(C) + σ 2 
� log ε(N) + σ 2 

� log ε(O) . 
NRAS 527, 1389–1404 (2024) 

Table 5. Influence of the errors in atmospheric parameters o v er the ab
give the dependence of the uncertainty of CNO abundance over each lig

log ε(X) � T eff � log g � log ε(Fe) �ξ t 

+ 80 K + 0.10 dex + 0.07 dex + 0.17 dex 

C ( 12 C 

16 O) + 0.05 + 0.02 + 0.05 −0.02 
N ( 12 CN) + 0.05 + 0.02 −0.02 −0.01 
O ( 16 OH) + 0.04 −0.03 0.00 −0.03 
12 C/ 13 C ( 13 C 

16 O) −3 −2 0 0 
16 O/ 17 O ( 12 C 

17 O) −80 −50 + 50 −50 
16 O/ 18 O ( 12 C 

18 O) −80 −80 −40 + 40 
Regarding the uncertainties in the isotopic ratios, we considered
he variation caused by a + 0.20 dex in the abundances of the
NO species. For instance, this increment in nitrogen abundance

esulted in a −0.08 dex variation in the oxygen abundance. We then
ropagated this variation in the oxygen abundance to calculate the
orresponding variation in the isotopic ratios of 16 O/ 17, 18 O. 

 DI SCUSSI ON  

iant stars are important tracers of the chemical enrichment history
f the Galaxy, as they have experienced multiple episodes of nucle-
synthesis and mixing. Based on the set of abundances determined
n this study, some issues can be addressed in the context of stellar
volution in the open cluster NGC 2345. Furthermore, it is crucial
o undertake a comprehensi ve comparati ve abundance analysis and
rovide an insightful explanation for the observed differences when
ompared with other studies in the literature. 

In this sense, H19 provided the abundances of 20 species for five
tars through high-resolution OP spectra. In general, their results
ho w relati vely good agreement with the previous results obtained
y Reddy, Lambert & Giridhar ( 2016 ), who reported chemical
bundances of 25 elements for three stars in common with our sample
#43, #34, and #60). Also, Alonso-Santiago et al. ( 2019 ) reported
ood concordance with the H19’s results for species analysed in both
apers, except for Li, which is not investigated in this work. Ho we ver,
n a recent study by Tsantaki et al. ( 2023 ) about Li abundance in red
iant stars of open clusters, the authors reported results that show
etter agreement with H19. 
We will consider comparisons only between the results from NIR

nalysis and H19 and Carrera et al. ( 2022 ; hereafter C22; work based
n OP spectra). There are 13 species in common with H19 analysed
n this work, while there are 12 species in common with C22. We
resent the results of this study and of the last two papers in Table 3 .
oreo v er, Table A1 provides the individual abundance results along
ith the respective assumed excitation potential and gf-values. 

.1 Light elements: C, N, and O 

NO elements can be used as tools to understand stellar evolution,
ges of stars, and stellar structures through mixing processes in red
iant stars (see Randich & Magrini 2021 ). During the first dredge-up
vent, C and N experience significant changes, as a decrease in 12 C
bundance and an increase in 14 N and 13 C abundances. In contrast,
he abundance of 16 O is less affected by the first dredge-up. Still,
ts isotopic ratios undergo significant changes: 16 O/ 17 O decreases
nd 16 O/ 18 O increases, as CNO cycles produce 17 O and destroy 18 O.
he increase of the 17 O abundance is caused by 16 O(p, γ ) 17 F( β+ ) 17 O

eactions, until reach equilibrium through 17 O(p, α) 14 N process. 18 O
rimarily forms in the He-burning shells of massive stars via the
undances of CNO and isotopic ratios for NGC 2345-43. We also 
ht element. 

� log ε(C) � log ε(N) � log ε(O) σ atm 

σCNO 

+ 0.20 dex + 0.20 dex + 0.20 dex 

— −0.06 −0.03 0.08 0.07 
−0.34 — + 0.21 0.06 0.40 
+ 0.02 −0.08 — 0.06 0.08 

— −3 −2 4 4 
−40 + 80 — 120 90 
−50 + 50 — 130 70 



A study of chemical abundances with IGRINS spectra 1395 

Figure 4. The isotopic ratios for carbon and oxygen in NGC 2345 compared with models and observations from the literature. We used three models to predict 
the isotope composition after the first dredge-up (1DUP): Lebzelter et al. ( 2015 ; blue dashed lines), Karakas & Lattanzio ( 2014 ; black dotted lines), Lagarde 
et al. ( 2012 ; standard, green dotted lines; thermohaline + rotation, green dashed lines), and Boothroyd & Sackmann ( 1999 ; black dashed lines). The grey circles 
represent stars analysed by Lebzelter et al. ( 2015 ). For the mean isotopic values of NGC 2345, we assumed a turn-off mass of 6.5 M � (Alonso-Santiago et al. 
2019 ), with an uncertainty of 0.2 M �. 

Figure 5. The mean elemental abundances for the NGC 2345, with results 
from the OP (grey circles, Holanda et al. 2019 ; grey triangles, Carrera et al. 
2022 ) and NIR (red squares) spectral re gions. The gre y open circle represents 
the fixed value for [O/Fe] adopted by H19 and the red open square represents 
the mean magnesium and aluminum abundances under LTE conditions. 

Table 6. Isotopic ratios for stars in our sample. 

Isotopic ratio #14 #43 #50 #60 Mean 

12 C/ 13 C (NIR) 20 24 22 15 20 ± 4 
12 C/ 13 C (OP) > 24 > 30 > 26 > 30 > 27 
16 O/ 17 O (NIR) 420 400 500 400 430 ± 48 
16 O/ 18 O (NIR) 300 400 320 250 317 ± 62 

In NIR domain 13 C 

16 O, 12 C 

17 O, and 12 C 

18 O were used. 
In OP domain 13 C 

14 N was adopted (Holanda et al. 2019 ). 
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4 N( α, γ ) 18 F( β+ ) 18 O process. In low to intermediate-mass stars, its
bundance reflects the initial content and consumption rate: during 
ydrogen burning, it depletes through the 18 O(p, α) 15 N reaction, 
nd during He-burning phases, it is destroyed by the 18 O( α, γ ) 22 Ne
rocess (Lebzelter et al. 2015 , and references therein). In this study,
e have determined the CNO abundances of these species as well
s the 12 C/ 13 C and 16 O/ 17, 18 O isotopic ratios, providing valuable
nsights into the evolution of stars during the giant stage, particularly
or stars with well-defined ages and masses – an advantage offered 
y open cluster studies. 
The deri v ation of the 16 O abundance can be challenging due to

nalytical difficulties, such as few available lines, telluric contami- 
ation, and NLTE effects. The [O I ] lines at 6300 Å, and 6363 Å, are
ommonly used to determine stellar oxygen abundances, while the 
 I triplet at 7771 Å, is an alternative but is significantly affected by
LTE effects. In H19, for example, the value of [O/Fe] = + 0.12

typical) was fixed to obtain [C/Fe] and [N/Fe] values due to the
ontamination of classical lines used for that task. 

The CNO results obtained from the OP and NIR analyses are in
greement when the standard deviation from the mean is considered 
Table 3 and Fig. 5 ). Ho we ver, the dif ference observed in C and N
esults demands some explanation. First, the 16 O abundance values 
ere determined from five regions in the H -band, while in the OP

nalysis, that was not possible, as mentioned abo v e. The oxygen
bundance is fundamental to obtaining the other abundances, C and 
 because there is a ‘balance’ between them. Lastly, it is essential

o note that the outcomes of carbon isotopic ratios are e xclusiv ely
nfluenced by C and N (as outlined in Table 6 ), given that the
tmospheric parameters are the same (with minimal impact on the 
arbon isotopic ratio). 

The carbon isotopic ratio values were determined via spectral 
ynthesis of the 23440 Å and 23730 Å regions, and these values show
ood concordance between them but differ in comparison with the 
P analysis. We identified a significant divergence in the value 
etermined for the #60 star, which can be mainly associated with the
ifference in C abundance from the OP domain analysis. Also, this
tar presents moderate divergence in effective temperature values, 
hich may explain the lower abundance in the sample for light

hemical species such as CNO. 
We present the first measurements of oxygen isotopic composition 

or stars in NGC 2345, which hold significant value for understanding 
tars with intermediate turn-off mass (see Table 6 ). Fig. 4 illustrates
 comparison between four models (Boothroyd & Sackmann 1999 ; 
agarde et al. 2012 ; Karakas & Lattanzio 2014 ; Lebzelter et al. 2015 )
MNRAS 527, 1389–1404 (2024) 
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Figure 6. Fluorine, phosphorus and ytterbium relative to iron versus [Fe/H] 
for stars analysed through NIR spectra (Ryde et al. 2020 ; Montelius et al. 
2022 ; Nandakumar et al. 2022 ; Nandakumar, Ryde & Mace 2023 ). 
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nd observational results from Lebzelter et al. ( 2015 ) for the 12 C/ 13 C
nd 16 O/ 17, 18 O ratios after the first dredge-up event. Our mean value
or the 12 C/ 13 C ratio aligns with the trends predicted by the models.
otably, for the 17 O ratio, a good concordance is observed with

he models proposed by Lagarde et al. ( 2012 ; standard prescription
nd thermohaline and rotation), Karakas & Lattanzio ( 2014 ), and
ebzelter et al. ( 2015 ), although with limitations for more massive
tars. Ho we v er, all models o v erestimate the 16 O/ 18 O ratio, which is
lso the case for a sample of less massive stars studied by Lebzelter
t al. ( 2015 ). In a prior analysis, Harris, Lambert & Smith ( 1988 )
ound ratio values of 400 ≤ 16 O/ 18 O ≤ 600 for a sample of red giants,
urther contrasting with the recent models. 

For low- and intermediate-mass stars, the abundance of 18 O rep-
esents the initial value of this isotope and its destruction rate, which
an occur through the process 18 O(p, α) 15 N. Despite uncertainties in
roton capture rates and mixing length, Lebzelter et al. ( 2015 ) argue
hat differences between the model predictions and observed ratios

ay be due to initial conditions. They suggest that the initial isotopic
atio might have been approximately 50 per cent of the solar value in
rder to bring the models and derived abundances into an agreement.

.2 Fluorine 

luorine is a very interesting element for astrophysical studies
ue to its diverse astrophysical sources and production channels,
hich include core-collapse supernovae, asymptotic giant-branch

tars (AGBs), Wolf–Rayet stars, and novae (see, e.g. Ryde 2020 ;
omack et al. 2023 ). Furthermore, the abundance of fluorine has

emonstrated its value as an indicator of mixing processes occurring
ithin giant stars (e.g. Guer c ¸o et al. 2022 ). 
In the study based on IGRINS and Phoenix high-resolution spectra,

yde et al. ( 2020 ) determined F abundances for a sample of K giant
tars, with metallicities of −1.1 < [Fe/H] < + 0.4. In summary, the
uthors found that [F/Fe] is flat as a function of metallicity in a large
nterval of metallicities, but increases as the metallicity increases
t supersolar metallicities regimes. Recently, Nandakumar, Ryde &
ace ( 2023 ) determined F abundances for 50 M giant stars within

he solar neighbourhood using IGRINS spectra and investigated the
pplicability of 10 HF lines co v ered by IGRINS. They provided an
nsightful analysis of the dependence of each line on atmospheric
arameters. Nandakumar and colleagues found the same fluorine
bundance trends in relation to metallicity (discussed in Ryde et al.
020 ) and proposed a priority sequence of line lists for accurate
bundance investigations. In this study, we have presented the first-
ver F abundance measurements in the literature for three stars in the
pen cluster NGC 2345. Star #60 was excluded from our analysis due
o its significantly low fluorine abundance. Moreo v er, determining
 abundances in ‘warm’ and non-enriched stars, as investigated in

his study, presents a challenge due to the weakness of the (1-0) R9
ine. This line, a key one for the HF molecule and widely adopted in
he literature, is not recommended by Nandakumar, Ryde & Mace
 2023 ), especially for the coolest and most metal-rich stars in their
ample – the stars in their sample present ef fecti ve temperatures
anging between 3300 and 3800 K and metallicities within − 1.0 and
 0.25 dex. The R 9 line at 23 358 Å is almost indistinguishable from

he continuum for ‘warm’ stars, as demonstrated for star #43 in Fig.
 . 
In Fig. 6 (top panel), we present a comparative analysis of individ-

al fluorine-to-iron abundance ratios with the pattern delineated by
yde et al. ( 2020 ) and Nandakumar, Ryde & Mace ( 2023 ; with re-
ormalization to log ε(F) � = 4.56 dex and log ε(Fe) � = 7.50 dex).
NRAS 527, 1389–1404 (2024) 
otably, the stars of the cluster occupy a central position within
he distribution and align with the established trend, indicating
 relatively ‘normal’ abundance of fluorine relative to iron. The
bserved dispersion in the abundance trend (including #14, #43,
nd #50 stars), is likely attributed to its sensitivity to variations in
emperature. 

.3 Sodium, aluminium, and phosphorus 

he production of Na and Al in stars involv es comple x nucle-
synthesis pathways. Both Na and Al can be generated through
roton capture via the Ne-Na and Mg-Al chains, processes that hold
articular significance in intermediate-mass stars. When compared
o findings from the literature, our analysis demonstrates robust
oncordance between the Na abundances derived from both NIR
nd OP analyses (H19 and C22), as depicted in Fig. 5 . In the
ase of Al abundances obtained under LTE conditions, an excellent
lignment exists between the two spectral domain analyses across
ll references (LTE conditions were assumed in OP studies). To
nhance the comparison, we applied NLTE corrections using the
esults obtained by H19, following Nordlander & Lind ( 2017 ), and
ound also excellent agreement with the NLTE results. Nevertheless,
he ‘lower’ mean obtained after NLTE corrections aligns with the
otential thin-disc stars, as shown in Fig. 7 , and the pattern observed
n young open clusters, as will be discussed in Section 3.7 . 

Fig. 7 offers a comparison between our derived results and the
bundance data provided by Bensby, Feltzing & Oey ( 2014 ). This
tudy e xtensiv ely inv estigated the chemical composition of 714
warf stars in the Galactic disc, employing the thick-to-thin disc
robability ratios (TD/D) for object classification (also refer to
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Figure 7. Abundance ratios [X/Fe] versus [Fe/H]. Red squares represent 
our sample, the circles represent the samples of dwarf stars in the thin disc 
analysed by Bensby, Feltzing & Oey ( 2014 ; blue), Battistini & Bensby ( 2015 ; 
orange), and Battistini & Bensby ( 2016 ; green), with Age < 7.0 Gyr and 
TD/D < 0.5. The dashed lines indicate the solar values. 
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ensby, Feltzing & Lundstr ̈om 2003 ). The authors identify two 
redominant populations of stars: the old and α-enhanced stars, 
rimarily located within the Galactic region with R < 7 kpc, and
he stars with R > 9 kpc that are generally younger and exhibit
o wer α-enhancement. Ho we ver, it is important to note that Bensby,
eltzing & Oey ( 2014 ) pointed out a significant bias in the kinematic
riteria used to distinguish between thin- and thick-disc stars, sug- 
esting that age might be a more reliable discriminator (determining 
mall error bars is difficult). In this sense, we select a sub-sample with
ges less than 7 Gyr, and TD/D < 0.5, as an easy decontamination of
hick disc stars. In summary, this sub-sample used for comparison 
an be characterized as 245 dwarf stars, with 0.3 ≤ Age < 7.0 Gyr
nd 〈 M 〉 = 1.15 M �. Notably, among our sample, two stars exhibit
ignificant enhancements in [Na/Fe] values compared to dwarf stars, 
 feature frequently linked with the consequences of evolutionary 
ixing in giant stars with masses ≥ 2.0 M � (Charbonnel & Lagarde

010 ; Smiljanic 2012 ). 
The primary site for phosphorus nucleosynthesis is core-collapse 

ype II supernovae (SN II ; Clayton 2003 ). There are limited studies
egarding phosphorus and its trends across various metallicities, 
argely due to the challenges in analysing P lines within the OP
avelength domain. Ho we ver, in the IGRINS spectral coverage, 

t becomes feasible to employ spectral synthesis for deriving P 

bundance, utilizing the line at 16482.9 Å, as employed in this study.
n particular, Nandakumar et al. ( 2022 ) recently conducted a study
sing IGRINS spectra of 38 giant stars in the solar neighbourhood.
he y inv estigated the P abundance trend across a metallicity range of
1.2 < [Fe/H] < + 0.4 dex. In the middle panel of Fig. 6 , we present

he distribution of [P/Fe] as a function of [Fe/H]. These original
bundances are normalized to the solar abundance value suggested 
y Grevesse, Asplund & Sauval ( 2007 ; log ε(P) � = 5.36 dex), which
iverges from the value adopted by us from Asplund et al. ( 2009 ).
he y deriv ed this abundance by determining an astrophysical log gf 

hrough reverse solar analysis of the same high-resolution spectrum 

Wallace & Livingston 2003 ), with the discrepancy compensated by 
heir gf value and the Af s ¸ar’s value. In Fig. 6 , the stars within the open
luster exhibit [P/Fe] values that align with the trends observed in
ther Galactic giant stars within the same metallicity range, although 
 slight enrichment is discernible mainly in the case of star #43. 

Nandakumar et al. ( 2022 ) discussed the predominant production 
ite of phosphorus using a relationship between [P/X] and [Fe/H], 
here X represents an odd-Z or α-element. Consistent with their 
ndings, our results also reveal phosphorus behaviour similar to α- 
lements such as Ca and in minor amounts Si and Mg, providing
urther evidence for SN II as the primary origin of phosphorus. 

.4 Alpha elements 

he ratio of α-elements to iron ( α/Fe) is a widely used proxy for
etermining the age of stars indirectly. This is because α-elements, 
ncluding O, Mg, Si, S, and Ca, are rapidly synthesized by SN II

ompared to iron, which is produced o v er longer time-scales by
ype Ia supernovae (SN I a; Kobayashi, Karakas & Lugaro 2020 ).
ur investigation of NGC 2345 found a mean [ α/Fe] 3 ratio of
 0.08 ± 0.10 dex, which can suggest that the gas from which these

tars formed was partially enhanced by massive stars. A similar case
s studied by Casamiquela et al. ( 2018 ), who analysed the young
pen cluster NGC 6705 and found the mean of [ α/Fe] = + 0.13 dex
in this study, we are excluding Ti abundance from the α-elements
et). 

Our mean result for sulfur abundance appears relatively high 
hen compared to other α-elements. Ho we ver, the 〈 [S/Fe] 〉 value

hows only a slight enrichment when compared with the sample 
f giant and dwarf stars analysed by Takeda et al. ( 2005 ) – the
uthors presented NLTE corrections for abundances derived from 

 I 9212, 9228, 9237 Å lines, as well as verify the validity of LTE
bundances from 8683 to 8694 Å lines. It is worth noting that the
uthors used a solar value of log ε(S) � = 7.21 dex, and a simple
e-normalization might be sufficient to achieve a good agreement 
ith the results obtained for the stars in NGC 2345. Also, regarding
MNRAS 527, 1389–1404 (2024) 
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M

Figure 8. Beanplots of abundances relative to iron for open clusters analysed by Magrini et al. ( 2023 ; OP spectra). The indi vidual observ ations are sho wn as 
short lines, the means as thick lines, and the median is denoted by the blue circles. The mean abundance results for the cluster NGC 2345 are represented by the 
red circles. In this comparison, the clusters are organized in subsets by age: Age < 1.0 Gyr, 1.0 ≤ Age ≤ 2.0 Gyr, and Age > 2.0 Gyr. 
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IR analyses, the lines at λ 22507, 22519, 22526, and 22563 Å do not
a ve a vailable NLTE corrections in the literature. Ho we ver, when we
ompare our LTE abundances to the NLTE results obtained by Takeda
t al. ( 2005 ) while taking into account a re-normalization, we suggest
hat NLTE effects have a relatively minor impact on these lines in the
 -band. In a recent study, Takeda et al. ( 2016 ) examined a substantial

ample of 239 field GK giants and calculated NLTE corrections for
 I abundances. They emphasized the reliability of the S I 6757 Å line
s an indicator of sulfur abundance and found a typical difference
f less than 0.10 dex between NLTE and LTE conditions. When we
ompare our 〈 [S/Fe] 〉 result with the [Fe/H] vs. [S/Fe] distribution
epicted in Takeda et al.’s Fig. 8 , our findings indicate only a slight
nrichment, suggesting a minimal impact of NLTE effects. 

Additionally, our study presents the first abundance determination
f potassium (an odd-Z element) for stars in this open cluster.
o we ver, our results can be masked by NLTE effects. Unfortunately,

he study of the NLTE effects on transition adopted by us has
ot been investigated. But, comparing our results with red giant
tars analysed by Takeda ( 2020 ; Fig. 7 in that paper), we note a
inimal o v erabundance in our results relative to other giants of

imilar metallicity (Takeda used OP high-resolution spectra). This
hy difference agrees with Af s ¸ar et al. ( 2018 ), who suggested that
 I 15163 Å line may provide abundances less affected by NLTE.
espite a small impact of NLTE correction in K abundance values,
ur measured mean value also agrees with α-elements. Kobayashi
t al. ( 2011 ) has previously demonstrated that the abundance of K
an be increased by the neutrino process in SN II , which is consistent
ith our finding of a slight enrichment in K abundance in the sample.
The most significant differences between the abundances de-

ived from the two domains are observed in the Mg, Si, and
a abundances, with mean discrepancies of 〈 � Mg 〉= + 0.20 dex
nd 〈 � Si 〉= + 0.29 de x. A minor difference is observ ed for LTE
NRAS 527, 1389–1404 (2024) 
agnesium abundances ( 〈 � Mg 〉 = + 0.09 dex). Additionally, it can
e inferred that the results for Mg abundance derived from OP
nalysis tend to be o v erestimated. F or instance, this o v erestimation
ay be partially attributed to the impact of departures from LTE on

wo critical spectral lines: those at 8717 and 8736 Å. These lines
xhibit a displacement of approximately −0.1 dex for the stars in our
ample, as indicated by the models developed by Osorio & Barklem
 2016 ). 

The NIR results also demonstrate a good alignment with the Mg
nd Si abundance patterns observed in thin-disc stars, as shown in
ig. 7 . Section 3.7 will provide a comprehensive illustration of the
Si/Fe] and [Ca/Fe] behaviour in additional young open clusters
tudied in the literature, further solidifying the reliability of the NIR
bundance results. 

.5 Iron-peak elements 

ron-peak elements such as Sc, Ti, Fe, Ni, and Cr are, in part, products
f SN II . Ho we ver, it is worth noting that lo w-mass stars in binary
ystems also contribute to the production of these chemical species
hrough e xplosiv e nucleosynthesis during SN I a. This last process
mplies a longer time-scale for the production of iron-peak elements.

In a comprehensive study, Battistini & Bensby ( 2015 ) analysed the
rigin and evolution of iron-peak elements such as Sc, V, Mn, and Co
or different Galactic populations. Their sample matches that used in
ensby, Feltzing & Oey ( 2014 ), prompting us to apply the same filters

o isolate probable thin-disc stars for comparison. Fig. 7 displays
he abundances of iron-peak elements derived from NIR analysis,
hich align with the results for dwarf stars in the same metallicity

ange. To investigate distinctions between Galactic disc populations,
attistini & Bensby ( 2015 ) employed medians to identify different

rends for the sample of dwarf stars with wide intervals of ages. For
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c abundances, they distinguished two different groups, with the one 
ssociated with the thin disc (comprising younger stars) displaying 
 less steep increase in [Sc/Fe], consistent with the behaviour of
he three stars in our sample. The authors also suggest that both Sc
nd Ti share the same production site (where Ti was considered an
-element). 
The ratio abundance values of [Ti I /Fe], [Cr I /Fe], and [Ni I /Fe]

erived in our NIR analysis are in good concordance with the results
btained from the OP analysis by H19, all of which presented 
ifferences of less than 0.10 de x. Relativ e to the results obtained
y C22, there is an agreement in the mean difference of 0.10 dex
or [Sc I /Fe], [Ti I /Fe], [Cr I /Fe], and [Ni I /Fe], but the reader should
e aware of this comparison because the authors analysed only two 
tars in common with us (#43 and #60). 

.6 Heavy elements: Ce, Nd, and Yb 

he slow and rapid neutron capture processes (s- and r-process) 
roduce isotopes heavier than the iron. Their astrophysical sources 
re currently associated with low-mass AGB stars and e xplosiv e 
ucleosynthesis by massive stars, respectively (e.g. Gallino et al. 
998 ; Busso, Gallino & Wasserburg 1999 ; Thielemann et al. 2011 ). 
In this study, we analysed three heavy chemical species. The 

erium and neodymium abundances present at the epoch of the solar
ystem formation are predominantly attributed to the s-process (83 
er cent and 57 per cent, respectively, Bisterzo et al. 2014 ), while
he ytterbium abundance is mainly associated with the r-process 
60 per cent, Bisterzo et al. 2014 ) and is relatively little explored in
he literature. To check the correspondence between the two analyses 
NIR vs. OP), the Ce and Nd abundances determined via NIR analysis 
re in excellent agreement with OP results, as shown in Fig. 5 – for
19’s values: 〈 � Ce 〉 = −0.05 dex and 〈 � Nd 〉 = + 0.08 dex; and for
22’s results: 〈 � Ce 〉 = + 0.07 dex and 〈 � Nd 〉 = −0.11 dex). 
The abundance of s-process elements in stars of open clusters 

an be an important clue to understanding how the posterior stellar
eneration could inherit heavy elements. In this context, we confirm 

he finding by other authors about this cluster, as well as other open
lusters with ages less than a few hundred Myr, that present slight
nrichment in s-process elements (Alonso-Santiago et al. 2019 , 2020 ; 
olanda et al. 2021 , 2022 , and many others). For a comprehensive

omparison, we compare our Ce and Nd abundance results with those 
btained by Battistini & Bensby ( 2016 ) for a sample of dwarf stars
n the solar neighbourhood, which constitutes a subset of the stars
nvestigated by Bensby, Feltzing & Oey ( 2014 ). This comparison 
einforces the hypothesis of a slight enhancement in s-process 
lements, as illustrated in Fig. 7 . We applied the same selection
riteria employed for the sample analysed by Bensby, Feltzing & 

ey ( 2014 ) to identify likely thin-disc stars, resulting in a subset of
46 objects with 0.4 ≤ Age < 7.0 Gyr, and 〈 M 〉 = 1.12 M �. Among
hese, stars #50 and #60 exhibit [Ce/Fe] values that closely align 
ith the central distribution of thin disc dwarf stars. Nevertheless, 
hen considering all four stars, the o v erall mean value still suggests a

light enrichment. This observation is explored further in Section 3.7 , 
here we compare our means with different sets of open clusters

ategorized by varying age ranges. 
D’Orazi et al. ( 2009 ) observed a significant increasing trend 

f barium abundance (one of the best representative of s-process 
lements, 85 per cent; Bisterzo et al. 2014 ), as a function of the
luster age. Later, Maiorca et al. ( 2011 , 2012 ) confirmed their
ndings and investigated other s-process elements such as Y, Zr, 
a, and Ce. There is no definitiv e e xplanation for this odd trend, but
 possible clue is associated with enhanced production of neutron- 
apture nuclei by low-mass AGB stars (see a revision in D’Orazi
t al. 2022 ). Also, we do not identify any enrichment in fluorine
Section 3.2 and Fig. 6 ), an element enhanced in s-process-rich AGB
tars (Abia et al. 2010 ). In this context, in a recent study, Ryde et al.
 2020 ) studied cool giants and found a flat distribution of the [F/Ce]
atio for −0.6 < [Fe/H] < 0.0 de x. Interestingly, the y also observed
o fluorine enhancement in two metal-poor stars with s-process 
lement enrichment ([Fe/H] < −0.8 dex). This indicates a significant 
ontribution from AGB stars within the −0.6 < [Fe/H] < 0.0 dex
ange. Ho we ver, our findings de viate from this pattern, as we notice
nly Ce and Nd enrichment and no significant (or notable) increase
n fluorine abundance. To comprehend potential scenarios involving 
imultaneous enrichment of s-process elements and fluorine with 
ecreasing age, an e xtensiv e inv estigation of fluorine abundance 
ithin young open clusters is imperative. 
The measurement of ytterbium, an r-process element, has been 

imited to a few stars to date. In a recent study by Montelius et al.
 2022 ), IGRINS spectra were used to analyse ytterbium abundance 
n giants across a metallicity range of −1 . 2 < [Fe/H] < + 0 . 3 dex.
s shown in the bottom panel of Fig. 6 , a trend in [Yb/Fe] values is

vident, similar to the trend observed in europium abundance, a ‘pure’ 
-process element (95 per cent; Bisterzo et al. 2014 ; Montelius et al.
022 ). This trend aligns with the findings of Forsberg et al. ( 2019 ),
ho made a differential comparison of heavy element abundances 

n the Galactic bulge and local disc, focusing on Zr, La, Ce, and
u. Their study indicated a dominance of the r-process in the early
-capture production for both the disc and the bulge. Regarding 
Eu/Fe], the y observ ed a clear decreasing trend with increasing
etallicities in both regions, a trend also noticeable in Fig. 6 for

Yb/Fe]. This pattern bears resemblance to the typical trend observed 
n α-elements, suggesting a similar production rate. 

The Yb abundance for this cluster has been determined for the
rst time, and our results align with the trend observed by Montelius
t al., as well as with the findings of B ̈ocek Topcu et al. ( 2019 ,
020 ), who conducted studies on the open clusters NGC 752 and
GC 6940. Ho we ver, it is note worthy that in Fig. 5 of Montelius and

olleagues, a scatter is evident at lower metallicities, which could 
e linked to inhomogeneities in the Galactic interstellar medium at 
uch low metallicity lev els. Notably, ev ents like mergers of neutron
tars and magneto-rotational-supernovae (Kobayashi, Karakas & 

ugaro 2020 ) have the potential to create isolated stellar groups
ith either high or low r -process ab undances. Nevertheless, in the
igher metallicity regime, a more uniform and consistent enrichment 
attern appears to be pre v alent (Montelius et al. 2022 , and references
herein). 

.7 Chemical clocks 

ne significant facet explored within the spectroscopic surveys is 
he concept of chemical clocks, aimed at establishing correlations 
etween the ratios of chemical abundances and the evolutionary 
arameters of stars and clusters, which include age and Galactocen- 
ric distance. As the number of studies dedicated to this topic has
ro wn, predominantly utilizing OP spectra, se v eral correlations hav e
een established. In this context, the consistency of abundances of 
 -process and α-elements has been observed over a broad range of
ges for open clusters (e.g. Katime Santrich et al. 2022 ; Viscasillas
 ́azquez et al. 2022 ). 
Recently, Sales-Silva et al. ( 2022 ) conducted a study investigating

he correlation between Ce abundance ratios and age within a sample
f 40 open clusters. Their analysis involved abundance data obtained 
rom NIR spectra collected through the APOGEE surv e y (Wilson
MNRAS 527, 1389–1404 (2024) 
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Table 7. Mean abundances of NGC 2345 and the mean and median values from clusters analysed by Magrini et al. ( 2023 ), categorized by age range. The last 
line corresponds to the mean absolute deviation concerning the differences from the mean (Diff Mean ) and median (Diff Median ). 

Age < 1.0 Gyr 1.0 ≤ Age ≤ 2.0 Gyr Age > 2.0 Gyr 
Ratio NGC 2345 Mean Median Diff Mean Diff Median Mean Median Diff Mean Diff Median Mean Median Diff Mean Diff Median 

[O/Fe] + 0.02 −0.01 −0.01 + 0.03 + 0.03 −0.08 −0.12 + 0.10 + 0.14 + 0.10 + 0.13 −0.08 −0.11 
[Na/Fe] + 0.22 + 0.08 + 0.09 + 0.14 + 0.13 + 0.03 + 0.03 + 0.19 + 0.19 + 0.05 + 0.04 + 0.17 + 0.18 
[Mg/Fe] −0.01 + 0.02 −0.01 −0.03 0.00 −0.02 −0.02 + 0.01 + 0.01 + 0.05 + 0.04 −0.06 −0.05 
[Al/Fe] + 0.02 −0.02 −0.02 + 0.04 + 0.04 −0.07 −0.07 + 0.09 + 0.09 + 0.06 + 0.04 −0.04 −0.02 
[Si/Fe] + 0.03 + 0.02 0.00 + 0.01 + 0.03 −0.01 −0.01 + 0.04 + 0.04 + 0.03 + 0.03 0.00 0.00 
[Ca/Fe] + 0.11 + 0.01 + 0.01 + 0.10 + 0.10 −0.01 0.00 + 0.12 + 0.11 + 0.04 + 0.04 + 0.07 + 0.07 
[Sc/Fe] −0.04 −0.01 0.00 + 0.03 −0.04 + 0.02 0.00 −0.06 −0.04 + 0.09 + 0.09 −0.13 −0.13 
[Ti/Fe] + 0.06 −0.02 −0.02 + 0.08 + 0.08 −0.04 −0.03 + 0.10 + 0.09 + 0.07 + 0.04 −0.01 + 0.02 
[Cr/Fe] + 0.05 + 0.01 + 0.01 + 0.04 + 0.04 + 0.01 + 0.03 + 0.04 + 0.02 + 0.04 + 0.04 + 0.01 + 0.01 
[Ni/Fe] + 0.05 −0.08 −0.07 + 0.13 + 0.12 −0.07 −0.08 + 0.12 + 0.13 −0.02 −0.03 + 0.07 + 0.08 
[Ce/Fe] + 0.20 + 0.14 + 0.16 + 0.06 + 0.04 + 0.07 + 0.07 + 0.13 + 0.13 + 0.10 + 0.10 + 0.10 + 0.10 
[Nd/Fe] + 0.38 + 0.16 + 0.18 + 0.22 + 0.20 + 0.11 + 0.13 + 0.27 + 0.25 + 0.22 + 0.27 + 0.16 + 0.11 
MAD 0.05 0.06 0.07 0.07 0.10 0.10 
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t al. 2019 ). The authors categorized their sample into subgroups
nd identified a consistent trend of decreasing Ce abundance with
ncreasing age. In this study, we considered two Ce lines from the
et analysed by Sales-Silva et al. ( 2022 ; 16376 Å and 16595 Å, and
ame gf -values) and adopted the linear fit for the trend they observed,
pecifically for Age < 1.0 Gyr, and R GC = 10.22 kpc: we take into
ccount d = 2.5 ± 0.2 kpc by Alonso-Santiago et al. ( 2019 ) and
olar Galactocentric distance of R � = 8.34 ±0.16 kpc by Reid et al.
 2014 ). The relationship proposed by Sales-Silva et al. ( 2022 ) takes
he following form: [Ce/Fe] = 0.018 × R GC + 0.116. 

The results obtained from both OP and NIR spectral analyses are
ligned with the trend, indicating a [Ce/Fe] value of + 0.30 dex for
he cluster’s R GC . Most recently, Magrini et al. ( 2023 ) utilized a
ample of 62 open clusters within the framework of the Gaia -ESO
urv e y (Gilmore et al. 2012 , 2022 ) to trace Galactic radial abundance
nd its temporal evolution, based on high-resolution OP spectra.
n Fig. 8 , we compare the mean abundances relative to iron for
GC 2345 (red circle) and classify the sample analysed by Magrini

t al. ( 2023 ) into three subsets: Age < 1.0 Gyr, 1.0 ≤ Age ≤ 2.0 Gyr,
nd Age > 2.0 Gyr. The grey area of the beanplot reflects the densities
f individual open cluster abundances, represented by short lines, and
he mean for each abundance relative to iron is depicted by a thick
ine. Supplementary information is conv e yed through the median
bundance, indicated by a blue circle (additional information about
he R package beanplot can be found in Kampstra 2008 ). Among the
ounger subset, we find that the mean values are quite similar to those
f NGC 2345, and the most notable discrepancies are observed in
Na/Fe], [Ni/Fe], and [Nd/Fe] ratios. Interestingly, NGC 2345 does
ot claim the title of the most enriched cluster for these chemical
pecies in this comparative abundance analysis. Also, it is important
o note that the dataset from Magrini and colleagues includes just
our clusters with ages below 200 Myr. This limited number of young
lusters restricts the scope of comparison, especially regarding the
nrichment of s-process elements, as younger clusters typically ex-
ibit more pronounced mean enrichment. Additionally, the younger
pen clusters in this sample tend to be situated at Galactocentric
istances of less than 9 kpc, which could account for discrepancies
n the abundance ratios. 

In Table 7 , we present the mean abundance values for NGC 2345,
s well as the mean and median values from clusters analysed by
agrini et al. ( 2023 ), categorized by age. We also included the

ifferences between the mean values of NGC 2345 and the mean
Diff ) and median (Diff ) values of the clusters from the
NRAS 527, 1389–1404 (2024) 

Mean Median s  
iterature. The last line corresponds to the mean absolute deviation
MAD) results related to the differences Diff Mean and Diff Median . Con-
equently, we observe that the derived abundance set for NGC 2345
xhibits a better agreement with the median for young open clusters
nalysed by Magrini et al. ( 2023 ), even considering the mentioned
imitations. 

Fig. 9 presents the Galactocentric distances plotted against the
elative abundances for the open cluster sample analysed by Magrini
t al. ( 2023 ), employing the same age classification. A notable gap is
vident within the set of younger clusters, particularly in the vicinity
f NGC 2345, where a majority of the clusters are concentrated
t distances less than 9.0 kpc. Nevertheless, when examining the
utcomes related to the Melotte 71 cluster (the grey circle at R GC =
.87 kpc), it becomes evident that there is a significant agreement in
he derived abundances for NGC 2345, although differing in terms of
he [Fe/H] values. Importantly, this comparison does not rely on the
ean values for all clusters, as presented in Fig. 8 , since ratios such

s [Na/Fe], [Ni/Fe], and [Nd/Fe] align with Melotte 71’s values when
ccounting for standard deviations from the mean. The inclusion of
ore young open clusters with R GC = 9–11 kpc is fundamental for

onstructing a robust comparison. 
On the contrary, when comparing with the cluster set with ages

etween 1.0 and 2.0 Gyr, we obtain more fa v ourable outcomes.
his set includes four open clusters (NGC 2355, Collinder 110,
GC 2506, and NGC 2420) with Galactocentric distances similar to

hat of NGC 2345. Notably, NGC 2506 e xhibits v ery close values for
ron abundance and Galactocentric distance ( −0.34 and 10.62 kpc,
espectively). Finally, when we compare the results determined for
tars in NGC 2345 with the older open clusters (Age > 2.0 Gyr), we
nd a good number of clusters with similar distances. The apparent
etter agreement with the older cluster could be attributed to the
carcity of young clusters in the NGC 2345’s region. Ho we ver, the
GC 2345 cluster stands out due to its low metallicity, which is very

imilar to that of a group of older clusters. A possible explanation for
his is proposed by Baratella et al. ( 2020 ), who studied the impact of
he hot active chromosphere in dwarf stars and argued that there might
e limitations associated with the conventional spectral analysis
ased only on iron lines when deriving atmospheric parameters. 

 SUMMARY  

n this study, we determined the abundances of 20 chemical species in
tars of the NGC 2345 open cluster, including results of five species
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Figure 9. Galactocentric distances versus relative abundances for open 
clusters analysed by Magrini et al. ( 2023 ). The dashed lines indicate the 

solar values. 
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eported for the first time (F, P, S, K, and Yb). For the majority of
he elements studied, we confirmed the abundance values determined 
ia OP spectra analysis based on a previous study done by Holanda
t al. ( 2019 ) and in another recent article from the literature (Carrera
t al. 2022 ). The 16 O abundance was derived from the OH band in
ifferent regions of the spectra, which made it possible to determine
2 C and 14 N abundances via an interactive method, justifying the 
iscrepancies relative to our OP study for the same stars, since the
6 O value was necessarily fixed due to telluric contamination in 
he line at 6300 Å, which is classically used for analysis in the OP
omain. 
For the elements Na, Al, Ti, Cr, Fe, Ni, Ce, and Nd, their abundance

atios are in relatively good agreement with those previously derived 
rom OP spectra (differences up to 0.1 dex), which is not surprising
nd shows the reliability of the gf -values recommended by Af s ¸ar
t al. ( 2018 ) and others for these atomic lines in the NIR region.
he use of IGRINS makes it possible to increase the number
f studies providing reliable abundance data from high-resolution 
IR spectra, aiming to complement the investigations introduced 
ia OP analysis works. Moreo v er, obscured open clusters (or in
ense regions), recently discovered, may become studied thanks to 
ossibilities such as those for H - and K -bands. Indeed, a combination
f different spectral domains is promising and may be helpful to
etter describe/characterize open problems in stellar astrophysics, 
s well as the nature of different classes of chemically peculiar
tars, such as Ba stars, Li-rich giant stars, and weak G band stars
Adamczak & Lambert 2013 ; Holanda, Drake & Pereira 2023 ), in
he sense that additional abundances, such as 19 F and isotopes as 17 O
nd 18 O, can be addressed. 

The results for 12 C/ 13 C and 16 O/ 17 O ratios are consistent with the
alues predicted by the models of Boothroyd & Sackmann ( 1999 ),
agarde et al. ( 2012 ), Karakas & Lattanzio ( 2014 ), and Lebzelter
t al. ( 2015 ). Ho we v er, all the models o v erestimate the 16 O/ 18 O
atio, which is also true for a sample of less-massive stars from
he literature. The differences between the model predictions and 
bserved ratios may be due to initial conditions in the models.
ebzelter et al. ( 2015 ) suggest that the initial isotopic ratio might have
een ≈ 50 per cent of the solar value to bring the models and derived
bundances into an agreement. Our measurements, combined with 
recise mass determinations for open cluster studies, can provide 
inor uncertainties and a better valuation for the models. 
Finally, regarding the Galactic Ce abundance for open clusters 

s a function of the Galactocentric distance, metallicity, and age, 
e found good agreement with the trends observed by Sales-Silva 

t al. ( 2022 ). The 〈 [Ce/Fe] 〉 and 〈 [Nd/Fe] 〉 values obtained in this
aper through NIR spectra confirm the observed slight enhancement 
n s-process element abundance among young open clusters, as 
 xtensiv ely documented in existing literature. Furthermore, when 
onducting a comparison with the cluster sample analysed by 
agrini et al. ( 2023 ), it becomes evident that a limited number of

oung clusters are positioned within the Galactocentric distances 
f 9–11 kpc. Despite these limitations, we observe a relatively 
a v ourable agreement with the young open clusters studied by

agrini and colleagues. This agreement is underscored by the mean 
bsolute deviation calculated for the abundance ratios of 12 elements 
elati ve to iron. Ho we ver, the lo w metallicity found for the cluster
GC 2345 is only observable in older clusters ( > 1.0 Gyr) at similar
alactocentric distances. 
MNRAS 527, 1389–1404 (2024) 
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Table A1 – continued 

log ε(X) 
Specie λ ( Å) χ (eV) log gf gf Source #14 #43 #50 #60 

S I 22 507.597 7.870 −0.480 Af s ¸ar et al. ( 2018 ) 6.96 7.09 7.00 7.09 
22 519.106 7.870 −0.380 Af s ¸ar et al. ( 2018 ) — 7.16 7.14 7.16 
22 526.052 7.870 −0.700 Af s ¸ar et al. ( 2018 ) 6.96 6.91 7.06 7.19 
22 563.868 7.870 −0.280 Af s ¸ar et al. ( 2018 ) 7.04 6.94 7.13 7.26 

K I 15 163.090 2.668 + 0.550 Af s ¸ar et al. ( 2018 ) 5.06 4.95 4.96 4.87 
Ca I 16 136.823 4.528 −0.670 Af s ¸ar et al. ( 2018 ) 6.29 6.20 6.20 6.09 

16 150.762 4.529 −0.280 Af s ¸ar et al. ( 2018 ) 6.18 6.09 6.11 5.91 
16 155.236 4.529 −0.770 Af s ¸ar et al. ( 2018 ) 6.29 6.17 6.09 6.11 
16 157.364 4.551 −0.240 Af s ¸ar et al. ( 2018 ) 6.19 6.09 6.11 5.96 

Sc I 22 065.232 1.438 −0.840 Pehli v an, Nilsson & Hartman ( 2015 ) 2.87 2.68 2.85 2.32 
22 266.729 1.427 −1.400 Pehli v an, Nilsson & Hartman ( 2015 ) 3.05 2.95 3.02 2.55 

Ti I 17 376.577 4.486 + 0.550 Af s ¸ar et al. ( 2018 ) 4.77 4.80 4.73 4.58 
17 383.103 4.472 + 0.440 Af s ¸ar et al. ( 2018 ) 4.79 4.77 4.77 4.63 
21 782.944 1.748 −1.140 Af s ¸ar et al. ( 2018 ) 4.86 4.73 4.99 4.32 
22 211.238 1.732 −1.750 Af s ¸ar et al. ( 2018 ) 4.79 4.62 4.77 4.20 
22 232.858 1.738 −1.620 Af s ¸ar et al. ( 2018 ) 4.79 4.73 4.85 4.31 

Cr I 15 860.210 4.693 + 0.000 Af s ¸ar et al. ( 2018 ) 5.60 5.49 5.56 5.35 
17 708.730 4.385 −0.510 Af s ¸ar et al. ( 2018 ) 5.34 5.31 5.26 5.10 

Fe I 15 343.788 5.649 −0.690 Af s ¸ar et al. ( 2018 ) 7.18 7.25 7.14 7.15 
15 858.657 5.583 −1.250 Af s ¸ar et al. ( 2018 ) 7.16 7.16 7.07 7.07 
17 420.825 3.879 −3.520 Af s ¸ar et al. ( 2018 ) 7.19 7.23 7.20 7.16 
21 284.348 3.069 −4.510 Af s ¸ar et al. ( 2018 ) 7.32 7.31 7.19 7.12 
21 735.462 6.170 −0.730 Af s ¸ar et al. ( 2018 ) 7.28 7.28 7.27 7.23 
21 851.381 3.639 −3.630 Af s ¸ar et al. ( 2018 ) 7.23 7.24 7.20 7.08 
22 419.982 6.213 −0.300 Af s ¸ar et al. ( 2018 ) 7.22 7.14 7.07 7.16 
23 308.478 4.073 −2.730 Af s ¸ar et al. ( 2018 ) 7.18 7.17 7.18 7.05 

Ni I 16 673.706 6.030 + 0.100 Af s ¸ar et al. ( 2018 ) 6.03 6.06 5.95 5.98 
16 815.472 5.301 −0.590 Af s ¸ar et al. ( 2018 ) 5.91 5.89 5.86 —
16 818.745 6.035 + 0.330 Af s ¸ar et al. ( 2018 ) 5.96 5.91 5.95 —
17 306.518 5.484 −0.530 Af s ¸ar et al. ( 2018 ) 5.91 — — —

Ce II 16 376.480 0.122 −1.790 Cunha et al. ( 2017 ) 1.53 1.62 1.34 1.22 
16 595.230 0.122 −2.190 Cunha et al. ( 2017 ) 1.58 1.66 1.39 1.28 

Nd II 16 053.628 0.745 −2.200 Hasselquist et al. ( 2016 ) 1.30 1.35 — —
16 262.043 0.986 −1.990 Hasselquist et al. ( 2016 ) 1.50 1.65 1.54 1.48 

Yb II 16 498.396 3.020 −0.380 Af s ¸ar et al. ( 2018 ) 0.78 1.00 0.85 0.91 
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