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Preface

This scholarly monograph, «Multidisciplinary Analysis of Digital Transforma-
tion and Global Market Dynamics» stands as an epitome of intellectual endeavors 
to dissect the myriad dimensions of digital transformation and its ramifications on 
markets in the global context. The monograph comprises the crystallized insights 
and empirical findings presented during the International Scientific Conference 
Global Challenges of Digital Transformation of Markets (GDTM) international 
conference series, spanning annually during the period from 2021 to 2023 years 
(on the platform of Peter the Great St.Petersburg Polytechnic University, Russia). 
It addresses the contemporary state of affairs and aims to shed light on future tra-
jectories and emergent paradigms.

The monography «Multidisciplinary Analysis of Digital Transformation and 
Global Market Dynamics» values scientific integrity and fosters cooperation among 
esteemed academics, researchers, and specialists globally. Amid its borders, apprais-
ers will divulge miscellaneous issues essential for digital mechanisms in our daily 
lives, such as the evolution of digitalization and its utilization in diverse domains, 
such as the finance sector and the configuration of multiple integrated systems in 
digital energy. Moreover, considering elements closely connected with sustainable 
development and using innovative tools take the lead role in captivating more and 
more scientists to investigate such processes. Each handout offers a unique outlook 
on how the digital era and revolution in the diligence efforts in the elaboration of 
business models has primarily altered regular and confirmed market models, ac-
companied by both uncommon and occasion and complicated issues.

Moving on to more ubiquitous digital transformation applications, the monograph 
ventures into public life and energy sectors. It scrutinizes the human elements in 
technological adaptations and offers a pragmatic perspective on sustainable devel-
opment, especially in energy production and distribution.

Of particular note is incorporating newer methodologies for evaluating social and 
economic phenomena – ranging from the reputation of places in digital spaces to 
innovative financial models that empower entrepreneurial ventures. Moreover, the 



xxiii

text offers an in- depth analysis of business models reshaping traditional industries, 
highlighting the role of business ecosystems in this transformative journey.

The monograph «Multidisciplinary Analysis of Digital Transformation and 
Global Market Dynamics» caters to a diverse range of audiences, offering valuable 
insights and perspectives across various subject areas and job functions. Some 
principal audiences for this publication include:

•  Academic Researchers and Scholars: The book is particularly relevant to re-
searchers and scholars across disciplines such as Management, human- centric 
technologies, Logistics, Marketing, and Economics. They will find original 
research contributions that delve into the complexities of digital transforma-
tion's impact on markets and society.

•  Practitioners and Professionals: Professionals working in the fields of tech-
nology, urban planning, sustainability, marketing, and supply chain manage-
ment can gain practical insights from the book's exploration of real- world 
applications and strategies in the context of digital transformation.

•  Policy Makers and Government Officials: Those involved in policy- making 
related to urban development, sustainable practices, and economic growth 
will benefit from the book's analysis of how digital transformation influences 
policy decisions and shapes future initiatives.

•  Business Executives and Managers: Business leaders and managers can find 
valuable perspectives on how digital transformation impacts business mod-
els, market strategies, and customer engagement, as well as how to navigate 
the challenges and opportunities presented by these changes.

•  Students and Educators: Students studying disciplines like technology, busi-
ness administration, urban planning, and environmental sciences can gain 
a comprehensive understanding of the multidimensional aspects of digital 
transformation and its effects on markets and society. Educators can also use 
the book as a reference for teaching material.

•  Environmentalists and Sustainability Advocates: The book's coverage of sus-
tainable development and its intersections with digital transformation is rele-
vant to individuals and organizations focused on promoting environmentally 
conscious practices.

•  Technology Innovators and Entrepreneurs: Innovators and entrepreneurs ex-
ploring opportunities in the digital realm will find inspiration and insights 
into emerging trends, innovative business models, and potential areas for 
disruption.

•  Market Analysts and Researchers: Market analysis and research profession-
als can benefit from the book's exploration of how digital transformation re-
shapes market dynamics, consumer behavior, and industry trends.
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•  Consultants and Advisers: Consultants and advisers in technology, business 
strategy, and sustainable development can leverage the book's knowledge to 
provide informed guidance to their clients.

This reference monography is designed to cater to a broad audience, including 
researchers, technology professionals, students, and industry experts who are deeply 
engaged in understanding and navigating the digital transformation across various 
global sectors. This monography serves as a comprehensive guide, offering valuable 
insights into the multidimensional impacts of digital transformation on industries, 
economies, and societies at large. As editors, we believe that the wealth of knowledge 
encapsulated in this volume will significantly contribute to ongoing discussions and 
advancements in digital technologies, emphasizing their pivotal role in shaping the 
future of global interactions.

ORGANIZATION OF THE MONOGRAPHY

•  Chapter 1: "Product as a Service Business Model in the Context of the 
Development of a Digital Circular Economy: The Transition to a Circular 
Economy" by Maria Vetrova and Dinara Ivanova explores how the circular 
economy is evolving due to digital technologies and the product- as- a- service 
business model. This chapter highlights how digital solutions support sus-
tainability goals by reducing emissions and waste.

•  Chapter 2: "Application of the Business Ecosystem Approach to the 
Transformation of Business Models in Industry: The Example of the Light 
Industry Transformation" by Sviatlana Hrytsevich delves into the transfor-
mation of traditional industries like textiles and clothing in Belarus through 
business ecosystem strategies that leverage digital advancements for compet-
itive growth.

•  Chapter 3: "Desk Research Methods for Place Reputation Monitoring and 
Evaluation in the Digital Economy: Place Reputation Monitoring of the 
Region" by Valeriia Kulibanova, Tatiana Teor, and Irina Ilyina presents 
methodologies for desk research in monitoring a region's reputation using 
digital platforms, with an emphasis on the qualitative and quantitative aspects 
of place reputational capital.

•  Chapter 4: "Digital Technologies in Ensuring Sustainable Development 
of Oil and Gas Territories in the Russian Federation" by Danil Egorov, 
Anatoliy Chistobaev, and Kirill Egorov examines the role of digital tech-
nologies in improving sustainability and reducing environmental impacts in 
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Russia’s oil and gas sector, offering recommendations for overcoming barri-
ers to innovation.

•  Chapter 5: "Digital Transformation Features of Mining Industry Enterprises: 
Mining 4.0 Technologies Development Trends" by Alisa Torosyan, Olga 
Tcukanova, and Natalia Alekseeva investigates the impact of digital tech-
nologies on the mining sector, focusing on the development of Mining 4.0 
and the specific challenges and trends in digital transformation within this 
industry.

•  Chapter 6: "Digitalization of Business Sector and Commercial Banks 
Interaction in the Russian Federation: Results of the Study" by Elena 
Generalnitskaia and Natalya Loginova discusses the interaction between 
the business sector and commercial banks in Russia, identifying key trends 
and development priorities in digitalization that can foster innovation and 
economic growth.

•  Chapter 7: "Factor Analysis of the Economic Security of Regions: The Level 
of Economic Security of Regions" by Yulia Granitsa assesses the socio- 
economic potential of Russian regions by analyzing key indicators related to 
economic security and offering predictive models based on these metrics.

•  Chapter 8: "Human- Centered Technologies in the Development of Digital 
Energy: Integrated Power Management Systems" by Anatolii Gladkikh, 
Rafael Sayfutdinov, Artem Nichunaev, and Tatyana Ulasyuk emphasizes 
the importance of human- centric approaches in digital energy systems, high-
lighting the role of integrated power management systems in ensuring safety 
and efficiency in energy generation and distribution.

•  Chapter 9: "Impact of Reward Crowdfunding on Entrepreneurial Nature of 
Crowdfunded Ventures: Model of Client- Entrepreneur Relationship" by Ivan 
Kotliarov explores how reward crowdfunding transforms the relationship be-
tween entrepreneurs and customers, creating a new venture model that re-
sponds directly to customer needs, with backers becoming key stakeholders 
in business development.

•  Chapter 10: "Improving the Efficiency of Using Equity Capital in Oil and Gas 
Companies of Russia: The Study of the Financial Performance Indicators" 
by Irina Filimonova, Anna Komarova, Irina Provornaya, and Timofey 
Mikheev analyzes financial performance indicators in Russia’s oil and gas 
sector, proposing strategies to enhance economic growth and financial sus-
tainability within this key industry.

•  Chapter 11: "Involvement of Participation in Network Communication 
as a Factor of Its Sustainability: The Public Policy and Conditions of Its 
Formation" by Anna Kuzmina and Alexey Kuzmin addresses how network 
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communication and digital tools can strengthen public policy formation by 
increasing engagement and participation through digital platforms.

•  Chapter 12: "Management of the Petroleum Projects on the Russian Arctic 
Shelf: Project Management Aspects" by Anna Komarova, Irina Filimonova, 
Vasily Nemov, and Mohamed M. Adel A. M. discusses the unique challeng-
es of managing petroleum projects on the Russian Arctic shelf and proposes 
a multi- criteria decision- making approach to evaluate project efficiency and 
performance in this complex environment.

•  Chapter 13: "Prospects of Human- Centric Technology’s Influence on 
Economic and Non- Economic Aspects of Public Life: The Influence of 
Modern Technologies on Economic and Non- Economic Life" by Oksana 
Pirogova, Vladimir Plotnikov, Sergey Barykin, Anna Karmanova, Irina 
Kapustina, Natalya Golubetskaya, Alexander Puchkov, Anna Sedyakina, 
and Mikhail Loubochkin assesses the impact of human- centric technologies 
on both economic and social aspects of life, offering insights into how these 
technologies will shape future developments.

•  Chapter 14: "Risk Assessment of Intellectual Capital of the University by 
Ranking Methods: Digital Decisions and Expert Methods of Assessment" 
by Anush Airapetova, Vladimir Korelin, and Galiya Khakimova outlines 
digital tools and expert methods for assessing the intellectual capital of uni-
versities, focusing on risk management in academic environments.

•  Chapter 15: "Integrated Management System Implementation Prospects 
at the Aerospace Complex Enterprises: Enterprise’s Digital- Integrated 
Management System" by Ekaterina Messineva and Alexander Fetisov ex-
plores the implementation of integrated management systems in the aero-
space sector, with an emphasis on quality, environmental, and safety stan-
dards and their correlation with digital technologies.

•  Chapter 16: "Top Trends of the Transport- and- Logistic Activity Development 
in the Conditions of Digitalization: Identification of the Main Trends in 
Logistics" by Elena Vasilyeva highlights the impact of digitalization on the 
logistics sector, discussing trends such as paperless transactions, automation 
in freight handling, and the use of unmanned vehicles.

In Conclusion, this edited reference monography provides a diverse range of 
perspectives on digital transformation, encapsulating its challenges, opportunities, 
and future directions. Through the contributions of esteemed researchers, academics, 
and industry professionals, this monography offers a comprehensive analysis of the 
digital transformation landscape. It provides readers with the theoretical foundations 



xxvii

and practical insights needed to understand the complexities of digitalization across 
sectors and its impact on the global economy.

The interdisciplinary nature of the monography is reflected in its coverage 
of topics ranging from sustainability and finance to human- centric technologies 
and public policy, making it a valuable resource for a wide array of stakeholders. 
Whether you are a researcher, professional, or student, we hope this monography 
will stimulate critical thinking, inspire innovation, and encourage further exploration 
into the transformative power of digital technologies.

As editors, it is our sincere hope that the insights shared within these pages will 
foster meaningful dialogue, promote collaboration, and contribute to the continued 
evolution of digital transformation on a global scale. We extend our deepest grat-
itude to all contributors for their invaluable expertise and dedication to advancing 
the understanding of digital transformation in today’s interconnected world.

In sum, the monography «Multidisciplinary Analysis of Digital Transformation 
and Global Market Dynamics» serves as a comprehensive guide for academics, re-
searchers, policymakers, and practitioners interested in the ever- evolving landscape 
of digital transformation. It amalgamates a vast range of topics and methodologies 
into a single cohesive narrative, seeking to provide a holistic understanding of the 
challenges and opportunities wrought by the digital age.

Sergey E. Barykin
Doctor of Economic Sciences, Professor, Graduate School of Service and Trade, 
Peter the Great St. Petersburg Polytechnic University, Russia

Shakir Ullah
Professor of Faculty of International Studies, Henan Normal University, 
Xinxiang, China
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Chapter 1
“Product as a Service” 

Business Model in 
the Context of the 

Development of a Digital 
Circular Economy:

The Transition to a 
Circular Economy

Maria A. Vetrova
Saint Petersburg State University, Russia

Dinara V. Ivanova
Saint Petersburg State University, Russia

ABSTRACT

The COVID- 19 pandemic has brought additional threats to the achievement of 
sustainable development goals from the health, economic and social crisis. In a 
dominant linear economy, achieving zero emissions and waste targets and enhancing 
sustainability in general is difficult. Therefore, the transition to a circular economy 
model, which has been actively developing in theory and practice in the last decade 
due to significant environmental, economic and social benefits, is of acute relevance. 
The development of the circular economy is supported by digital technologies that 
optimize costs and help implement circular business models into practice. The 
article focuses on the product as a service business model, which is the first step 
towards the transition to a circular economy. Product- as- a- service finds application 
in practice among leading companies and brings significant positive effects for 
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producers, consumers and helps to achieve the goal of sustainable development.

NOVELTY STATEMENT

This chapter introduces a pioneering analysis of the “Product as a Service” 
(PaaS) business model, emphasizing its critical role in advancing the digital circular 
economy. By integrating digital innovation with circular economy principles, the 
research explores how PaaS enables sustainable business practices, extending product 
lifecycles, enhancing resource efficiency, and minimizing waste. This approach offers 
fresh perspectives on the transition towards a circular economy, positioning PaaS 
as a key driver in achieving long- term environmental and economic sustainability.

1. INTRODUCTION

The shift to circular economy has become a major concern to counter environ-
mental degradation. With dwindling resources and challenges, linear economy model 
is no longer sufficient. Therefore, with a broader framework, “Product as a Service” 
business model has emerged in the economic arena deriving more attention from 
scholars and practitioners alike. It is an innovative business model of an upgraded 
strategy under the current conditions of need for circular economy conversion via 
opportunities of digital transformation. The subject of this chapter is the applica-
tion of the PaaS business model to navigate through the concept of digital circular 
economy and through its integration create more sustainable economy and look 
forward to environmental- friendly economic future.

1.1 The Circular Economy: A Paradigm Shift

The circular economy is an innovative concept that departs from the prevailing 
linear model of economic growth and entails “take- make- dispose” approach move 
towards the model that revitalize resources, reuse and restore natural stocks (OECD, 
2020). This change of approach is due to increasing awareness that the existing lin-
ear model, based on the extraction of non- renewable resources and the production 
of waste, is unsustainable in the long- term (Jensen, 2015). The circular economy 
aims at closing the loop of product generation cycle in the context of designing 
product and systems that will have less waste output, with increasing life cycles 
of materials, and ingeniously turning resources into closed loops. At its core, the 
circular economy is built on three key principles: eliminating the discarded waste 
and pollution, utilizing goods and materials to their optimal utility, and restoring 
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ecosystems (Vezzoli & Manzini 2008). These principles challenge the normal 
perception about economic development which is relieved of being responsible for 
causing disposal of resources and pollution in the environment after the process of 
product consumption. On the contrary, the circular economy supports the belief that 
economic activity of consumption can be perpetual and enriched by preserving the 
value of products, materials and resources in the economy for as long as possible 
(Tischner et al., 2000).

The circular economy’s model hinges upon the design phase as one of its most 
crucial pillars. All products and services are developed considering their whole life 
cycle, thus using strategies as modularity, durability, reparability or recyclability 
(Jensen, 2015). This approach not only leads to the minima- libation of the ecological 
footprint of a product but it also opens up new business approaches, like the Product 
as a Service model which is discussed in the subsequent sections. Moreover, the 
shift to CE needs to be underpinned by a change of the social paradigm concerning 
resources. This change requires a number of processes such as revision of value 
chains, integration across sector, as well as influencing consumers to change their 
patterns of consumption (Defra, 2013). The eligible actors or stakeholders that are 
involved in enabling circular economy are governments, businesses, and civil soci-
ety in regard to formulating enabling policies, establishing circular infrastructure, 
and cognitively pushing for an adoption of circular economy. Debates on circular 
economy models are in the process of perpetual discussion as the prevailing global 
problems of resource depletion, environmental pollution and climate change call 
for this kind of approach. Thus, circular economy principles will be critical for 
constructing a long- lasting, sustainable, and prosperous world that can withstand 
such challenges in the future (Iqbal et al., 2021).

1.2 Understanding the “Product as a 
Service” (PaaS) Business Model

One of the business models functioning within the contemporary global markets 
could be described as “Product as a Service”, or in terms of the abbreviation, the 
PaaS business model – the model that transforms the conventional possession of 
product ownership to the possession of service ownership. As to PaaS, the seller 
allows the customers to use a system under the condition that the customer con-
sumption of the product is transferred to the seller for some period (Pupentsova et 
al., 2020). This shift to service- based consumption is thus indeed very much in tune 
with the circular economy model to the extent that such a strategy optimizes use of 
resources, reduces the levels of waste and optimizes life cycle of products (Khun, 
2021). Unlike the other similar models like SaaS, IaaS, and DaaS, the model of PaaS 
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is more customer centric and the purpose is to co- create value with the consumers 
over the long period.

It lowers the desire for creating products that are disposable, irreparable, and un- 
upgradable which is something the circular economy wants to eliminate because it 
is resource- wasteful (Firoiu et al., 2019). It has been used in technology and fashion 
industries among others, which proves that it has its efficiency and extensiveness 
in respective fields (Belmonte- Ureña et al., 2021).

Moreover, PaaS within the automotive industry helps to decrease CO2 emissions 
and the industry’s negative impact on the environment by encouraging people to 
use service- oriented transport instead of unsustainable vehicles. This model does 
not only avoid the constant presence of cars on the roads but it also practices the 
rationality of using vehicles that has the highest utilization rate (Sinkevičius, 2020). 
Technology firms such as Microsoft and Adobe have moved from selling licenses to 
basic software to customer subscription (Silkina, 2019). Some of these are familiar 
examples, such as Microsoft Office where clients no longer buy a license but sub-
scribe to the software. It also provides consumers the facility to constantly update 
their products which in turn enhances their functionality. This gives consumers a 
complete control of the life cycle of the product (Vetrova & Ivanova 2021). Thus, 
the software is kept updated, or generally, companies can guarantee that there will 
be few reasons for customers to upgrade and thus contribute to the generation of 
more e- waste.

PaaS model is not restricted to large industries it also has its applicability in 
consumer- products industry. For instance, Rent the Runway and Patagonia are 
known to provide clothing as rental based services since customers do not need to 
own the items, despite getting to wear quality clothes (Kharlamova et al., 2020). It 
can be safely said that this model is sustainable since it allows for the wearing of 
garments for longer periods and consequently, less garments are discarded. Among 
the factors that define the demands for PaaS, one of the most significant is the shift 
in consumer preferences, most evident among which is today’s youth who would 
rather rent and experience than own the product (Hernandez, 2019). The PaaS 
model also enables such companies to meet changing consumer needs while at the 
same time help realize the objectives of the circular economy i.e., lower utilization 
of resources and the creation of less waste. Furthermore, PaaS provides businesses 
with prospects of improving customer ties and offering consistent value in the form 
of services (Özkan & Yücel, 2020).

Nevertheless, the PaaS model also has its drawbacks. There is an essential need 
for organizations that put up the time and effort to ensure the right features, channels 
and networks to accommodate for service- related offers, and coordinate the various 
stages involved in product return, repair, and redistribution (Nurulin et al., 2020). 
Furthermore, businesses have to adjust their ways of making money i.e., moving 
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from transactional income to recurring one, which might entail profound changes 
in a company’s operations. However, the PaaS model has quite significant potential 
for improvement of the circular economic conditions. PaaS model encourages to 
popularize durative, reusable, and upgradable products and services, reduce raw ma-
terial consumption, and prolonging the life cycle of products. With the advancement 
of the digital technologies and its parallel shift of consumers moving from owning 
assets to obtaining access to them, the PaaS model will be one of the enablers of 
the CE transition (Brezet & van Hemel, 1997).

1.3 The Role of Digitalization in Enabling PaaS

Several authors demonstrated that digitalization is strategically important for 
the execution and upscaling of the “Product as a Service” (PaaS) business model 
within the framework of the circular economy. This upgradation of strategies have 
become possible because of advancement in digital technologies, including Internet 
of Things (IoT), big data analytics, Artificial Intelligence, and Blockchain into how 
businesses manage their products right from design, production, usage, mainte-
nance and disposal or recycling (Ibn- Mohammed et al., 2021). These technologies 
do not only help to improve the operational efficiency but also form the basis for 
new forms of value propositions that are based on sustainability and resource ef-
fectiveness. Probably the best benefit of digitalization to PaaS offers is the use of 
devices to monitor and manage the products. IoT products can constantly gather 
data regarding the usage, state, and performance of products which in turn enable 
service providers to provide timely, preventive, and prescriptive services (Wulf et 
al., 2021). For instance, bearings attached to industrial equipment are collected as 
data on the signs of wear and tear thereby notifying service providers before a failure 
happens, thus elongating the life of the product and minimizing the disposal cycle 
by the customer (Nurulin et al., 2020). This does not only complement the focus on 
the value offered by the PaaS model, but also supports the circular economy which 
aims for optimization of resource utilization.

Big data analytics and AI also enhances the features of the PaaS model as they 
help players to process the enormous amount of data derived from IoT devices or 
other online channels. By embracing the use of analytics, firms manage to under-
stand customers, services, and products, and the market as a whole. This enables 
the managers to design improved services, organize personalized services, and even 
better products (Firoiu et al., 2019). In specific, it is able to find out a product that 
is likely to need repair in future according to the past data, using habits, or envi-
ronmental factors and therefore makes provision that can help companies to offer 
timely services, reduce loss- time, and increase customers satisfaction. It also helps 
to maintain the PaaS model because it opens the way to block chain technology, 
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which ensures confidentiality, transparency and exchangeability of the transactions 
and history of the PaaS products. As products flow in a PaaS ecosystem and ex-
perience several ownership changes and service operations, block chain provides 
all concerned parties with tamper- proof information concerning the original and 
subsequent origins of the product, the services to which it has been subjected, or 
its condition for a given operation (Hernandez, 2019). Such level of transparency is 
highly relevant for ensuring institutional credibility among the customers, providers 
of services and other members of the value chain especially for industries where 
issues of quality, safety and compliance assume paramount importance.

In the same regard, digital platforms are the last enabler of the PaaS model. They 
enable easy consumption of the products and services in the business. Similarly, the 
social context of service selling is accentuated through digital platforms such as Uber 
and Airbnb where real- time betwixt users and service- providers are inter- related 
(Liu et al., 2021). The digital performs can be related to renting, sharing, leasing, 
tools and mechanisms to manage subscriptions, payments for products and services 
in the context of PaaS. In addition, these platforms can easily benefit from the user 
data to provide customer tailored recommendations, reward- based programs as well 
as other over and above services to enrich the value of the customer experience, 
hence promoting organizational growth (Matsumoto et al., 2017). The significance of 
digitalization for supporting PaaS does not end with business technological change; 
it also involves a cultural and structural change of the firm.

Firoiu et al., (2019) posited that for organizations to effectively leverage on the 
benefits of digitalization, they have to invest in technology, transform business 
practices, create capabilities, and champion creativity and cooperation. Furthermore, 
companies have to be prepared for the new risks that come with implementing digital 
strategies like data protection, privacy issues, and frequent technological updates.

1.4 Challenges and Opportunities in Implementing PaaS

The operationalization of “Product as a Service” business model encounters 
important challenges as well as promising possibilities. It means that despite the 
fact that the PaaS model can be considered as a shift towards the principles of the 
circular economy and provides a direction for the sustainable and efficient usage 
of resources, the transition to the PaaS model is not without its challenges. On the 
other hand, numerous possible advantages for the firm, buyers, and the ecosystem 
provide a strong incentive that encourages organizations to adopt this new model.
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(A) Challenges in Implementing PaaS

One of the main issues that can be observed when it comes to the implementation 
of the PaaS model is the fact that it requires definite rearrangements in the approaches 
that companies use. Legacy of tangible goods is modified in the companies. They 
have to adapt to the paradigm shift from selling products to providing services 
and to do that by means of redefining their value proposition, revenue streams, 
and customers (Ardolino et al., 2018). This shift entails resources’ commitment to 
the development of new competencies, e. g. digital environment, data analysis or 
customer relationship management, which may require significant and sometimes 
difficult innovations (Gesvindr & Buhnova, 2016). There are also other challenges 
which are of a strategic nature for example; the challenge of culture change in or-
ganizations. In many ways, the PaaS model requires planning for the long- term, for 
product longevity, product support, and customer interaction, and it does not support 
merely acquiring the quick sales. This encourages the promotion of organizational 
culture and climate of learning, teamwork and creativity which can be a challenge 
especially within the context that rewards focus on short- term, mainly financial 
KPIs (Garcia- Gomez et al., 2012; Li et a., 2024). Also, the PaaS model requires 
management shifts in leadership and organizational structure because this model 
emphasizes the delivery of services and customers. The final threat to the growth 
of PaaS is consumer acceptance or the lack of it, as many consumers are not willing 
or ready to adopt this change. On the one hand, the newer generations are open to 
the idea of service- based consumption, while others will remain against the concept 
of not owning things (Anouar et al., 2017). This resistance can be especially noto-
rious in the markets, where access to services is somehow linked with ownership 
or where there are reasons not to trust the availability and reliability of services. 
As much as there are benefits of using PaaS, consumers remain skeptical and have 
not fully embraced the services because the companies have not ensured educating 
their consumers enough about the benefits. They have not bought their trust yet 
and that the services provided are trust- worthy and reliable as they are inherently 
in the best interest of consumers (Ikundi et al., 2017). The last but not the least, the 
legal and political factor is another significant aspect that can enhance or restrain 
PaaS. The current laws regulating industries in diverse areas are formulated for the 
conventional product- based industries and do not necessarily provide sufficient 
solutions to the peculiarities which PaaS businesses deliver, including the concerns 
of legal responsibility, taxation, and consumer rights (Freet et al., 2015). Businesses 
and decision- makers also have a significant responsibility to support governments 
and provide an appropriate legal and regulatory environment for the introduction 
and adoption of PaaS.
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(B) Opportunities in Implementing PaaS

The potential of the PaaS model is vast, as potential clients can see all the benefits 
of the business without wading through unnecessary layers. PaaS model presents 
multiple opportunities to new and growing stream of business as it has shifted 
towards building a closer relationship with customers, unleashing an opportunity 
to stand out in today’s relatively saturated markets (Anouar et al., 2017). As the 
customer in today’s society owns the product, firms are able to continually interact 
with customers and offer upgrades, maintenance, additional services, which are all 
capable of improving the loyalty of the customer. Speaking of the environmental 
benefits of the PaaS model, it can be noted that the offered model complies with 
the circular economy objectives in terms of resource utilization, waste management, 
and the reduction of environmental footprint. Creating products that are long- lasting 
with the approach that the simpler the product the easier it is to maintain, leads to 
reduction in the chances of those products to find their way into the dump. Further-
more, inculcating the capacity to recycle this with refurbishing, remanufacturing or 
recycling at the end of its useful service also supports sustainability (Garcia- Gomez 
et al., 2012). Manufacturers can create opportunities that foster formation of new 
business ecosystems that link manufacturers, service providers, technology com-
panies among others to provide value for a customer need based on evolutionary 
measures and approach (Ardolino et al., 2018). Such partnerships can lead to further 
innovation by using technologies, thereby increasing the effectiveness of work, and 
provide value for all stakeholders in the value chain.

1.5 The Future of PaaS in a Digital Circular Economy

With the global economy in a quest to mitigate problems of resource deficit, en-
vironmental pollution, and climate change effects, PaaS business model is positioned 
to define the future of sustainable economy for digital circular economy. The PaaS 
model, based as it is on the sharing perspective rather than the ownership one, can 
be considered to fit in the logic of the circular economy, as it provides the framework 
for minimizing waste, managing the resources and encouraging innovation at the 
product and service levels. Several more trends and development will continue to 
shape the trend and diffusion of PaaS in a digital circular economy in the future.

(1) Technological Advancements and Integration

The future prospects of practicing PaaS is anchored to the steady progression 
and further adoption of digital technologies. Advances in Internet of Things (IoT), 
artificial intelligence (AI), block chain and big data analytics will improve on the 
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PaaS models whereby companies will be able to provide better and high service level 
to their clients. As depicted in figure 2 below, concept such as artificial intelligence 
will facilitate predictive analytics which will enable more accurate anticipation of 
maintenance requirements leading to less time out of service and further elongation 
of product’s life- cycle (Ikundi et al., 2017). Likewise, through the use of blockchain 
technology there will be improved transparency to track and trace ability of products 
throughout their life cycle. This will build trust among consumers and other stake-
holders (Sharma & Santharam, 2013). With time, the adoption of these technologies 
will cause great progress for the induction of PaaS model in businesses. Since the 
barriers to implementing the technology are reducing, more companies especially 
SMEs will be in a position to implement the model. This democratization of tech-
nology will most definitely create a shift towards PaaS market in the competitive 
environment and lead to the creation of new services that fit the divergent needs of 
customers (Liu et al., 2023).

(2) Evolving Consumer Preferences

Consumers’ behavior and their preferences are also going to be influential in de-
termining the course of the PaaS marketplace. It is noteworthy that a recent tendency 
of ‘experience economy,’ perhaps led by the younger generations of consumers, is 
gradually shifting from ownership to access. This change in the consumer attitude is 
in tandem with PaaS model where the offer is more of services than tangible prod-
ucts (Che et al., 2015). With an increasing consciousness about the adverse effects 
of environmental pollution, consumers will increasingly look for non- conventional 
ways of ownership; thereby, making the PaaS market quite firmly grounded. More-
over, there is a rising increase in the use of the subscription model in other fields, 
as people migrate from owning a product to subscribing to a product either from 
media, software and various other products such as home appliances and personal 
vehicles (Sharma & Santharam, 2013). Organizations that can articulate the value 
proposition of PaaS in terms of costs, ease of use and the green economy will be in 
a good position to tap into this rapidly growing market segment.

(3) Policy and Regulatory Support

Future Patterns of PaaS will also depend upon the policy and regulatory sector 
that is active in the IT industry. States as well as global institutions are starting to 
pay attention to the utilization of circular economy models in attaining sustainable 
development goals proposed by the United Nations in the SDG (Lüthi & Prässler, 
2011). Consequently, variations of circular economy will probably be increasing 
with policy support to business models such as PaaS. This support could act as a 
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form of carrots, as reimbursing companies that adopt PaaS in a similar way. These 
companies take initiatives like compensating individuals for renovating energy sav-
ing houses or encouraging legislations that enforce adoption of circular principles 
in product design and production (Knill et al., 2012). Nevertheless, the rules and 
regulations need to be changed correspondingly to meet the new requirements and 
challenges connected with PaaS, including questions of responsibility, consumers’ 
protection, and data protection. Simple and constant provisions will be vital for gain-
ing consumers’ confidence and avoiding that PaaS providers work in an unethical 
and unsustainable way (Lampkin et al., 1999).

(4) Expanding Business Ecosystems

As the PaaS model evolves in the future, we shall be likely to witness the emer-
gence of more elaborate and inter- connected business value webs. Businesses will 
rely on solution providers as it becomes a fashionable way to call for the involvement 
of suppliers, technology vendors and service providers to meet the ever- changing 
customer needs. These ecosystems will enable the sharing of funds, information, 
and the best practices within the sector and the industries making the field more 
dynamic and productive (Frosch & Gallopoulos, 1989). In this regard, platform- 
based business models will increase, as organizations will be able to deliver PaaS at 
a larger scale and with lower rigidity. Pervasive digital technologies supporting the 
exchange and coordination with customers and the provision of real- time insights 
about the services will be vital to the future of PaaS in a digital circular economy 
(Taylor et al., 2019).

2. LITERATURE REVIEW

2.1 Overview of Circular Economy Principles

Circular Economy has become an important concept in order to respond to the 
global crises in the areas of resource scarcity, environmental pollution and cli-
mate change. In contrast to the current conventional linear economy model which 
is typified by “take- make- dispose”, the circular economy supports an economy 
where resources are used correctly in the shortest time possible and after which 
they should be circulated in the economy. This model is underpinned by three core 
principles: elimination of waste and pollution, use of products and materials, and 
reinvestment of natural capital or stock (Tischner et al., 2000). The first of them, 
eliminate the need for waste and pollution requires the reconsideration of the process 
of producing a product. Some of the classical linear value chains and value webs 
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fail to consider the backstage effects of waste production and pollution. In a circular 
economy, waste is considered a problem to be annulled by enhancing the design 
and improving processes. Products themselves are developed and have features of 
utilizing resources during and after their use aiming to minimize waste, prolong the 
products’ use, have easy means of repair and refurbishment or recycling (Vetrova & 
Ivanova 2021). Besides, this approach is aimed at the reduction of the environmental 
impact of resources and products and the elaboration of new economic activities 
based on the principles of sustainable usage of resources.

The second principle of circular economy, which is to keep products and ma-
terials in use concern with the usage of products and the effective utilization of 
materials (Liu et al., 2023). In circular economy, the input materials and products 
are kept for as long as possible within the economy without disposal by selling for 
further use, repairing, remanufacturing, or recycling. This is a stark contrast to the 
linear model in which after use, products are mostly disposed, hence, tremendous 
wastage is observed. The circular economy minimizes the virgin resource use and 
decomposition costs since it promotes the reuse of products and materials (Silkina, 
2019). Not only that, this principle also provides impetus to adoption of new business 
models like PaaS where businesses own the physical products and offer them to be 
used by customers and maintained by the businesses themselves to avoid creation 
of waste products.

The third focusses on regenerating natural systems, stresses the replenishment 
of the environment and not exploiting it (Belmonte- Ureña et al., 2021). In contrast 
to the linear model’s reliance on linear economy which results in the depletion of 
natural ecosystems, the goal of a circular economy is to establish environmental- 
friendly loops within the framework of which flow of resources is beneficial to 
living things and support ecosystem’s life forms (Sinkevičius, 2020).

The impetus for circular economy is as a result of realization of the fact that the 
linear economy cannot be sustained in the future. Dependence on the finite resources 
and the detrimental effect being caused to the environment by waste and pollution 
is a threat both to the long- term economic growth as well as short- term prosperity. 
It cannot proceed along with sustainability of the environment. Firoiu et al., (2019) 
argued that circular economy insists to make a paradigm shift at business level, 
supply chain, as well as consumer level. Many companies still remain trapped in the 
‘shareholder- value’ model that encourages the maximization of short- term profits 
at the cost of long- term value, which has important implications for redesigning 
consumables and other materials, producing and using them responsibly and dispos-
ing of them. This includes prescriptive measures such as putting in place policies 
that support effective utilization of resources, policies that encourage sustainable 
business practices and policies that discourage wastage of resources (Khun, 2021).
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2.2 The Emergence of Product as a Service (PaaS) Models

Within the circular economy context, the PaaS model is one of the organizations’ 
strategic options to replace the traditional product ownership trend. Consumers 
are only able to use a product, paying for the product’s service while the product’s 
ownership and responsibilities regarding its wearing out or damage lies to the man-
ufacturer (Pupentsova et al., 2020). In contrast to the traditional business models 
of production and consumption, the PaaS model prolongs the utility lifespan of the 
objects and minimizes wastage (Sinkevičius, 2020). The PaaS model have evolved 
from the more generic concept of servitization— under which manufacturing firms 
began to transition from companies that delivered tangible goods to service pro-
viders. Liu et al. (2023) contended that servitization is a business model transition 
wherein firms integrate products and services to deliver more value to the clients. 
This approach also adds customer value along with improving resource utilization 
as it lowers the demand for new products and extends the use of existing ones.

Subscription- based models has become a particular preference among various 
industries and that is because PaaS models have developed the niche for such choices 
in industries where there are high costs at the initial stage, where the maintenance 
is complex, or where the technologies are changing rapidly. As in the automotive 
industry, liberal models such as car- sharing and subscription services appear to be 
liberal because they enable consumers to use automobiles without the fiscal and 
organizational costs accruing to owning a car (Giessmann & Stanoevska- Slabeva, 
2012). This business model not only delivers upgrades and new functions for custom-
ers on a regular basis but also avoids physical delivery and packaging belonging to 
the principles of circular economy (Classen et al., 2019). It has also become evident 
that SaaS is the dominant model of consumption for software solutions and turned 
the industry into the cloud, that utilizes the model of software as a service provider. 
This is a significant step forward towards the creation of sustainable business models.

2.3 Digitalization as a Catalyst for PaaS

The role of digitalization should not be underestimated as the enabler of the PaaS 
model, as discussed in the prior discussions. Wortmann et al., (2024) has pointed 
out that IoT, big data, and recently developed technologies have been employed in 
enhancing the manner that products are created, supervised, and regulated at different 
stages of production. These technologies supplied the base and equipment necessary 
in the PaaS model that could allow the company to offer more efficient, prompt and 
diverse services (Jensen, 2015). In this regard, IoT can be noted to have a significant 
contribution to the PaaS, especially where tracking of usage and performance of 
a particular product in real- time is desirable. IoT devices also enable the state of 
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the product to be known thus having service providers offer maintenance and other 
services that tend to make the product to have prolonged life cycle (Villaroel, 2018). 
It also facilitates the reduction of the total cost of ownership for the consumers and 
is closer to the goals of circular economy.

Big data analytics and AI enrich the PaaS model by facilitating the analysis of 
customer and product experience and other tendencies. These technologies allow 
the companies to enhance their service delivery system, tailor solutions for consum-
ers, and adapt products based on consumer performance data (Tohanean & Toma, 
2024). For instance, AI can forecast when a product has a tendency to develop some 
complications that may necessitate either repairs or overhaul, and accordingly, or-
ganizations can take measures to undo the complications thus preventing complete 
failure of the product. Blockchain technology is also useful in the PaaS model since 
it enables safe and transparent record of past dealings and record of the products as 
well. All the participants in a PaaS ecosystem are interested in comprehensive and 
objectively true information about the product’s origin, operations, and service history 
in the customer environment, as well as the history of service interventions applied 
to it. This necessary data is provided by blockchain (Iqbal et al., 2021). Such level 
of transparency is crucial in establishing the confidence of the customers, suppliers 
and other stake- holders in the chain.

2.4 Challenges and Barriers to PaaS Adoption

However, there are some challenges and barriers to the adoption of the PaaS 
model as follows. One of the biggest problems is that the core issue necessitates a 
major change of course in business planning and function. In some sectors, com-
panies who predominantly depended on selling a product now need to shift to a 
service- based model. Service- based model requires different skills such as digital 
support, data support, and customer support (Saygıner, 2023). It is more often than 
not a time- consuming and costly affair, especially if the movement is undertaken 
under circumstances that may not be financially in a position to afford the new ca-
pabilities. Another hindrance to the adoption of PaaS is cultural resistance within 
organizations. The PaaS model is long- term oriented, which means product longevity, 
maintenance, and customer relations are preferred over the product selling (Liu et al., 
2023). For companies that tend to set short- term financial goals, this can definitely 
prove to be a big challenge. Also, the PaaS model may disrupt the organization’s 
functional reporting due to the shift from product- centricity to service delivery and 
heightened customer orientation.

Another important consideration that can directly affect PaaS is consumer accep-
tance. While the youth may embrace service- based consumption, other consumers may 
not entertain the idea of using a product without owning it (Alghamdi et al., 2021). 
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This resistance can be especially evident in the markets that are associated with status 
or that involve ownership and where people do not trust the availability and reliability 
of the services. Businesses also need to engage consumers with a clear message on 
the advantages of PaaS and gain their confidence in service provision. Regulatory 
constraints are also significant in influencing PaaS personnel adoption. Currently, 
many regions already have established rules for regulating product- based business 
models; and updated rules targeting the peculiarities of PaaS including key issues 
like liability, taxation, and consumer protection which are still neglected (Osembe 
& Padayachee, 2016). It is therefore the duty of governments and policymakers to 
coordinate efforts towards extending a favorable legal and regulatory environment 
that supports the adoption of PaaS and eliminating obstacles to its deployment.

2.5 Opportunities and Future Directions

The opportunities the PaaS model offers are massive. From the perspective of 
businesses, it brings opportunities for generating new and additional revenue streams, 
expanding customer ties and setting themselves apart in more saturated markets 
(Compagnoni & Stadler, 2021). In businesses who adopt PaaS, service- providers 
can have constant communication with the buyers offering them new versions, 
repairs and complementary increased customer retention. In the context of circular 
economy (which is efficient in the use of resources) and in relation to the reduction 
of adverse effects on the environment, the PaaS model is more consistent with the 
ideals of eco- friendly approach to deliver services for business. Durable products 
which are easy to maintain do not find their way to the landfills and where possible 
products can be refurbished, remanufactured, or recycled at the end of their useful 
life cycle. This will add to sustainability (Tohanean & Toma, 2024). Furthermore, 
it will not only lead to the promotion of CSR activities but also to the saturation 
of the demands of consumers and investors for the development of the company’s 
more sustainable activity.

The PaaS model will also remain prominent in the future as the economy ex-
pands and shares more on its online presence, employing better technologies and 
leading to customer’s transition towards being environmentally conscious. Therefore, 
due to IoT, AI, blockchain and other technologies embedded in the system, PaaS 
models will advance and improve the provision of complex goods and services 
(Phaphoom et al., 2015). As more companies seek sustainable business models, 
more governments and international organizations are extending their support to 
firms that promote the circular economy. It is increasing policy support for PaaS 
and other circular business models.
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In general, it can be noted that the PaaS model may be considered as one of the 
possible trends to implement the initiatives of the circular economy. Despite the 
hurdles that have been observed as the main reasons that hinders the widespread 
adoption of green supply chain management, the benefits that accrue to the busi-
ness, consumer and the environment are numerous. In the light of the present- day 
advancement in the digital technology and conducive policies of the PaaS model, 
it is likely to emerge as a standard model of the global economy in the future deliv-
ering innovation, sustainability and economic growth in the coming years (Bocken 
et al., 2016).

3. SUMMARY

This chapter begins with an introduction and a literature review that places the 
“Product as a Service” (PaaS) business model in the larger framework of circular 
economy. It is an innovative economy model that aims to respond to all the envi-
ronmental and resources issues of the current linear economy. Circular economy 
is based on the three principles of eliminating waste and pollution, using products 
and materials effectively, and restoring the ecosystem. These principles contradicted 
the dominant model of economic development by practicing the ever- use and ever- 
renewal of a resource, making resource waste near impossible. The PaaS model 
appears as one of the solutions that can help attain these objectives as it changes 
ownership from manufacturing products to delivering services that inspire producing 
long- lasting items which can be sustained and updated. The circular economy also 
brings forth newly emerging business models that can generate more value by means 
of repetitive or subscription- based revenues and improved customer interactions.

A brief discussion on the development and relevance of PaaS model is also in-
cluded in the literature review. It underpinned servitization as a principal concept 
based on the shift towards business from pure product manufacturing and supply to 
providing products as well as services. The review also highlights how digitalization 
is an essential component for the advancement of PaaS by employing IoT, AI, and 
block chain technologies for effective PLM and services. However, there are signif-
icant challenges in the adoption of PaaS model. There is compelling evidence that 
substantial shifts in organizational strategies, culture, and capability are required, 
along with addressing cultural resistance and the need for supportive regulation. 
However, there are multiple benefits offered by PaaS, especially for industries 
where high initial investment is required or in industries where the technology be-
comes outdated in relatively short period of time like automobiles and technology 
industries. They have realized that access is way better than owning the product or 
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service and as the technology advances, PaaS is set to be the model that will shape 
the new economy for a sustainable future.

Table 1. Benefits of the product- as- a- service model 

For producers For consumers Sustainable 
development

Offer

Improved offer optimized for customer 
needs

Offer

Personalized offer Longer use of 
resources

New services and revenue streams Availability of updated 
products

Best use due to 
multiple users

Significant differentiation and 
individualization of products

Complementary 
services Extended product life

Sales
Simple search for new customers

Expenses
Low initial investment Ability to reuse and 

recycle

Flexible pricing according to customer 
needs Cost savings

More conscious 
consumption

Profitability and 
cash flow

Stable, predictable income

Operations Improved customized 
service

Cost savings and increased profits

Customer 
relationship

Close relationships with customers and 
increased customer loyalty

(Authors Data)

Table 1 highlights all the advantages of the Product- as- a- Service (PaaS) model 
for the producer, consumer, and for sustainable development in society. The model 
holds great potential for producers, as it can open up opportunities for them by of-
fering differentiation of product lines, additional sales and customer intimacy are 
targeted. It ultimately leads to guaranteeing producers a steady and reliable income 
stream. On the other hand, low initial investment, access to updated products and 
services as well as patronization of individually tailored services are notable benefits 
for the consumer. It also forms the basis of cost- saving strategy and improvement 
of service delivery. Discussing the PaaS model on the basis of sustainable devel-
opment criteria, four benefits can be pointed out. Only tangible resources are used 
and the overall rate of their utility is multiplied. Simultaneously, while retaining the 
use, PaaS intends to sustain recycling, and ultimately reuse rates are optimized. It 
also pays close attention to what is being consumed and where it will end up at the 
conclusion of its life- cycle. The overview of these benefits incidentally shows how 
the PaaS model can achieve both economic and ecological preservation to form a 
key component of the circular economy plan.

Figure 1 illustrates the various business models of a circular economy, as compiled 
by the authors from multiple sources including Arenkov, Tsenzharik, and Vetrova 
(2019) and Accenture (2019). These models encapsulate the strategies and frame-
works that businesses can adopt to shift towards a circular economy, emphasizing 
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sustainability, resource efficiency, and the reduction of waste. The figure serves as a 
visual synthesis of the key components and practices that underpin a circular economy, 
providing a comprehensive insight into how different business models contribute to 
the sustainability goals. This visual representation is crucial for understanding the 
practical applications of circular economy principles in various industries.

Figure 1. Business models of a circular economy (Arenkov et al., 2019)

4. CONCLUSION

The ‘Product as a Service’, also known as PaaS model can offer a viable theoret-
ical structure for managing the shift towards a post- industrial and resource- scarce 
economy. Thus, empowering PaaS to regulate circular economy, entails the exten-
sion of product use, minimization of waste, and regeneration of natural resources. 
The integration of digital technologies like IoT, AI, and blockchain provides the 
opportunity to PaaS to progress to another level, enriching the company and solution 
partners with a more efficient way of creating, delivering, and managing value for 
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clients and markets as well as reinforcing the structure needed to manage the full 
lifecycle of products.

Despite the challenges associated with implementing PaaS, such as the need for 
strategic shifts within organizations, cultural adaptation, and regulatory support, 
the benefits for businesses, consumers, and the environment are significant. As 
consumer preferences continue to evolve towards valuing access over ownership 
and as digitalization becomes more pervasive, PaaS is poised to play a crucial role 
in the future of sustainable business practices. The model not only offers businesses 
new opportunities for growth and differentiation but also contributes to the broader 
goals of sustainability by reducing the environmental impact of production and 
consumption. In conclusion, the PaaS model represents a vital pathway for achiev-
ing a more circular and resilient economy, and its adoption will be essential for 
addressing the global challenges of resource scarcity, environmental degradation, 
and climate change.
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ABSTRACT

Traditional industries that have dominated the market for decades are now facing 
new competitors that are changing the boundaries of industries and business mod-
els. These competitors are taking leadership positions due to the growth of digital 
technologies. One of the possible ways of successful functioning in the digital world 
can be the use of the concept of business ecosystems (BES), namely the introduction 
of a business ecosystem approach (BEA) to the formation of a new strategy for 
managing traditional business models. The article aims to reveal the relevance of 
the development of the BES concept and the use of BEA as a transitional element 
to the modern transformation of traditional industries. In this article, the author 
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presents key conclusions on the refinement and use of criteria characterizing the 
functioning of business ecosystems for the organization of transformational process-
es, considering digitalization and intercompany integration. The author examines 
the example of the transformation of the light industry (textile and clothing) in the 
Republic of Belarus.

NOVELTY STATEMENT

This chapter contributes significantly to the sustains a business ecosystem 
approach (BEA) that delivers outcomes which are up to par to the modern world 
needs and achieves the high- end goals for both the supplier and the consumer i.e., 
being advantageous to all stakeholders. The proposed approach offers a transition 
path to the traditional industries to upgrade themselves rather than demolishing 
these industries and relying solely on the digitilised new industries that came into 
being in the modern era.

1. INTRODUCTION

In the competitive struggle, traditional industries like manufacturing industry 
supports the emerging strategy of maintaining positions for years. Ironically, they 
are currently faced with the irrelevance of existing strategies. Expanding the influ-
ence of new high- tech on market participants of the global economy, demonstrating 
exponential growth in the short term, is a challenge to maintain a firm competitive 
position in traditional business. Typically, traditional industries are the primary 
source of employment in developing countries. They are at the stage of maturity 
or decline of their life cycle, and differ in the relative labor intensity of the produc-
tion process. However, they retain the ability to innovate. Despite the challenges, 
traditional industries continue to be a significant contributor to national product 
creation and employment.

As they adapt their business models and seek new competitive advantages, the 
potential for transformation in these industries is a source of hope and optimism. 
The success stories of startup projects in high- tech industries serve as inspiration, 
influencing the revision and change of development strategies in long- established 
sectors and companies. Maintaining innovative activity in the traditional sector 
of the economy is a pressing need that requires new approaches to management. 
The changing business environment, influenced by automation, robotization, and 
digitalization processes, necessitates the explicit integration of various market par-
ticipants. In this context, the creation of a business ecosystem (BES) emerges as a 
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strategically important solution for increasing the business and innovation potential 
of both individual enterprises and entire industries.

In this chapter, the author defines the directions for changing the business model, 
using the example of one of the most important types of traditional manufacturing 
industry -  the light industry (i.e., textile and clothing). The future dynamics have 
modified business model of this sector in the context of digitalization. The subject- 
matter discusses the development of innovative integrated solutions based on a 
combination of manufactured products and the possibility of providing industrial 
services that comprises of digital components in order to meet the ever- increasing 
needs of customers.

The experience of the development of the textile and clothing industry in the 
USA and the EU countries has presented opportunities for the transition of the 
so- called low- tech industries to the category of high- tech through cooperation. It 
encourages to achieve sustainable innovative solutions (Abbes et al., 2022; Beyers 
& Heinrichs, 2020; Todeschini et al., 2017). This transition was facilitated by the 
revision of development strategies towards the introduction of innovations, namely 
information and communication technologies in the design, and creation of fabrics, 
and products, as well as electronic trading platforms for the needs of customers.

It is of due consideration that the presence of platform business models within 
the framework of changes in international trade policy has allowed textile and cloth-
ing consortia of developed countries to create and sell products with exceptional 
characteristics and advantages. It has simultaneously solved the problems of textile 
waste and meeting high demands in the fashion industry (Ghoreishi & Happonen, 
2022; Jensen & Whitfield, 2022). Participants of the BES in the textile and clothing 
industry platforms play a key role of a guide in the creation of new products and 
their transition from production to retail sales, allowing the use of digital design and 
ceaseless production processes without additional costs. It should be emphasized 
that data- driven product design allows the industry to achieve waste reduction goals, 
which is of significant concern in current environmental conditions.

2. LITERATURE REVIEW

Adner and Kapoor (2010) investigated the effectiveness of the management strat-
egy in the business ecosystem. In the context of global semiconductor equipment 
for lithography, the study describes the architecture of business ecosystem (BES by 
pointing out the consequences of external innovation challenges depending not only 
on the scale of each of the participants but also on their location in the ecosystem 
relative to the leading company. Chen et al. (2022) clarified the concept of innova-
tion ecosystem based on a sound theory. It allows us to present a conceptual model 
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comprising of an innovative population and an innovative habitat in the innovation 
ecosystem, as well as the input and output activities of the subjects of innovation in 
the ecosystem. Jacobides et al. (2018) in their work focuses on supplementing the 
literature on BES in the direction of causes of ecosystem, and their differences from 
other forms of management. Along with this, the authors point out the importance of 
such a property as modularity which contributes to the emergence of an ecosystem 
that allows several separate but interdependent organizations to coordinate their 
actions without a complete hierarchical order.

Kapoor and Lee (2013) likewise consider firms in the context of their business 
ecosystems and explore how differences in the ways firms organize in relation to 
complementary activities affect their decision to invest in new technologies. Trinh 
et al. (2014) developed the topic of ecosystems in business by applying the game 
theory approach to the study of strategic behavior of firms in systems of joint value 
creation. The authors pay close attention to such important issues as cost optimization 
and its subsequent distribution among ecosystem participants.

Although some researchers criticize the concept of BES itself, the described 
empirical experience shows the importance of the transition to the use of a new 
theory in various sectors of industry, both high- tech and traditional (also known as 
low- tech). However, analytical work is still underway to create models that will allow 
evaluation of the effectiveness of this new form of interaction between economic 
entities in the future.

Furthermore, other studies were conducted under the necessary to clarify certain 
aspects. As Battistella et al. (2013) analyze BES models according to a methodol-
ogy called “methodology of business ecosystem network analysis” (MOBENA). 
The authors illustrate its application via a case study conducted inside the Telecom 
Italia Future Centre, and in particular taking it as an example for the digital imaging 
ecosystem. Bithas et al. (2018) consider the development of innovative activities in 
service sector organizations within the framework of a two- dimensional model that 
displays the options (“roles”) of a service system for positioning itself in a network 
of service systems. Creating joint value with an emphasis on innovative leadership 
and differentiation through partnerships along with making variations in the supplier- 
consumer relationship. Kim (2016) considers the activity of platforms as ecosystems 
of coexistence of suppliers and consumers, which can provide benefits to both sides. 
Based on these studies, it can be anticipated to build a platform model in BES within 
“12 different types of quality management strategies and revenue structure”.

Radicic et al. (2020) explore seven EU regions to analyze government support 
programs for SMEs in the traditional manufacturing industry, which will consolidate 
and expand innovative ecosystems beyond the usual business partners by encour-
aging cooperation of SMEs with both knowledge providers from the private and 
public sectors. Wieninger et al. (2019) uses the example of the telecommunications 
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industry to propose a new approach for the analysis of the BES by leading players, 
and assess the level of their control over the entire system.

The concept of BES was formed in context of revisiting economic thought in 
the 90s (Moore, 2006). It marked the beginning of an active study of complex eco-
nomic dynamics. The theoretical core of the research was to analyse the concept 
of “ecosystem”. Along with Moore, other scientists that contributed significantly 
are Teece D. (2016), Adner and Kapoor (2010), Rong et al. (2013), Williamson 
and De Meyer (2012) among others. In their study, they investigated the relation of 
participants in modern business that develop in a dynamic environment of network 
interactions. Subsequently, defining the purpose of the BES as a landscape for the 
integration of resources, the outcome of joint creation, and the receipt of values.

Several Russian scientists have also considered the study of the entire variety of 
business systems and the dynamics of their development. Research in this field of 
inter- firm interactions in the conditions of the formation of a post- industrial econo-
my, emerging uncertainty, and the need for increasing stability of the values created 
are considered of paramount importance. This is endorsed in the publications of 
Ivanova et al. (2020). Vertakova et al. (2022) highlight the issues of digitalization 
of the economy, the development of transformation processes of inter- firm inter-
action, and describes various methodologies for assessing the transformation of 
traditional industries in modern conditions. The issues that arise in the formation 
of industrial ecosystem are discussed by Babkin et al. (2021). Gamidullaeva et al. 
(2021) provide thorough insight into the study of digital platforms as tools for the 
development of business ecosystems, and the description of intersectoral digital 
mechanisms of business relationships. Sheresheva et al. (2022) undertakes in their 
articles the elaboration of forms of interactions between participants of complex 
economic systems as the example of clusters, and establishes possible ways of 
identifying each of the participants using a network approach. Furthermore, Popov 
et al. (2021) explore the entrepreneurial and innovative ecosystems in publications 
and presents their analytical models.

This comprehensive literature elucidates that BES concept has changed the 
view from traditional inter- firm competition to a joint approach with simultaneous 
cooperation and competition between participants in economic systems. Therefore, 
the ecosystem business models are formed to collectively create value propositions 
that companies cannot create alone using only their resources. In other words, the 
ecosystem is determined by the structure through which partners interact to con-
vey a value proposition to the end consumer (Adner, 2017). Ultimately, the BES 
concept emphasizes the process of the joint evolution of industrial system and their 
dynamic environment which offers new opportunities in conditions of uncertainty 
(Rong et al., 2013).
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BES can be designed based on various values, methods, and technologies. 
However, the concept of BES is based on a basic set of principles inherent in any 
ecosystem, both in the biological environment and in the business environment. 
These principles include the principles of coevolution, dynamic transformation, 
continuous innovative development, competitive cooperation, coordination, self- 
adaptation, self- organization, joint value creation, modularity, multidimensionality, 
and scale (Gawer & Cusumano, 2014; Hein et al., 2019). Inter- company dynamic 
systems created in the context of the BES concept are subject to changes and adap-
tation considering digital transformation.

They involve the coordinated involvement of stakeholders in a complex network 
architecture of interaction to create common value. To simplify the complex architec-
ture of inter- organizational interaction, it is intended to create platforms in ecosystem 
that allow direct and rapid exchange of data and information between participants. 
A digital platform in BES with a multi- level modular architecture can be used for a 
separate company, as well as serve as a component for other companies participating 
in the ecosystem (Hein et al., 2019; Jacobides & Lianos, 2021; Rong et al., 2021).

Modularity in the functioning of the platform facilitates the joint work of the BES 
participants, and the coordinating function of the platform indicates the joint work 
of the suppliers and partners hosted on it. In the process of ecosystem integration 
involving digital platforms, enterprises can reduce their labor and capital costs in 
software development by obtaining the necessary technologies, resources, and in-
formation from partners. A set of principles describing the conceptual boundaries 
of ecosystems in business underlie the emergence of such a complex category as 
the business ecosystem approach (BEA). The use of BEA to form a strategy for the 
transition to business ecosystem integration on the role model of foreign companies 
(Acs et al., 2017; Cavallo et al., 2021; Chen et al., 2022). It suggests the emergence of 
a new integrated approach to the management of enterprises. This will jointly create 
a value proposition describeing a new architecture of interaction and complements 
the indicators for evaluating the effectiveness of managing complex structures.

In BES, joint value creation occurs in a network of shared assets, when all par-
ticipants create value simultaneously. Creating a common value involves directing 
resources to the development of innovations. On the basis of close networking, 
enterprises can get more resources and partners aimed at improving productivity 
through flexibility and reducing customer order fulfillment time (Rong et al., 2021). 
The development of networks is closely related to the emergence of digital plat-
forms. The platforms allow the accumulation of network effects and the scaling of 
the business. A great number of participants of the BES increase the added value 
accumulated around the platform. Thereby, the structure of the BES is formed due 
to network effects. It should be noted that value propositions can provide benefits 
for end users not only in the form of tangible products, but also in the form of trans-
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actions, services, and new information (Trinh et al., 2014). The proposed approach 
fundamnetally describes the elements of the BES concept and the use of a business 
ecosystem approach to the management of traditional enterprises, which will allow 
changing development strategies and transforming business models of enterprises 
and entire industries in the modern digital era.

3. MATERIALS AND METHODS

The authors opted for the theoretical analysis. Taking into consideration all the 
aspects, this approach employed general scientific methods i.e, analysis, synthesis, 
generalization, and system analysis. It is imperative to anticipate the possibilities of 
applying the BES concept to management in traditional industries, utilizing meth-
ods of theoretical analysis of materials from reputable researchers as Cavallo et al. 
(2021), Jacobides et al., (2018), Wieninger et al. (2019). These derived materials 
were used to identify important properties that future participants of BES should 
meet, and the functional environment that should be sustained, in order to increase 
the intensification of development of their business processes during the period of 
active digitalization. These methods served as a conceptual basis for describing a 
set of criteria by which it is possible to assess the readiness of modernization of 
mature industries in both developed and developing countries.

The author argues that it is necessary to qualitatively assess the potential of tra-
ditional industries for the formation of a new form of organization of inter- company 
relations – BES. BES as a new method of doing business makes it possible to involve 
various firms (including small and medium- sized businesses) in the cooperative 
chains of large manufacturing enterprises, providing comprehensive support to the 
country's economy at the stage of development.

The materials entail changing the business model, by taking the light industry 
as an example. It prompts to redefine our future dynamics by integrating innovative 
solutions in the context of globally digitalized world. The traditional manufacturing 
industry won’t cope with the strategically growing and all- encompassing models 
if they still retain redundant or declining life- cycles. It induces the need for robust 
innovative initiatives as assembled and put forward by the materials of this chapter. 
By encouraging sustainable business ecosystems, it anticipates the potential of pro-
viding industrial services that comprises of digital components, innovative solutions, 
and data- driven approach in order to meet the ever- increasing needs of customers.

The transformation experience inadvertently unleashes certain challenges to 
traditional manufacturing industry. The use of digital technologies and tools in pro-
duction and business processes deems that it is high- time for the traditional industries 
to make a transition from low- tech industries to high- tech industry. As highlighted 
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in the materials, this precept leads to an era of new cooperation and the integration 
of principles that delineates digital platforms to inter- play with the industry sectors 
unleashing an ecosystem with the creation of joint value and enables a differentiation 
of roles for service systems. It manifests unequivocally that the entire supply- chain 
is affected by the strategies towards design, production, and distribution of goods 
and services; dwelling on the significance of business ecosystem approach for the 
management of traditional enterprise or industry. With an inclusive approach of 
theoretical analysis of literature along side employing scientific method, makes this 
an impactful study to transform the empirical experience of participants by adoption 
of transformative business models throughout industry.

Consequently, the author concludes that for the development of light industry, 
it is necessary to use case examples from the industry of developed countries, re-
inforcing them in our country with products of the “smart” industry. Incorporating 
the empirical experience of foreign researchers along with the current framework 
of textile and clothing industry in addition to the theoretical analysis of materials 
derived from the works of reputable scientists clarifies concept of BES. The author 
of this chapter considers it imperative to identify several criteria that will allow the 
introduction of BEA in order to lead to the transformation of management models 
in the light industry.

It exemplifyes the Republic of Belarus, which belongs to the category of devel-
oping countries, as the role model. The use of the criteria of the BES concept will 
also make it possible to create an industry that is at a mature stage of its life cycle, 
with an increase in total value added through the expansion of value chains. This 
is made possible by including new participants who create and provide operations 
and business processes within the framework of digital transformation.

4. ANALYSIS AND RESULTS

The author carried out a theoretical analysis of the main criteria derived from the 
collected literature, and based its concluions on these characteristics of modern BES 
that had led foreign experts for successful implementation in their countries. In the 
context of various types of research on organization- leaders of Western and Asian 
ecosystems, the results prompted adopting those frame- works in our home country.

Analyzing the criteria and presenting explanations of the criteria within the 
framework of functioning BES, the author attempts to describe the signs. In com-
pliance to it, will indicate the readiness of traditional industries to transform their 
business models into the direction of the creation of BES that adapts in resonance 
with the modern conditions of the digital business environment. The results are 
presented in table 1.
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Table 1. Theoretical analysis of the possibilities of traditional industry transfor-
mation in BES

Main Criteria 
of Modern BES

     Explanation of the selected criteria      Signs of Transformation

Dynamics Dynamics within the ecosystem, which 
determines the nature of interaction of 
participants who create value in several 

ways. It presents a dynamic environment for 
the “life” of ecosystem.

It causes changes in the traditional 
boundaries of industries, complementing 

vertically integrated value chains with 
horizontal ones.

Coevolution It creates the process of joint evolution on 
a mutually beneficial basis to enhance the 

value proposition with 
     co- vision; co- design; co- create.

It leads to understanding the common 
ecosystem vision, and ecosystem thinking 

is necessary for the joint creativity of 
participants.

Integration It expands cooperation with partners 
and competitors to share various types 

of resources, knowledge, along with the 
extension of cooperative ties.

It implies organization of inter- company 
communication, joint business processes, 

and infrastructure construction.

Coordination It develops the existence of an active 
participant (platform) that allows you 
to distribute tasks, distribute risks and 

transaction costs, and define standards of 
interaction.

It induces the creation of a platform for 
the accumulation and organization of 
flows of different types of resources.

Networking It creates a structure of interaction, the 
emergence of network effects that affect 

the scale of increasing the value of the total 
supply of ecosystem participants.

It brings revision of the value chain, 
and its expansion into a value- creation 

network with many stakeholders.

Knowledge 
Intensity

The exchange of skills and knowledge 
between partners is the main source of 

sustainable growth in various business areas 
to increase productivity and the uniqueness 

of the value proposition being created.

It sustains knowledge management 
throughout the life cycle of the created 

product/service.

Innovativeness It increases the number of sources of 
innovative activity due to the emergence of 

new knowledge providers.

It maintains the ability to innovate, 
with commitment to the theory of open 
innovation for access to knowledge and 

resources of partners.

Digital maturity It delivers digital development, with the use 
of advanced information technologies in the 

field of communications.

It prompts development of information 
and communication infrastructure, 

operational and secure access to data, 
automation, and digitalization of business 

processes.

Modularity It creates a flexible modular architecture 
allowing participants to complement each 
other's activities outside of value chains.

It entails understanding the composition 
of value creating participants, choosing 
active and passive ones, and reviewing 

value creation networks.

Servitization The integrated “product+service” system 
allows you to combine goods and services 
into complex integrated solutions, thereby 

providing higher added value for customers.

It urges at designing new indicators and 
describing a comprehensive contribution 
to an integrated value proposition aimed 

not only at the product but also at the 
service.
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Table 1 highlights the main criteria for the development of BES approach. It 
elucidates how these criteria become the basis for the formation of strategic direc-
tion towards the transformation of traditional industries to the creation of a model 
of BES. Such a criterion as servitization, which allows the BES to jointly create an 
effective value proposition for customers, is currently becoming the main goal for 
the traditional industry to increase the added value created. The described set of 
criteria in this research are assessed in context of the light industry (i.e, the textile 
and clothing industry) of the Republic of Belarus.

The light industry in this country has a long history of being one of the most 
important sectors of the manufacturing industry during the Soviet Union, which has 
preserved the most important textile and clothing industries in the country since the 
90s. During its new thirty- year history, the industry has faced several difficulties, 
such as outdated equipment, lack of raw materials, reduction in production volumes, 
changes in prices for thermal and electrical energy, etc. However, the ongoing 
socio- economic policy of the state successfully transformed traditional industry to 
model of BES. This was aimed at via maintaining domestic production, financing 
their modernization, gradual automation, switching to domestic raw materials and 
maintaining the high quality of manufactured products, supports the functioning 
of major large textile enterprises and the development of the private sewing sector. 
The author suggests applying a business ecosystem approach in a similar fashion as 
creating a future strategy for the development of enterprises in the light industry. The 
strategies opted to increase the performance and efficiency indicators and ultimately 
multiply the growth of total value added in the Republic of Belarus can be employed 
as a framework to transform other business models in industries.

The analysis of the readiness of the Republic of Belarus's light industry for 
transformation in the direction of applying the BES concept according to the pro-
posed criteria is presented below. The author divided all the presented criteria into 
2 groups according to the degree of readiness for transformation into BES. Group 
I indicates “there are prerequisites for changes in this direction”, and Group II in-
dicates that “there is still work to be done in this direction with the support of the 
institutional environment”. The Group I criteria for the readiness of the analyzed 
industry included (1), (4), (5), (6), (7), and (8). The Group II criteria for readiness 
for transformation, which are still to be developed in the country, were attributed 
to (2), (3), (9), and (10).

According to the analysis carried out in the Republic of Belarus, out of 10 pos-
sible signs of changes in traditional business models in the direction of BES, 6 (i.e. 
more than half) have clear prerequisites for implementation. In this regard, under the 
influence of crisis events in the last few years, supply chains have been disrupted, 
which affected the activities of textile enterprises in the field of raw materials, re-
sulting in a phased revision of value chains in favor of including participants (mainly 
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suppliers) from agriculture and the chemical industry, allowing for uninterrupted 
supplies of their domestic raw materials (linen, synthetic yarns, etc).

Changes in value chains and revisions of manufactured products have become 
possible in the industry due to the adoption of new state programs to support inno-
vative development, the creation of cluster initiatives, and the support of scientific 
organizations and institutes engaged in the creation of new production technologies 
and fabric compositions with consistently high quality recognised outside the country.

Attracting more stakeholders to the activities of the light industry, especially in the 
garment industry and fashion industry is reflected in the development of processes 
of subcontracting with representatives of small and medium- sized businesses. The 
initiator of such interactions was the Entrepreneurship Support Fund. The increase 
in interest in the development of the light industry in the Republic of Belarus is 
also caused by the country's participation in the EAEU and the active involvement 
of partners and their investments from other countries.

A key role in the prerequisites for the transformation of the traditional business 
model in the light industry is played by a high degree of development of informa-
tion and communication infrastructure, internet coverage of the territory, as well 
as the development of information innovation projects in the created hi- tech park. 
Within the framework of the functioning light industry holdings (e.g. BELWEST), 
the first electronic platform has already been created and is being tested, connecting 
representatives of the business- to- business sector for joint activities to increase the 
value proposition.

The author points out that with the positive dynamics leading to the transforma-
tion of business models in traditional industries, some of the criteria constraining 
the transition to BES are still not mastered. For the future implementation of all 
elements of the BES concept in relation to the light industry, there is still work to 
be done on changing the business philosophy and management methods within the 
framework of understanding the ecosystem vision, developing standards for common 
value creation combining products and digital services, and a fair distribution of the 
total value created among all participants of the BES. We should expect a gradual 
revision of government programs and initiatives in favor of integrating business 
processes. This is an integral part of obtaining highly sustainable results in the 
creation, design, production, and implementation of modern innovative solutions, 
without which it is impossible to imagine industrial management in the digital age.
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5. DISCUSSION

The author suggests discussing the use of criteria peculiar to modern BES in 
terms of their applicability. In order to prompt changes in traditional industries of 
various developing countries, the example of the light house in Republic of Belarus 
is opted. For the application of a viable Business Ecosystem Approach (BEA), this 
example is scrutinized to comprehend the framework of transition that can be taken 
for business models to initiate transformation and development from the prior state 
to the modern BES (Business Eco- System). While many studies focus on high- tech 
industry by taking the examples of the functioning of Western BES or the Asian 
context, one should not forget about improving established traditional industries 
that allow developing countries, including the Republic of Belarus, to transform the 
existing real sector of the economy. However, the transformation approach is under 
the influence of widespread digitalization trends of the modern world. Therefore, 
we can come up with a holistic strategy by integrating both, the theoretical conclu-
sions obtained about the possibilities of the business ecosystem approach and the 
development of the BES concept in the future.

Furthermore, it can become the basis for making managerial decisions to improve 
inter- organizational interaction among enterprises that are at the stage of maturity 
of their life cycle, and striving while preserving their managerial traditions (which 
have been developing for decades). It ensues developing the main criteria for mod-
ern BES, that has been derived from the past literature in form of works by various 
scientists, data- analyts and researchers. This establishment of main criteria will 
determine the future of the enterprise or industry to cope with global development 
by a new paradigm shift in the dynamics that evolve the traditional boundaries of 
industries, entailing value- proposition by coevolution, extending inter- company 
communication for sharing resources and community ties, and creating platform 
with an ecosystem that promotes co- ordination, networking, knowledge intensity, 
productive innovativeness, and an infrastructure with digital maturity. Moreover, 
modular architecture along with integration of service- product goods helps the 
enterprise in crossing a millennial development spurt.

Now- a- days, there are various methodologies for assessing the transformation 
of traditional industries, especially for assessing the readiness of modernization 
of these individual enterprises and entire industries. The assessment, as discussed 
above, is partaken through a basic set of criteria to assess their readiness to ulti-
mately emerge as a transformed business model with elements such as joint value 
creation and network of shared assets. This development of inter- firm interaction 
as elucidated by author, is up to par to meet the conditions of digitalization of 
economy, and leads to formation of a new form of organization within company as 
well as provide framework of conceptual basis of a business ecosystem approach.
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In this era, the traditional industries are susceptible to declining life cycle. Though 
their capacity to innovate and subsequently transform according to modern- world 
needs still holds potential for the ultimate transition. It is to be stated that, as these 
business models adapt to the new competitive advantages, they will require to in-
corporate automation, robotization, and digital processes. This will integrate the 
various participants of the platform i.e., the supplier and the consumer, leading to 
the co- existence and delivering benefits to both sides. Digitization of economy has 
holistically changed the dynamics of business environments, assessing the need to 
fundamentally make a change in their management of infrastructure and incorporate 
development strategies.

Therefore, the incessant scope of urging the enterprises to evolve with the changing 
dynamics of the world, all the while retaining their substantial traditional character-
istics by modifying itself into a new model and cater to the business ecosystem that 
harness the best strategies and delivers the best outcome for the businesss enterprise 
leads to an economic boom. With an inter- play of efforts that seeks sustainable 
business models, the advantages turn out to be multiplied in terms of benefits.

6. CONCLUSION AND RECOMMENDATIONS

This chapter infers to constitute a framework that establishes a direction of 
transformation of traditional industries to modern network structures of intercom-
pany interactions under the overwhelming influence of digitalization of the world 
economy. The author drawing upon the findings of scientists and researchers by 
employing a theoretical analysis of the respective literature came forward with the 
considered possibilities in the form of criteria. This criterion is identified as a result 
of the theoretical and empirical development of the BES concept, in response to 
which business ecosystem approach is construed under the principles of assessing 
dynamics, co- evolution, integration, coordination, networking, knowledge intensity, 
innovativeness, digital maturity, modularity, and service. As such, these elements 
are used as the basis for assessing the signs of readiness for transition of economic 
structures of an enterprise or industry. The business ecosystem (BES) during the 
transition from long- established infrastructure to a modernized business model 
subsequently requires a new level of upgrading their management processes. In 
order to empirically derive this framework upon which the future business models 
can substantially be applied to, the example of the light industry of the Republic 
of Belarus is adopted. Therefore, along with the theoretical analysis of the selected 
criteria and assessment of opportunities for the transformation of industries, the com-
parative analysis brings forth the implementation policies and methods to not only 
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digitalize the production and sales processes, but also accelerate the understanding 
of the importance of strengthening inter- organizational interaction.

In order to achieve this, we need to incorporate additional resources, investments, 
information for the creation of innovative technologies, products, and services that 
can bring additional value to consumers and increase the added value of enter-
prises. Holistically, traditional manufacturing industries are still at an early stage 
of relationship management in the emerging BES. Therefore, it is recommended 
that stakeholders should focus their efforts on finding new solutions, designed to 
optimize value chains for future successful integration.
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ABSTRACT

A positive place reputation is the important competitive advantage, which allows 
it to attract resources and to facilitate mutually beneficial partnership with stake-
holder groups. The main task is not only to identify the mechanism of the place 
reputation formation, but to analyze the factors influencing this process and their 
real- time dynamics. Now the information obtained by monitoring social networks, 
electronic media, and other looks more reliable and unbiased. Desk research has 
recently come to the fore, as it allows a fairly rapid analysis of large amounts of 
information. Another trend is a shift of focus from quantitative indicators' study 
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to the identification of qualitative ones. The article reveals methods of conducting 
desk research using various digital platforms. On the example of St. Petersburg, the 
authors analyzed possibilities of monitoring the place reputational capital, allowing 
to assess the reputation characteristic expressed quantitatively, and a qualitative 
characteristic in the form of an attitude reflection towards the region expressed in 
publications' tone.

1. INTRODUCTION

Social capital and reputation, as its most crucial component in the modern world, 
are the most important intangible assets not only for a specific person or company, 
but also for a place. The reputation of any object, including the place, is what people 
think about it based on their own experience or the opinion of experts. The reputation 
of any object, including the place, is what people think about it based on their own 
experience or the opinion of experts. Trust in territories is based on their reputation. 
A number of works have convincingly proved that a high level of confidence, based 
on the place's reputation, greatly simplifies communication, which not only attracts 
a large number of tourists and highly qualified specialists but also contributes to 
the inflow of foreign direct investment (Morgan and Pritchard 2014; Metaxas 2010; 
Ingenhoff et al. 2018; Bell 2016; Braun et al. 2018; Foroudi et al. 2016).

Considering the facts mentioned above, it can be argued that the future of the 
place today largely depends on the existing reputation and systematic work on it. 
Shirvani Dastgerdi and De Luca point out that such work should be carried out 
continuously: “Strengthening the reputation of the city through branding strategy 
is a dynamic and continuous process that should be considered as a long- term and 
public policy at all levels. This process forms in a complex and multidimensional 
context including economic, cultural, political, media and urban planning, in which 
various stakeholders participate through a variety of ideas, motives and goals” 
(Shirvani Dastgerdi and De Luca, 2019). However, the question immediately arises 
of how to track the change in reputation. Since it is regular monitoring will make it 
possible to judge the effectiveness of the reputation management mechanisms and, 
if necessary, adjust the tools used. Attempts to measure the influence of reputation 
on the performance of companies have been undertaken for quite a long time (Boyd, 
Bergh, and Ketchen 2010; Jin and Drozdenko 2010; Shin et al. 2015), but scientists 
have paid attention to measuring a similar indicator for the place relatively recently 
(Delgado García and De Quevedo Puente 2016; Ali et al. 2021). Therefore, first of 
all, it is necessary to answer the question about the relevant methods of analysis and 
assessment of the place's reputation. The modern world is becoming more complex. 
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New industries and spheres of activity appear new players are gaining strength; dis-
coveries are constantly being made that quickly change the existing order of things.

For reputation monitoring, digitalization is a very important trend. Its constant 
deepening, spurred by the COVID- 19 pandemic, has dramatically increased the 
importance of information circulating in the online environment. A number of 
studies on the impact of online reputation on the financial success of tourist attrac-
tions have convincingly demonstrated this relationship. It has been proven that the 
more conventional “stars” we see on Yelp or TripAdvisor, the more impressive the 
economic results of such properties will be (Luca 2011; Kim, Li, and Brymer 2016; 
Xie, Zhang, and Zhang 2014; Sayfuddin and Chen 2021). The virtual space has 
become the most important platform for the formation of a favorable attitude towards 
the place. That is why, when forming the reputation of the region, it is necessary to 
read the “digital footprint”, which forms the media image of the place and directly 
affects the increase of its competitiveness. In addition, modern technology is help-
ing to take a fresh look at the traditional methods of marketing research, including 
research related to reputation. If earlier the highest degree of trust was caused by a 
field survey, now more and more attention is paid to desk research (Bozhuk et al. 
2019; Krasnov et al. 2019). New opportunities associated with the analysis of big 
data made it possible to add high reliability and relevance to the previously noted 
advantages of secondary information – low cost and low labor intensity, which has 
always been worthy of primary information.

At the same time, field surveys, especially polls, which previously were the main 
focus in the analysis of place brand image, now raise more and more questions from 
researchers. In particular, the“rand image data – as currently collected in consumer 
surveys – is not a valid source of market information” and suggest using associa-
tive methods as an alternative (Dolnicar and Grün 2013). Wilson and Joye point 
out that response bias can occur during surveys, which occurs when participants 
answer survey or interview questions systematically while in a certain perspective 
(Wilson and Joye 2020). If we turn to Luhmann's position (Luhmann 1996), the 
shortcomings of polling methods associated with the socio- psychological aspects of 
broadcasting the approved opinion are obvious. Therefore, good results are obtained 
by clarifying opinions and deepening understanding of stakeholders' perceptions of 
the reputation of a particular region in social media. Quantitative and qualitative 
characteristics of publications obtained using semantic and content analysis can 
serve as indicators here.

Finally, the pandemic has already led to significant changes in traditional views 
of marketing and marketing tools for both professional marketers and consumers 
(He and Harris 2020; Mazzoleni, Turchetti, and Ambrosino 2020). Therefore, at 
present, the question of the ethics of collecting primary data will become acute. 
The principles of voluntary participation, confidentiality, anonymity, dignity, and 
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safety may not always be observed when conducting field research. Compliance 
with the latter principle has become especially urgent at the present time in con-
nection with the increased threat of the COVID- 19 pandemic. In this context, desk 
research comes to the fore. The focus is on secondary information, which can be 
found online. The purpose of this study is to develop recommendations on the use 
of modern methods for place reputation monitoring in the online environment. 
The object of the study is the regions of the Russian Federation; the subject of the 
study is the place's reputation as the most important intangible asset. Based on the 
object, subject, and purpose of the study, the following tasks have been formulated: 
to consider the main directions of place reputation formation; to identify the criteria 
for monitoring and describe the measurement procedures used in the processing of 
secondary information; to consider the practical application of the proposed author's 
methodology on the example of St. Petersburg.

2. LITERATURE REVIEW

The literature on place reputation monitoring and evaluation has evolved signifi-
cantly over the years, with a growing emphasis on digital technologies, data analytics, 
and the dynamic nature of reputation management. In particular, this review will 
focus on two key areas: (1) The Conceptualization of Place Reputation and Its Im-
portance and (2) Methods and Approaches for Monitoring Place Reputation in the 
Digital Age. These two areas provide a comprehensive understanding of how place 
reputation is shaped, monitored, and evaluated in the context of modern technolog-
ical and economic shifts, particularly within the framework of the digital economy.

1. Place Reputation and Social Capital in the Digital Age

Having a good place reputation which is a part of social capital is now considered 
an important non- physical asset for regions cities in the global economy (Gandini 
& Gandini, 2016). Social capital can be defined as the sum of actual or potential 
resources available in a society, in terms of concrete networks, reliance and com-
mon conventions with a view of realizing collective advantage (Liu et al., 2023). 
Reputation thus being an essential component of social capital impacts perception 
and subsequent decision in matters concerning, investment, tourism and immi-
gration. Positive image can help in lowering the transaction costs, and can attract 
external resources besides helping in improving the economic and social status 
of the place (Morgan & Pritchard, 2014). In the past, reputation management for 
places has was mainly connected with branding concepts. Destination branding is 
a deliberate effort of communicating and managing a place’s image that set it apart 
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from other places (Kavaratzis & Ashworth, 2005). These results show that brand 
image positively influences tourist arrivals, skilled labor migration and FDI inflows 
in cities and regions. However, in modern world place reputation has gone beyond 
simple branding which involves a range of mechanisms that are determined by the 
interactivity through social networks and media coverage.

Therefore, the digital economy has influenced the formation and perception 
of place reputation vastly. Thus, new communication channels of social networks 
Facebook, Twitter, Instagram, and sites for sharing opinions about places, such as 
TripAdvisor, Yelp, etc., have emerged. From the perspective of Ferlander, (2003), 
social media is characterized by two- way communication through which people can 
share their experiences and opinions regarding cities and regions, and therefore, 
the overall reputation of such locations. In line with the above argument, several 
research works have pointed to the effects of OR on the quantitative value of cities 
and tourist sites. For instance, Luca (2011) showed that in the context of restau-
rants, higher rating on Yelp lead to increased revenues. Likewise, Xie et al. (2014) 
posited that rating is direct in driving hotel performance, where rated hotels record 
higher occupancy and revenue. Kim, Li, and Khoso et al. (2022) posit that online 
reputation influences tourism, thereby boosting local region and city economies.

The COVID- 19 pandemic has further intensified the importance of digital 
reputation management. As travel restrictions limited physical mobility, the virtual 
image of places became a crucial factor in sustaining tourism and investment flows. 
Sayfuddin and Chen (2021) noted that destinations with a strong online presence 
were better able to recover from the pandemic’s economic impacts. Therefore, digital 
tools and platforms have become indispensable for managing and monitoring the 
reputation of places, particularly in times of crisis.

2. Methods for Monitoring and Evaluating Place Reputation

Because place reputation has been seen as central to the success of LSPs, scholars 
and practitioners have proposed different ways of tracking it. Some of the conven-
tional tools employed in the collection of data with regard to how people perceive 
places include field surveys and interviews. Nonetheless, these methods are also 
not without their drawbacks such as response bias, involving high costs, and sheer 
time consumption (Dolnicar & Grün, 2013). Furthermore, the theoretical account 
provided by Luhmann (1996) pointed to socio- psychological problems to surveys 
arguing that they can neither reveal the limits of opinions and attitudes properly. 
Consequently, there is a trend towards the use of desk research approaches where 
quantitative data analysis and web technologies are more effective and cheaper than 
others. Desk research is the process of gathering secondary information, which is 
easily accessible from sites like webpages, social media platforms, and online data-
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bases among others. This approach enables the researchers to collect a large amount 
of data with limited resources (Bozhuk et al., 2019). Krasnov et al. (2019) also 
note that the big data approach provides reliability and relevance to the reputation 
analysis, making it a suitable tool for assessing place reputation.

Content analysis is one of the most popular techniques that is employed when 
conducting desk based research on reputation. This involves coding content of media, 
blogs, social media, and other online publications to determine the perception citizens 
and the media have for a place and how it is depicted in cyberspace (Krippendorff, 
2018). When it comes to analyzing the tone and sentiment of a given area or city 
researchers can collect key words and phrases in the content. For instance, compar-
ing bits of information based on whether they form positive, negative or a neutral 
perception of a place may be helpful in assessing its image (Wilson & Joye, 2020).

Another popular method is social media monitoring which means identification 
of mentions of a place in Twitter, Facebook and Instagram. This method enables/
one to monitor the perception that people hold about a specific place at a particular 
time with regard to residents, tourists, and investors. They stressed that the analysis 
of reputation status on social media should be performed continuously as well as 
capture dynamic changes of the opinion. With the help of such tools as sentiment 
analysis, machine learning, NLP, social media monitoring has turned to be an ef-
fective tool for reputation management.

Besides, content analysis and social media monitoring, big data analytics 
become the powerful tool to assess place reputation. There is a large amount of 
data produced on the internet and this means that there are chances of finding out 
how some things are related in ways which otherwise would not be discovered if 
the data was analyzed on a smaller scale. For instance, Jin and Drozdenko (2010) 
analyzed big data to establish the connection between a place’s online image and 
the corresponding economic outcomes; in such research, positive online sentiment 
appeared to yield higher investment levels. Shin et al., (2015) also discussed the 
future reputation trend forecasting capabilities of big data based on current trend 
of public sentiments. Even though the digital tools have proven to be instrumental 
in the monitoring of place reputation, there are issues accompanying their use. The 
two main issues that have been deemed questionable under the context of ethical 
considerations especially when incorporating social media data for research include 
data privacy and consent which has been discussed by He & Harris 2020. Further, 
accuracy of the online data may be influenced by fake reviews, bots, and other 
forms of configurations. Hence, there is a need to handle a lot of care and use a lot 
of research and quality methods while dealing with online reputation data.



49

3. MATERIALS AND METHODS

To monitor place reputation effectively in the digital economy, a wide range of 
secondary data resources can be leveraged, including general- purpose web search 
engines, social networks, blogs, forums, websites, electronic media, and digital 
versions of traditional print media. Monitoring place reputation in the online space 
begins with a comprehensive audit. This audit involves understanding what infor-
mation is already available online, assessing the nature of discussions surrounding 
the place, and analyzing the sentiment or emotional tone of the messages. The goal 
is to determine the current state of reputation, which helps in identifying areas for 
improvement or action. This process can be carried out through either manual or 
automated methods.

1. Manual Monitoring of Place Reputation

Manual monitoring involves systematically searching for relevant publications and 
discussions on various platforms such as city directories, review websites, forums, 
and social media channels. This process mimics the actions of a typical user but in 
a more extensive and targeted manner. The information gathered manually often 
includes user reviews, expert opinions, and feedback from various online sources, 
providing insights into how a place is perceived across multiple dimensions. One of 
the most critical sources of secondary data for reputation monitoring is the set of city 
and territory ratings. The position of a place within these ratings often indicates its 
overall reputation—whether positive or negative. Established expert organizations 
create these ratings using publicly recognized methodologies, allowing for a credible 
and standardized assessment. One of the global leaders in reputation measurement is 
the Reputation Institute, which conducts annual studies such as Country RepTrak® 
and City RepTrak®. These studies assess the reputations of major countries and 
cities worldwide, based on a variety of factors including governance, culture, and 
economic prospects. In the context of regional analysis, country- specific reputation 
evaluations are also valuable. For example, RAEX Analytics, a leading rating agen-
cy in Russia, provides credit ratings and assesses the investment attractiveness of 
Russian regions. Such studies offer essential insights into how a region's reputation 
impacts its economic and social development.

The reputation of a place is often based on various parameters, which include:
•  Investment Attractiveness: This refers to the region’s ability to attract 

foreign and domestic investments. Investment portals, such as the one 
provided by the Government of St. Petersburg, offer crucial data for 
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assessing the region's appeal to investors (see, for example, https:// www 
.gov .spb .ru/ gov/ otrasl/ invest/ statistic/ development/ ).

•  Tourist Attractiveness: Platforms like TripAdvisor are pivotal in assess-
ing the region's reputation as a tourist destination, offering reviews, rat-
ings, and travel- related feedback from both domestic and international 
visitors.

•  Credit Ratings: Financial health and the ability to meet debt obligations 
play a significant role in reputation. International credit rating agencies 
such as Fitch Ratings and national agencies like RAEX provide critical 
credit rating information that influences perceptions of stability and in-
vestment potential (https:// www .fitchratings .com, https:// raexpert .ru).

•  Innovation Ratings: Innovation is a key factor in modern economic de-
velopment. Rankings like the Innovation Cities™ Index 2021, which 
lists the world’s top 100 most innovative cities, are useful indicators 
of a city’s standing in the global innovation landscape (https:// www 
.innovation -  cities .com).

2. Automated Monitoring of Place Reputation

Automated tools provide a more efficient way to monitor place reputation, 
especially given the vast amount of data available online. These tools can 
rapidly collect, organize, and analyze data, offering real- time insights. Some 
of the most commonly used automated tools include:
•  Google Alerts: A free tool that monitors new online content related to 

specific keywords and sends notifications when new mentions appear 
(https:// www .google .ru/ alerts).

•  Babkee: This tool analyzes the volume, frequency, and sentiment of 
mentions across various platforms, including social networks and fo-
rums. It also provides insights into the demographics of the people dis-
cussing the place (http:// www .babkee .ru).

•  Medialogia: A professional platform that monitors and analyzes me-
dia content across Russia and neighboring countries. It offers advanced 
analytical tools for tracking the reputation of a place based on media 
mentions (https:// mlg .ru).

•  Brand Analytics: A powerful tool for monitoring and analyzing brand 
mentions in social media, blogs, and forums. It offers sentiment analy-
sis, allowing users to assess the emotional tone of discussions about a 
place (https:// br -  analytics .ru).

•  YouScan: A social media listening platform that uses artificial intelli-
gence (AI) to track brand mentions and analyze sentiment across vari-
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ous digital platforms. This tool provides insights into public opinion and 
identifies trends in real time (https:// youscan .io/ ru).

•  IQBuzz: Another popular tool for tracking and analyzing media men-
tions, offering both free and paid services. It monitors social media 
and news websites, providing sentiment analysis and demographic data 
(https:// iqbuzz .pro).

•  These tools allow for comprehensive reputation monitoring, which is 
particularly valuable for businesses, government agencies, and other 
stakeholders who rely on timely and accurate information. By analyzing 
the data obtained from these platforms, users can adjust their strategies 
to manage and improve the region’s reputation effectively.

3. Accessibility of Reputation Monitoring Tools

One of the challenges in monitoring place reputation is the cost associated 
with many of these tools. Automated monitoring platforms often provide premium 
services, making it difficult for small companies or individuals to access them. In 
such cases, manual monitoring or free services like Google Alerts may be the only 
viable options. This study, therefore, focuses on secondary data available through 
open sources or low- cost subscription services, ensuring that the reputation mon-
itoring process remains accessible and affordable. In conclusion, place reputation 
monitoring is an essential part of regional management in the digital economy. By 
leveraging both manual and automated tools, it is possible to assess public opinion, 
identify key reputation drivers, and adjust strategies to enhance the region’s image. 
This study applies these methods to the case of St. Petersburg, demonstrating how 
the reputation of a place can be systematically monitored and evaluated to inform 
policy and strategy development.

4. RESULTS

As mentioned above, the most important source of information on the place 
reputation is the rating system. One of the basic parts of any rating is factors related 
to the quality of life: security, the development of political and legal institutions, 
the socio- ecological and economic environment, and transport infrastructure 
(Akhmetshin et al. 2020). For example, in the Ranking of federal subjects by the 
quality of life in Russia, which is represented by IIA «Rossiya Segodnya» (https:// 
ria .ru), such parameters as safety, environment, accessibility of stores, leisure and 
sporting activities, cleanliness, quality of life and cost of services, public transport, 
children’s infrastructure, the work of public utilities, and others' good attitudes were 
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evaluated. Seventy indicators were analyzed while providing the rating, which are 
grouped into 11 groups, characterizing the main aspects of quality of life in the re-
gion: income level of residents, employment and labor market, housing conditions, 
safety of residence, demographic situation, environmental and climatic conditions, 
health and education, provision of social infrastructure, economic development, 
the level of small business development, land use and development of transport 
infrastructure (see Table 1).

Table 1. Ranking of federal subjects with the highest quality of life in Russia
No. Federal subject Rating points in 2020 Rating position in 2019

1 Moscow 82,164 1

2 St. Petersburg 80,634 2

3 Moscow region 76,068 3

4 Tatarstan 66,624 4

5 Belgorod region 64,769 5

6 Krasnodar Territory 63,714 6

7 Leningrad region 61,600 8

8 Voronezh region 61,046 7

9 Khanty- Mansi Autonomous Area 60,523 10

10 Kaliningrad region 59,253 9

Note. Adapted from https:// ria .ru/ 20200217/ 1564483827 .html accessed on 2021/09/20.

However, there are significant differences in data provided by the rating agency 
«National Credit Ratings» (NCR), where regions were not ranked according to tra-
ditional indicators of economic potential or investment activity but according to a 
number of indicators, the criterion for the calculation of which was Retail turnover 
per capita (as a demand indicator), housing affordability, levels of employment and 
savings, teachers’ and physicians’ prosperity. St. Petersburg took first place in the 
ranking, and its superiority over Moscow is due primarily to the capital’s low score 
in housing affordability (Table 2).

According to the classification of cities and city rankings from the Index of 
Innovative Cities at the beginning of 2021 (Table 3), St. Petersburg is not in the 
top 100, while Moscow has risen ten places to 34th place compared to 2019 and 
18 cities are included in the ranking of the Global Cities 500 itself. This ranking 
compared infrastructure development, network market, and cultural values in the 
five years before the COVID- 19 pandemic and the year after. As it can be seen from 
Table 2, many large regional centres are not included in the ranking table. This is 
most likely due to a lack of interest in developing the place brand. People form their 
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opinions about what is happening based on information received from various media, 
which is why the media’s sphere of influence extends far beyond the boundaries 
of a particular territory. At the same time, in recent years, a clear priority has been 
given to electronic sources of information (Internet publications, social networks). 
Therefore, when analyzing a place's reputation and its competitive attractiveness, 
it is very important what kind of information reaches the media.

Table 2. The 2020 best federal subject’s rankings for quality of life in Russia
Indicator St. 

Petersburg
Moscow Belgorod 

region
Moscow 
region

Voronezh 
region

Total score 7 6.10 5.64 5.61 5.31

Retail turnover 7.0 7.0 5.4 7.0 6.4

Average wage ratio in the region 1.0 1.1 3 2.8 2.7

Ratio of outstanding loans to individuals to average wage in 
the region

6.0 6.3 3 1.5 4.2

Proportion of employed with formal labor income 7.0 6.4 4.4 4.9 4.3

The ratio of bank deposits per capita to average wages 7.0 7.0 4.5 6.3 6.8

Cost of fixed assets in education, health, culture and sport 6.9 7.0 6.3 4.7 1.6

Note. Adapted from https:// www .rbc .ru/ economics/ 21/ 07/ 2020/ 5f0ece439 a79470d37b 66efcacces sedon2021/ 
09/ 20.

A significant indicator in reputation analysis is the Media Index, which indicates 
the communication and PR activity's effectiveness/ineffectiveness of a region. In 
other words, it is an indicator of the level of representation of the object in the media 
for a selected period. To calculate the index, all mentions are summed up, taking 
into account the role of the object and “weight” of the publication. The weight of 
a publication is calculated by its citation rate in social media (Table 4). The media 
index is based on the Medialogy media database, which includes more than 66,000 
sources: TV, radio, newspapers, magazines, news agencies, and Internet media. 
When calculating the rating, references to Russian regions in the context of the “May 
Decree No. 204” of the President of the Russian Federation, aimed, among other 
things, at improving the standard of living of citizens, were taken into account. The 
calculation of the media index is based on taking into account three main factors: 
the citation rate of the object and its speakers, the visibility of the object, and the 
tone of the messages in relation to the object. In the analysis of the place's reputa-
tion, the qualitative indicator will be the activity of diffuse groups of stakeholders, 
implemented in the publications in the media and social media according to certain 
headings. The rubrics serve as indicators in assessing the region's information back-
ground in the economic, administrative- political, and technological spheres and in 
the sphere of social development of the territory.
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Table 3. Russia’s cities in the world’s 500 towns of the year 2021

No. City 2021 
Ranking

Change 
2019

Cultural 
Assets

Human 
Infrastructure

Networked 
Markets

Pre- 
COVID 
5- Year 

Average 
Ranking

Post- 
COVID 

year 
Result

     1 Moscow 34 +4 18 14 16 44 +10

     2 St. Petersburg 121 - 16 17 13 13 81 - 40

     3 Kazan 366 +27 14 11 11 333 - 33

     4 Yekaterinburg 385 +31 13 11 11 349 - 36

     5 Volgograd 401 +43 13 11 11 419 +18

     6 Kaliningrad 404 +33 13 11 11 391 - 13

     7 Novosibirsk 406 - 1 13 11 11 365 - 41

     8 Samara 421 +19 13 10 11 396 - 25

     9 Nizhny Novgorod 423 - 2 12 11 11 376 - 47

     10 Rostov- na- Donu 425 - 6 12 11 11 381 - 44

     11 Vladivostok 428 +19 12 11 11 446 - 11

     12 Krasnoyarsk 437 +1 12 11 10 393 - 44

     13 Omsk 439 +10 12 10 11 418 - 21

     14 Saratov 448 +15 12 10 10 424 - 24

     15 Perm 450 - 9 12 10 10 410 - 40

     16 Tomsk 452 +8 12 10 10 426 - 26

     17 Orenburg 454 +19 12 10 10 450 - 4

     18 Izhevsk 455 +27 12 10 10 451 - 4

     19

Note. Adapted from https:// www .innovation -  cities .com/ index -  2019 -  global -  city -  rankings/ 18842/  accessed on 
2021/09/20.

Table 4. Media imdex of Russian regions as of July 2021
No. Federal subject Media Index

1 Altai Territory 11 525.00

2 Republic of Bashkortostan 18 999.20

3 Volgograd region 15 487.30

4 Irkutsk region 13 407.60

5 Krasnodar Territory 26 598.50

6 Krasnoyarsk Territory 19 846.90

7 Republic of Crimea 12 261.00

8 Leningrad region 21 968.60

9 Moscow region 25 168.40
continued on following page
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No. Federal subject Media Index

10 Nizhni Novgorod region 17 367.20

11 Novosibirsk region 16 931.90

12 Omsk region 14 892.70

13 Primorsky region 28 216.30

14 Samara region 23 944.30

15 St. Petersburg 14 638.60

16 Sverdlovsk Region 14 070.70

17 Stavropol Territory 13 306.40

18 Republic of Tatarstan 16 226.50

19 Tver region 18 001.60

20 Udmurtian Republic 11 795.50

Note. Adapted from https:// www .mlg .ru/ ratings/ research/ 8634/  accessed on 2021/09/20.

It should be noted that different monitoring systems do not give equal ranking 
indicators. Thus, Figure 1 shows the indicators of media activity of the regions by 
the number of publications. The analysis is carried out on the platform of the mon-
itoring company press index https:// pressindex .ru. This rating includes the regions 
rather than individual cities, which on the one hand does not allow to compare the 
level of a particular city. For example, if in the media presence rating the Leningrad 
region is in 8th place and the Moscow region in 9th place, when comparing regional 
centers, the picture will be different.

Table 4. Continued
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Figure 1. indicators of regional media activity by number of publications

But the number of publications does not give a complete picture of the state 
of affairs in the region. For example, an analysis of the media activity in the St. 
Petersburg region indicates an increase in the number of publications in general 
(see Figure 2).
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Figure 2. Tonality of publications about the St. Petersburg region for the period 
January- August 2018–2021

Figure 3 shows the evolution of the tone of publications for the period January- 
August 2018- 2021, which shows an apparent increase in negative publications for 
the year 2021. This is despite the fact that the region has entered all the top rankings 
and is in the lead. At the same time, the negativity is mainly focused on changes in 
the cultural and tourism spheres (news stories related to the cancellation of events 
and complications in access to museums), which is a significant indicator of the 
region’s development. Thus, when monitoring reputation, it is essential to consider 
both quantitative and qualitative indicators. To sum up, it should be noted that while 
5 years ago, the ratings and monitoring indicators were based on the public image 
presented by the media, in the last 2–3 years, social media reputation has become 
of greater interest, as it is a source of knowledge about the real state of affairs in the 
regions, where data is obtained from a group of consumer stakeholders.
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Figure 3. The tone of the publications about St. Petersburg for the period January- 
August 2018–2021

5. DISCUSSION

This chapter’s findings underscore that place reputation management is not 
an easy task, especially in the era of media in which presence and social media 
activity shape reputations. The implications of the study present evidence showing 
that although coverage by conventional media is still relevant, social network sites 
offer more timely and stakeholder- oriented perception of a region’s reputation. St. 
Petersburg example shows that the place can be objectively ranked high in national 
and international rankings, however, increasing negative connotations in the social 
construction of the place, especially in connection with elements of post- industrial 
culture and tourism. However, one of the most valuable discoveries of the results is 
the need for the integration of quantitative and qualitative methods in place reputation 
measurement. Public sentiment exposure in this case is a function of media activity; 
however, the number of publications (Figure 1) presents a limited picture of the 
regional media activity. For instance, media activity with regards to St. Petersburg 
has risen gradually from 2018 up to 2021, however, the trend of the articles has had 
a more negative inclination particularly in 2021 (Figures 2 and 3). This suggest that 
though the coverage has increased in terms of the number, the tone of the conver-
sations has shifted from positive to negative. This negative change in the perceived 
image was observed especially in the sectors that have been most impacted by the 
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COVID- 19 outbreak including the tourism and cultural events where restrictions 
and cancellation of events have been negative indicators despite the general positive 
position on economic and infrastructural development in the region.

This change of focus demands that place reputation monitoring needs to go 
beyond things that are easily quantifiable, such as the number of published articles 
or appearances in the media. The coverage of an ML/AL firm reveals quantitative 
and qualitative aspects of reputation: the impact of tone and content. More tone 
negativity in this global city, however this city ranks high in most of the indexes, 
this indicates the media and PR management of St Petersburg does not properly 
respond to the public sentiment especially the tourists and cultural areas. Such 
a situation where there are high ranks, but negative sentiments has the potential 
of damaging the region’s future potentiality as a tourist attraction, an investment 
destination and habitation unless adequate measures are being implemented. The 
research also reveals that social media is a crucial factor which affects the views 
of the population. As mentioned in the results, traditional media are no longer a 
good representation of real- time public opinion as embodied by social media. This 
is particularly important in light of a reputation concern since social media brings 
the ‘consumer stakeholders’, who define a region based on the experiences into 
direct contact. Thus, the process of introducing analysis of social media data to the 
system of reputation management is the shift in the way regions operate. Despite the 
fact that, five years earlier, media coverage inexorably dictated public opinion, the 
Internet, particularly the extensive use of social networks such as Twitter, Instagram 
and Facebook, has become a powerful tool in managing organizations’ reputation.

Moreover, that place investment attractiveness, the level of retail turnover, and 
employment indicators cannot be excluded from a general evaluation of place rep-
utation is also evident. While these indices afford a reasonable starting point for 
developing reputational rankings, the results indicate that the influence on attitudinal 
reactions is occasionally overridden by the salient needs, for example, service quality 
and convenient access to cultural resources. In St. Petersburg, the region that had 
achieved high rankings in economic performance of infrastructural development, 
relevant stakeholders’ concerns emerged on the unfavorable impact on the cultural 
and tourism sector. This implies that the stakeholders, people in the community and 
the tourists, focus on the short- term, in this case the economically tangible touch 
with the community, aspects of development than the overall economy, aspects of 
development that predictably concern those tourists with experiences that are clearly 
defined by the tangible aspects of the society.
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6. CONCLUSION

This study highlights the evolving complexities of place reputation monitoring in 
the digital age, particularly through the case analysis of St. Petersburg. As regions and 
cities increasingly compete for investment, tourism, and talent, reputation becomes 
a critical intangible asset. The findings emphasize the need for a comprehensive 
approach to reputation monitoring that incorporates both quantitative and qualita-
tive metrics, using a combination of traditional media analysis and real- time social 
media data. The case of St. Petersburg underscores the importance of balancing 
strong economic performance and infrastructural development with the need to 
address public sentiment, particularly in sectors such as culture and tourism. Despite 
the region's high rankings in national and global indices, negative perceptions in 
the media and social media—particularly regarding the impact of the COVID- 19 
pandemic—demonstrated the need for a more responsive reputation management 
strategy. This reinforces the idea that economic metrics alone are insufficient for 
maintaining a positive place reputation; stakeholder experiences and immediate con-
cerns play a critical role in shaping public opinion. The growing influence of social 
media as a source of real- time public sentiment adds another layer of complexity 
to reputation management. Social media platforms provide a direct and unfiltered 
view of stakeholder opinions, which can rapidly shape or shift the reputation of a 
region. Therefore, future strategies for managing and enhancing place reputation 
should integrate social media analytics alongside traditional media monitoring to 
capture a more comprehensive view of public perception.
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ABSTRACT

The introduction of digital technologies in oil and gas industry helps to reduce the 
anthropogenic burden on the environment and ensures sustainable development 
of territories in Russia. The article assesses the conditions for the introduction of 
digital technologies in the oil and gas business, identifies barriers to the spread of 
innovative methods for making managerial decisions, including everyday issues of 
people's lives and operating oil and gas industry facilities. Based on the statistical 
analysis, authors of the article identified the main causes of emergency situations in 
the oil and gas industry and developed a list of recommendations for its prevention 
or elimination of consequences. The study is shown that when using digital tech-
nologies the costs of the management process are reduced, bureaucratic delays in 
the preparation of the necessary documents for the population are eliminated; the 
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opportunities for members of society to make managerial decisions are realized. 
The institutional imperfections and other factors were identified as the main barriers 
for innovation.

NOVELTY STATEMENT

The chapter presents a novel exploration of the integration of digital technolo-
gies in fostering sustainable development within the oil and gas territories of the 
Russian Federation. It uniquely addresses the intersection of digital innovation and 
environmental stewardship in the context of the oil and gas industry, emphasizing 
how digital transformation can drive sustainable practices. The chapter also offers 
fresh insights into the potential of digital tools to mitigate environmental impacts 
while enhancing operational efficiency and resilience in oil and gas operations. This 
work contributes to the evolving discourse on sustainable development in resource- 
intensive industries through a digital lens.

1. INTRODUCTION

The oil and gas industry is the leading branch of the domestic industry, which 
largely determines the foundations of the country's economic development. In mod-
ern realities, there is a tendency for greening industries all over the world, including 
the oil and gas industry. However, the problematic situation in the raw materials 
markets, macroeconomic and geopolitical instability caused by Western sanctions, 
and with the objective deterioration of the mining and geological characteristics of 
the explored mineral resource base are factors that complicate the implementation 
of large projects. As a result of working in a tight time frame with the operation of 
outdated equipment, the accident rate increases, which, in turn, negatively affects 
the environmental aspects of the activity (Egorov 2021).

Currently, active work is being carried out at the legislative level aimed at inten-
sifying the development of the hydrocarbon- rich territories of the Russian north, in 
this regard, conditions are being created that are attractive for business communities, 
as well as measures to guarantee the protection of the natural environment from 
possible negative impacts (Solodovnikov et al., 2016). At the same time, according 
to the author, the implemented environmental policy lacks a strategic vision of the 
problem that would contribute to the sustainable development of the territories. One 
of the ways to solve this problem is the improvement and introduction of the latest 
digital technologies in the fields of the energy industry and environmental quality 
control in the territories of the oil and gas field (Krotov et al., 2019). According 
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to this measure, it will be possible to maintain (preserve) the natural state of the 
environment: landscape and biological diversity.

Based on the above, the purpose of this study is to assess the role of digital 
technologies in maintaining the sustainable development of oil and gas territories in 
Russia. To achieve this goal, the authors had to solve the following tasks: to analyze 
the impact of the oil and gas industry on the sustainable development of the country 
and regions; to identify obstacles to the spread of digital technologies and determine 
ways to eliminate them; to identify regional differences in the introduction of digital 
technologies; to show the role of digital technologies in the prevention of accidents 
at oil and gas industry facilities.

1.1 The Impact of the Oil and Gas Industry on 
Sustainable Development in Russia

Consequently, Russia relies on it to cater for its growing economic needs such 
as the Gross Domestic Product, employment and export earnings. On the one hand, 
this industry has significant impact on pollution of the environment: greenhouse 
effect, destruction of the local flora and fauna, water pollution (Filimonova et al., 
2020). The effect of oil and gas production on environment is worst in existing areas 
vulnerable to environmental degradation such as the Russian north. The problem of 
economic rent and its relation to environmental impact is the key concern at the core 
of sustainable development of these territories (Eder et al., 2017). The impact of the 
oil and gas in the environment is not a single dimensional issue, but instead, it is 
complex. It encompasses the CO2 and CH4 emissions that occur during extraction, 
transportation and refining of the fuels, the emissions that arise from the infrastructure 
development that is required to support such fuels like deforestation and soil erosion 
(Sergi & Berezin, 2018). These problems are worsened by the ageing infrastructures 
in the industry; it results in a higher accident rate and environmental spills that can 
cause long- term negative impacts on local ecosystems and communities (Liu et al., 
2023). For instance, oil can also pollute water which affects the lives of animals, 
and makes the affected piece of land unsuitable for cultivation or settlement.

Nonetheless, the Russia government has embarked on several policies that can 
reduce the impacts of the oil and natural gas sector on environment. These are the 
tightening of legislation on emissions and waste disposal, and the provision of stimulus 
for companies to employ technologies and practices that are less damaging to the 
environment (Tyaglov et al., 2021). However, those measures are often compensated 
by the economic and geopolitical factors, for example, sanctions and fluctuations of 
oil prices that make officials put off or reduce the scope of environmental projects 
(Cherepovitsyn et al., 2021). Also, the absence of fair distribution of resources as 
well as technological development all over the territory of the Russian Federation 
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provokes sharp regional distinctions in the establishment of the usage of affordances. 
Some regions e. g. Western Siberia are better connected with technology infrastructure 
and are ready to embrace digital technologies for management of environment while 
others like Russian Far East are not ready due to low investment and lack expertise 
(Romasheva & Dmitrieva, 2021). It is therefore important to argue that there is the 
need to come up with sustainable development models that will adequately capture 
the context of the various regions.

Thus, one can claim that, on the one hand, the oil and gas industry plays an es-
sential role in the Russian economy, and, on the other hand, its adverse effects on 
the environment complicate the process of sustainable development (Filimonova 
et al., 2020). These challenges can only be fought with a complex strategy aimed 
at the legal changes, technological advancements, and international coalition. IT 
institutionalization represents a positive opportunity for improving the industry’s 
environmental management as well as guaranteeing the environmental stability of 
Russian oil and gas regions.

1.2 The Role of Digital Technologies in Enhancing 
Environmental Sustainability in the Oil and Gas Sector

Mobile and information technologies as well as other forms of technological ad-
vancement are able to dramatically influence the landscape of the oil and gas industry 
through enhancement of outcomes, reduction of costs and adverse environmental 
effects (Anaba et al., 2024). In a broader framework of the Russian oil and gas indus-
try, the use of digital technologies is especially important because of the evolution 
of the ageing facilities and the growth of the technical and geographic challenges for 
extracting the resources. AI, IoT solutions, and blockchain can significantly improve 
environmental efficiency because they allow monitoring, predicting problems with 
systems, and making explicit reports (Daneeva et al., 2020). Digital technologies 
can and do, for instance enable the enhancement of operations productivity, thus 
minimizing the impact of oil and gas activities on the environment. For instance, 
AI will help in improving the analytics of the drilling process so as to determine 
the correct pathways of drilling and the energy that ought to be used in the process 
(Esiri et al., 2024). Environmental parameters, as provided by IoT sensors or drones 
for instance, will be able to alert for any instances of leakages, spills or any other 
environmental disamenities. These technologies reduce the possibility of damaging 
the environment and they also reduce the costs incurred in an event of an accident 
or failure to obey environmental laws Anaba et al., 2024).

Other emerging field that greatly benefit from assimilation of digital technologies 
is the field of predictive maintenance. It identifies that the traditional breakdowns 
calendar maintenance approach involves regular, rigid intervals that results in 
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either over- maintenance or under maintenance: the wastes resources and can lead 
to equipment failure, or risk an environmental accident (Romasheva & Dmitrieva, 
2021). Applying artificial intelligence and machine learning to the machinery helps 
firms to forecast when certain machinery is likely to develop faults and so fix it at 
the appropriate time instead of at frequent intervals thus increasing the lifespan of 
the machinery and reducing on probabilities of accident (Liu et al., 2023). Besides 
increasing safety, the method has benefits that make the industry more sustainable 
by minimizing wastage of resources. This is particularly true in the case of the oil 
and gas sector, where this new technology, which involves the use of blocks of 
chained data, guarantees the efficiency of interactions and can also help increase 
the level of transparency of business processes. When using blockchain to support 
the supply chain, it is possible to provide an impartial and permanent record of 
transactions and, thus, eliminate the possibility of fraud and guarantee compliance 
with the environment standards (Arinze et al., 2024). For instance, blockchain can 
be applied to monitor the genesis of oil and gas products and guaranteeing that they 
are derived from socially appropriate activities and all the rules and regulations 
made regarding the commodity are followed to the latter.

Still, there are some challenges that could be linked to the use of the digital tech-
nologies in Russian oil and gas industry. These are inadequate capital investment 
in new technologies, legal restraints and scarcity of personnel who can help in the 
implementation and management of these technologies (Lukyanova, 2020). Also, 
the geopolitical and economic risk in the region contributes to the lack of adoption 
of digital tools (Krotov, Karatabanov & Zan, 2019). Mitigating these hurdles will 
call for collaboration among the government, industry and academia to foster a 
conducive environment for digital advancement. digital technologies is an effective 
solution for increasing the indicator of environmental friendliness of the Russian 
oil and gas sector. Through the optimization of the processes involved, real- time 
monitoring, and transparency, these technologies have the potentiality of reducing 
the adverse effects of oil and gas activities on the environment and the promotion 
of the sustainable nature of the industry. Nonetheless, achieving the full utilization 
of digital technologies will entail surmounting of numerous challenges such as 
investment hurdles and skills gap.
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2. LITERATURE REVIEW

2.1. The impact of digital technologies on the implementation 
of the concept of sustainable development.

For the past few years, the application of digital technologies in the SDG im-
plementation process has gained significant attention, especially in the oil and gas 
sector (Pigola et al. 2021). The utilization of sophisticated technologies including 
big data analytics, artificial intelligence and blockchain platforms have opened new 
ways through which the firms can certainly monitor their environmental impacts 
and effectively control them. For example, the use of predictive analytics in AI can 
improve the productivity of resource extraction activities, meaning that there are 
fewer losses and the processes take less time, which entails a lesser impact on the 
environment (Alieksieienko et al., 2022). So, the application of blockchain tech-
nology can help to track material and its adherence to environmental regulation in 
the supply chain (Kottmeyer, 2021). These technological developments do not only 
enhance productivity of corporations but also enable them to be in sync with global 
sustainability goals thus making them more appealing to investors and consumers 
who are now more socially responsible.

In addition, digitization of environmental management activities has promoted 
company’ increased responsibility and the oil and gas industry accountability when 
reporting on their environmental impact. Such transparency is critical for sustaining 
public confidence particularly seeing that environmental and social governance 
(ESG) standards are today more than ever under specific focus by the public (Boro-
dina et al., 2023). For example, satellite remote- sensing and the Internet of Things 
(IoT) sensors enable the real- time monitoring of environmental factors and give 
companies a chance to act on potential threats affecting the environment promptly 
and report the rightful data to the regulating authorities (Marcovecchio et al., 2019). 
Moreover, the application of these technologies into the corporate sustainability 
concept helps the company to respond to the social issues resulting from industrial 
developments in the course of achieving the corporate goals in the affected areas. 
They are able to engage with stakeholders using digital platforms and in so doing, 
attend to issues to do with environment and the development of sustainable solutions 
(Ershova et al., 2020).

Sustainable development is a set of measures aimed at meeting current human 
needs while preserving the environment and resources, that is, without compromising 
the ability of future generations to meet their own needs. Sustainable development 
is possible when three main components are balanced: economic growth, social 
responsibility, and environmental balance (Korobitsyn 2016). The basis of the 
Russian economy is the oil and gas industry, a branch of production that includes 
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the production, processing, and transportation of hydrocarbon raw materials (oil 
and natural gas). The development of digital technologies has made a significant 
contribution for the sustainable development of territories, including in the Russian 
Federation. Thanks to social media and universal openness, a person can create 
information content that is instantly distributed on the network. Thus, major envi-
ronmental disasters or acts of social inequality cannot be hidden from the masses 
and receive maximum publicity (Kraus et al. 2021). A comparison of the information 
publicity of accidents at fuel and energy complex facilities during Soviet period 
and over the past couple of years looks indicative in this regard. Despite the desire 
of regional governments to conceal information about accidents, the response of 
emergency response services and public outcry from the oil spill in Norilsk (May 
2020) (Yakutseni and Solovyev 2020) and the fire on the Ob River (March 2021) 
(Moskovchenko et al., 2020) was more intense than from the explosions of the re-
actor at the Chornobyl nuclear power plant (April 1986) and the gas pipeline near 
the railway near Ufa (June 1989) (Magdich et al., 2019).

Thus, the awareness of people all over the world has led to the fact that sustainable 
development has become a part of our lives and an agenda not only for international 
organizations and countries but also for companies. The Sustainable Development 
Goals declared by the UN are increasingly being implemented in the development 
strategies of companies, including Russian ones. As an example, we can cite so-
cial programs implemented by domestic oil and gas campaigns. These include the 
“social production” at the Samatlor field (Mitrova and Melnikov 2019) and the 
system of compensation payments to representatives of tiny indigenous peoples 
of the north. In addition, we should not forget about the record compensation for 
environmental damage in the amount of 146.2 billion rubles, which MMC Norilsk 
Nickel paid. Thus, the sustainable business development agenda, which began with 
large companies, increases companies' social, economic, and environmental respon-
sibility through direct investments in the medical and social spheres to improve the 
quality of life through social programs for local Indigenous communities affected 
by the extractive industry. Recent studies show that adherence to the principles of 
sustainable development in companies makes employees more loyal. In a changing 
world, companies need to be more aware in order to be chosen by young employees 
(Sulyandziga 2019).

2.2. The Role of Digital Technologies in 
the Prevention of Emergencies

The use of new digital solutions for the prevention of emergencies in the oil and 
gas sector is gradually changing the industry’s strategies in the sphere of safety and 
environmental management. A couple of significant strides created in this field in-
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clude the use of predictive maintenance that is the application of big data analysis 
and artificial intelligence algorithms with a view of identifying that a particular 
piece of equipment is likely to fail (Sulyandziga 2019). These systems consist of 
data gathering sensors placed on pipelines or drills, and by constant data analysis, 
these systems can identify potential problems including corrosion, pressure fluc-
tuations, as well as mechanical deterioration (Moskovchenko et al., 2020). Besides 
reducing the probability of accidents, it proactively enables intervention before a 
given disaster and its subsequent environmental effects, can happen. Furthermore, 
these capabilities apply to the predictive qualities of these systems, the applications 
of which are enhanced and become more accurate when exposed to larger datasets 
(Korobitsyn, 2016).

Moreover, the importance of the remote monitoring and control systems con-
cerning the prevention of the emergencies has significantly risen. Thanks to IoT it 
is now possible to observe the process of oil and gas production in time including 
the incredibly distant and hard to reach ones (Kottmeyer, 2021). IoT sensors can be 
used to measure a number of operational parameters including pressure temperature 
and flow rates and send this data to IoT control centers where the information is 
sometimes processed and acted upon through the use of other IoT systems or by 
human operatives. This real- time monitoring enables the quick identification of any 
anomaly since the process is in progress and takes instant decisions that are critical 
for avoiding occurrences that could cause harm to the environment (Liu et al., 2019). 
For instance, if there is a consequent drop in pipeline pressure that signals leakage, 
then turnoff processes can commence or adjustments can be made to redirect the 
flow this drastically curtails the possibility of polluting the environment (Arinze 
et al., 2024).

And, finally, the ‘intelligent fields’, or ‘smart fields’ is the highest level of oil and 
gas Industry digitalization that provides a total solution for constant emergencies 
and environmental control. These smart fields use AI, IoT, robotics for making each 
aspect of oil and gas production connected, integrated, and ‘smart,’ that is, capable 
of its own self- regulation (Kozlovtseva et al., 2021). For instance, intelligent drill-
ing systems can accommodate changes in the regimes of drilling parameters that 
are responsive to subsurface environment and therefore minimize incidents such 
as blowouts or any other form of incidents of drilling (Lyshchikova et al., 2019). 
Furthermore, smart fields can also forecast and control the effects on the environ-
ment by constantly measuring and assessing emissions, waste, and any other related 
factors and subsequently, regulating and responding to such threats. The application 
of these systems contributes to increasing operational safety; at the same time, it 
contributes to the achievement of the sustainable development objectives by reducing 
the oil and gas industry’s negative impact on the environment (Schulz et al., 2020).
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As noted earlier, in recent years, a series of major accidents have occurred in 
oil and gas industry enterprises in Russia, which acted as prerequisites for reform-
ing the implemented environmental policy and searching for new solutions in the 
field of nature protection (Makarov 2016). Having considered some examples of 
emergencies (Moskovchenko et al., 2020) on pipelines (the Ufa disaster, a fire on 
the Ob River), we can confidently identify standard features and, based on them, 
formulate a primary mechanism that allows maintaining the safety of the ecological 
framework of territories in the vicinity of main linear objects. The leading indicator 
is the level of the current pressure in the pipe: its increase may indicate the forma-
tion of intra- pipe deposits that can lead to damage to the main line; a fall, as a rule, 
means a leak that has already occurred and is a signal for emergency measures. In 
this regard, all pipeline systems should be equipped with pressure monitoring and 
monitoring systems, and highly qualified specialists should monitor the indicators 
around the clock. It is also necessary to introduce an intellectual knowledge base 
system that provides a comprehensive account of the experience of implementing 
similar projects. It will allow expanding approaches to predicting the risk of the 
linear part of the main pipelines and ensuring their safety (Schipachev and Dmitrieva 
2021; Bianco et al., 2021). At the same time, strict compliance with the established 
design requirements is necessary, and maintenance and reconstruction of objects 
should occur regularly, according to the specified frequency.

However, the most significant impact on the environment during the development 
of hydrocarbon deposits occurs during the construction of wells. And since it is 
easier to prevent an accident than to eliminate its consequences, it is necessary to 
constantly modernize the anti- blowout equipment (Tarantola et al. 2018) and improve 
the systems of control and measuring devices of drilling rigs and geological and 
technical research stations (Chernikov et al. 2020). There may be gas, water, and 
oil in the drilled formations. The gas penetrates the well through cracks and pores. 
Timely detection of gases at the wellhead is one of the main tasks for the prevention 
of gas and oil occurrences (Lyubimov et al., 2018). Modern gas analysis equipment 
is a product of digital technologies designed to automate control systems for tech-
nological processes and emissions. The installation of gas analysis equipment on 
the drilling rig is carried out in accordance with the current regulatory documents. 
In contrast, in practice the regulatory documents for the equipment of geological 
and technical research stations are wholly ignored (Pichtel 2016). The highest form 
of digitalization in the oil and gas industry at the moment is the concept of “intelli-
gent fields” or the “smart field” system implementation. Intelligent fields combine 
artificial intelligence, intelligent drilling, and machine learning, which together can 
help oil and gas companies reduce costs, increase production, and reduce the level 
of anthropogenic load (Dmitrievskiy et al. 2020; Iliinskij et al. 2020).
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2.3. Barriers to Promoting Digital Technology 
in the Oil and Gas Business

Currently, there is a reduction in the flow rates of oil and gas wells due to the 
depletion of field reserves. In recent years, the maintenance of production volumes 
has been achieved by drilling new wells: new fields are being put into operation, 
and horizontal drilling through productive formations is actively used in old fields 
to increase the return coefficient, and work is underway to create cluster wells. In 
conditions of increased market competition, Russian oil and gas companies are 
focused on reducing production costs. During periods of falling global energy pric-
es, the most used cost- saving tools are staff reduction and restructuring (Mitrova 
and Melnikov 2019). Under current circumstances, one of the main directions for 
maintaining production is to increase the pace of production drilling. However, as 
practice shows, production profitability decreases. In this regard, company and gov-
ernment heads face the question of choosing between reducing production volumes 
or profitability (Egorov 2021).

The use of digital technologies and the introduction of breakthrough technolo-
gies based on them to increase the efficiency of the development of oil and gas are 
associated with large- scale investments. The existing potential may not be realized 
if the domestic oil and gas sector does not actively increase investments in digital 
technologies in the future. Thus, the main problem of the Russian oil and gas sector 
is the need for significant long- term costs, which are investments in innovations, 
including digital solutions (Olisaeva 2019). However, not all companies are ready 
to take risks and prefer instant profit to long- term prospects, exposing the objects of 
operation to an increased risk of emergencies. The development of digital technol-
ogies requires the introduction of appropriate technical standards. Such standards 
exist in Russia, but they have inherent disadvantages that reduce the effectiveness of 
management. For example, 3G coverage is absent not only in a large area of Siberia 
and the Russian Far East but also in the European part of Russia; this is especially 
true for 4G (Chistobaev and Kulakovskiy 2020).

There are also a number of factors that complicate the implementation of the 
concept of “intelligent deposits”. In the Russian Federation, all Russian offshore 
projects, including the Sakhalin projects, are intellectual (Olisaeva 2019). However, 
the offshore project is characterized by territorial compactness: all infrastructure 
facilities are localized within the area of the drilling platform. The implementation 
of this concept in large continental fields is complicated by the remoteness of 
drilling sites and the material costs associated with their maintenance in relation 
to digital systems. In addition, the current political situation has a significant im-
pact on the development of domestic digital systems. In 2018, one of the largest 
companies, Oracle, specializing in database management systems and enterprise 
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resource management (ERP), notified its Russian partners about the termination of 
providing services and technologies for deep- sea and Arctic offshore exploration 
and production projects (Rouissi 2020). As a result, they were subject to sanctions 
that applied to both new projects and renewal (extension) for all the major players 
in the sector who had already signed contracts. In this regard, the goal of import 
substitution should be to create favorable conditions for the emergence of domestic 
digital solutions and increase their competitiveness (Olisaeva 2019).

The lack of adequate human resources as a result of the inability to produce 
enough skilled professional who can effectively put in place and manage the en-
hanced systems is another factor the slows down the use of digital technology among 
the Russian oil and Gas industry (Øien et al., 2020). The digitalization of the oil 
and gas industry is a rather heavy investment but it is also necessary to introduce 
a capable workforce that can work with digital technologies like data analysis, ar-
tificial intelligence, and Internet of Things. Nevertheless, even at the current, the 
educational and training process in Russia has not developed pace with the growth 
in these technologies to close the skills gap that limits the correct implementation 
of these solutions (Haouel & Nemeslaki, 2024). This is further compounded by the 
centralized geographical distribution of oil and gas operations predominantly in 
difficult- to- reach areas such as Siberia and Russian Far East the access to education 
and training and development opportunity is restricted (Su et al., 2022). Thus, the 
speed of finding talented people who would be able to contribute to companies’ 
digitalization and salary competition hinders the fast rate of industry’s digitalization.

Furthermore, there still exist serious problems associated with the old equipment 
in many oil and gas fields of Russia that hampers the digital technologies integration. 
The technology of many apparatuses and infrastructures apply in the industry was 
developed and erected in the 1980s in the least, considerably earlier than recent 
digital advancements (Roberts et al., 2021). These ageing structures when this has 
to be done involves extensive modification or replacement of the existing systems 
by the new digital technologies which may be expensive. This challenge is further 
compounded by the fact that many companies are currently, very to invest in such 
upgrades due to the perceived risks and uncertainties of digitalization especially 
because of volatile energy markets as well as geopolitical instabilities (Goyal et 
al., 2020). Failure to upgrade ageing fixed assets with new ones fit for the digital 
era not only hinders most of the advantages of digitalization but also renders the 
operations at a higher risk of either sub- optimization or actual disasters, making it 
more difficult for the countries involved to come close to achieving their sustainable 
development objectives.
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2.4. Assessment of Digital Technology Usage Levels

Despite the significant financial opportunities of the Russian oil and gas sector, 
the industry as a whole is quite conservative, which hinders the development of new 
technologies. Meanwhile, the introduction of digital technologies requires prompt 
decision- making and new approaches to the organization of staff work. Over the 
past 2–3 years, a number of new digital technologies, if not passed into the category 
of familiar and routine, then at least have received more than isolated examples of 
application. We are talking about the use of drones for scanning the terrain and 
construction control, remote assistants based on augmented reality technologies, and 
video analytics to ensure safety at production facilities. Companies have experience 
in implementing these technologies (Fernandez- Vidal et al. 2022).

Despite this, the use of expensive analytical equipment at remote production 
facilities requires the involvement and constant presence of qualified personnel. An 
alternative for using qualified personnel is the robotization of remote production 
facilities and their equipment with fully automatic equipment. The oil and gas in-
dustry has all the prerequisites for a wider use of robots: the shift of production to 
hard- to- reach regions with difficult climatic conditions, the increasing complexity 
of production, and the growing shortage of personnel of working specialties (Lit-
vinenko 2020). There are already examples of the introduction of sparsely populated 
technologies in the oil and gas sector in the world; for example, the autonomous 
platform (Norway) is the first utterly deserted production platform that requires 
only 1–2 visits per year for maintenance (Cordes et al. 2016). Nevertheless, in the 
Russian Federation, in the field of industrial robotics, there is a lack of investment 
and production capacity, as well as a lack of specialists, research, and design bureaus. 
So, over the past five years, only about five thousand robots have been introduced 
in Russia.

An important problem, which rises in the attempt of evaluating the current 
level of digital technology implementation in the Russian oil and gas sector, is the 
disparities in the companies’ digital technologies utilization (Arinze et al., 2024). 
Thus, large companies as market leaders are often ahead, leaving behind smaller 
firms and those function in less developed economic areas or regions (Kozlovtseva 
et al., 2021). This is partly so, because, practicing digital technologies can be very 
expensive especially for firms that cannot afford to invest large sums of money 
that perhaps larger firms can afford. Further to this, the extremities in climate of 
the Russian territory especially Siberia and Russian Far East compounding the 
challenges –there are high stiffening factors regarding installation and maintenance 
of digital platforms in such territories respectively (Lyshchikova et al., 2019). 
Therefore, although new technologies of digitization could have a profound impact 
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on efficiency and safety of the oil and gas sector, the actual application of these 
technologies remains weak and patchy.

Another aspect of the usage of digital technology that needs to be dealt with 
is the challenge of linking data management systems and the capacity to process 
the big amounts of data provided by the majority of contemporary digital tools. 
The data originates from several sources such as seismic surveys, drilling and well 
completion, and production data (Schipachev and Dmitrieva 2021). However, it 
has emerged that many companies are just starting to collect or already have vast 
arrays of valuable data, but they are unable to efficiently manage it or make good 
use of it, primarily due to their lack of better data analysis that a lot of the time is 
intertwined with poor integration of multiple digital platforms. For instance, drones 
and remote sensors are capable of offering real- time information on the state of 
infrastructure as well as the environment but this information is hardly utilized 
owing to the absence of suitable analytical tools or profound knowledge on how to 
use it propound- making (Liu et al., et al., 2023). With missing or inadequate data 
management, and analysis, this gap thus poses a major challenge to how the industry 
can harness digital technologies fully.

In addition, the existing legal requirements in Russia also influence the rate and 
degree of digitization of the technology in the oil and gas industry. Legal frame-
works may be slow in embracing the new technologies, and this puts uncertainties 
and barriers to firms that would prefer to use new digital technologies (Arinze et 
al., 2024). For instance, there is a limited awareness about the use of drones or 
any autonomous system within the industrial facilities hence such industries might 
hesitate to adopt these systems due to legal aspects that are involved. Also, lack 
of an established normative base for digital systems integration implies that most 
companies may encounter challenges when trying to integrate various digital tools 
and platforms; this would make it challenging to adopt efficient digital strategies 
for the business (Iliinskij et al. 2020). Managing these regulatory issues is critical 
to promoting the enabling digital environment that will be needed for sustaining the 
competiveness of the upstream oil & gas industry going forward.

3. DISCUSSION

Information technology in the Russian oil and gas sector: opportunities and 
threats There are some prospects for using digital technologies in the Russian oil 
and gas sector and, at the same time, there are some risks also. As discussed in 
the literature review on the impacts of digitization, more specifically artificial in-
telligence, IoT and robotics, are likely to bring about changes that would improve 
operation efficiency, safety and minimize the impacts on the environment. It means 
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that the better solution for the growth of the sector is to stimulate investments and 
develop corresponding policies that will help the quintessential industry transform 
digitally without leaving the weaker links of the financial chain. Furthermore, the 
current legal environment of Russia prescribes other challenges. Since new forms of 
technology are developed before new laws are formulated to govern them, there is 
always some ambiguity in the operation of most modern industries including the use 
of autonomous systems and drones. This lack of regulation can delay the integration 
of new technologies because companies are not sure on the legal frameworks that are 
available to support them and protect them from risks. In addition, the absence of 
a clear pattern to the integration of digital systems aggravates these problems since 
it is not easy to reach the degree of digital integration that requires companies. The 
topic also emphasizes the lack of skill in the work force a factor, which the discussion 
also examines. That is why, as digitalization continues to expand throughout the oil 
and gas sector, the requirement for qualified professionals who can operate arising 
digital technologies effectively would continue to rise. But without such effort this 
talent remains untapped and the industry lags behind the current global trend to-
ward digitalization and sustainability. Thus, it is recommended that investments in 
IT systems, changes in legislation, and development of employees should embrace 
the Russian O&G sector in order to grasp the potential of digitalization and remain 
sustainable in the future.

4. CONCLUSION

This chapter has given a detailed insight to the executive together with an anal-
ysis of the integration of digital technologies within the Russian oil and gas sector 
but importantly, how crucial they are in enhancing sustainable development. Tech-
nologies like AI, IoT, robotics etc are excellent opportunities for increasing overall 
productivity, decreasing the negative consequences to the environment and raising 
safety standards in the industry. However, the Implementation of these technologies 
is not without some difficulties. Due to inherent conservatism of the sector, high 
costs of digitalization, and regulatory uncertainties, as well as the lack of qualified 
specialists, the level of digitalization remains relatively low. Such challenges have to 
be resolved with the help of specific investments, qualitative changes in legislation, 
and the preparation of a competent staff if the industry is to reap the bulk of the 
potential gains of digitization.

The chapter also discusses the need for the support of the environment for 
digitalization, especially for the Russian oil and gas fields characterized by their 
large extent and geographic distribution. If such endeavors are to overcome the 
aforementioned obstacles and Russian oil and gas industry is to enhance its digital 
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readiness, the sector can not only enhance its competitiveness, but it could also bring 
more added value to the international sustainable development objective. And as the 
industry undergoes more Darwinian twists and turns in the new world of energy, 
it is the ability to adopt the digital technologies that will be central to the future 
viability and prosperity of the industry. Chapter 9 therefore posits that complex and 
planned efforts are the proper way to exploiting the value of digital transformation 
in the oil and gas industry while also bringing them in line with environmental and 
economic objectives.
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ABSTRACT

The concept of the 4th industrial revolution is becoming a strategic driver of sus-
tainability, success, and competitiveness in the modern mining sector. An important 
factor is that the industry in question has its own features in operational and pro-
duction processes, which are changing due to the development and implementation 
of digital technologies. The purpose of this article is to determine the features of the 
digital transformation of enterprises in the mining industry and to study the role of 
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digital technologies implemented in companies. To conduct the analysis, the method 
of content analysis of scientific studies and articles related to digital transformation 
in the mining sector was used. The results of the analysis are the formulation of the 
main directions for the development of digital technologies for mining enterprises, 
the definition of their role in the mining industry under consideration, and clarifi-
cation of the features of digital transformation. The results of the study can be used 
in subsequent work aimed at further emplementing modern digital technologies.

1. INTRODUCTION

People engage in multiple digital activities in their day to day lives and many 
industries go through digitization. Digitalization and its core and key part is the 
digitalization of the company and members of the company systems, business pro-
cesses, and business models (Bertayeva et al., 2019). The creation and improvement 
of information technologies presuppose changes in the activity of enterprises and 
companies as the suppliers of goods and services utilizing new forms of manu-
facturing and delivering goods and services, as well as the general transformation 
of the economy at large (Barnewold & Lottermoser, 2020). The further evolution 
of Information Technology, the wants and needs of Industry 4. The objective of 
obtaining profit is now equaled to 0 and the need for sustainable development set 
new tasks for enterprises. In the recent past, mining companies have been very 
keen on deploying technologies that enable cost- saving measures in mining, and 
enhance production capacity as well as being capable of initiating mining projects 
that were uneconomical previously (Bertayeva et al. 2019). Thereby, it is noteworthy 
to state that mining is a technology leader and an adopter of disruptive technol-
ogies simultaneously (Young & Rogers, 2019). In general, digital transformation 
is connected with the digital positioning, supply chain, management, creation of 
agency, or behavior of a firm. There is an increase in the connection of companies’ 
economic activity with the technologies of big data collection and analysis, artificial 
intelligence, virtual and augmented reality, and 3D printing. In recent research, the 
analysis of digitalization showed that many firms adopt digital technologies in all 
the exploration and mining phases (Zhironkina & Zhironkin, 2023). The process 
associated with the life cycle of deposits include the exploration and development 
of deposits, mining, production and lastly, completion. Depends on the thickness 
of the mineral deposits, they are mined in three methods, namely open- pit mining, 
underground mining, or a combination of the two (Zhironkin & Ezdina, 2023).

The mining industry is one of the most relevant fields in the development of 
modeling as many processes and operations are directly m- empirical and generate a 
vast amount of data for quantitative analysis, which can be suitable for the application 
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of digital intelligence (Kagan et al., 2021). Specific emphasis should be placed on 
the development of equipment used by mining- related enterprises. Over the course 
of industrial growth in the world, it has evolved with each new technological stage, 
updating. Modern technology has enabled exploration companies to examine what 
is in the ore, sample it, and identify whether a deposit should be developed (OECD, 
2019, p. 8). Before proceeding with the analysis, it is necessary to note the mining 
equipment, its availability, and operational safety as potential risks that appear in 
the processes of mining companies (Paschke et al., 2020). The digital technologies 
that define Industry 4. 0 and that are integrated into mining companies are called 
Mining 4. Concerning the concept of Mining 4. 0 thus embraces the knowledge of 
relations between technologies and therefore seeks to provide a more holistic view 
to the changes taking place in the mining industry through technology adoption. The 
main directions for the development of Mining 4. 0 are Internet of Things, Mecha-
tronics which is a combination of mechanics, electronics, control and information 
technology, Telematics which covers telecommunication systems, Distribution which 
is a part of an enterprise logistics (Gao et al. 2019). Automation is viewed as a way 
to enhance the flow of coal and eliminate certain adverse circumstances for miners 
as well. They identified what digital technologies are mostly reported in the mining 
scientific literature based on the following findings (Sánchez & Hartlieb, 2020).

Figure 1. The ten most relevant digital technologies for the mining industry are 
rated by PF (Barnewold and Lottermoser 2020)
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In this regard, it is imperative and relevant to note that digital transformation 
exerts a very positive effect on enterprise value (Hushko et al., 2021). Innovation 
represents one of the most effective strategies to generate value at every state of the 
resource price cycle (Choros et al. 2022). This forms the base on which a consol-
idated automated system that consist of a lot of critical information and analytical 
data can be developed. In the relation to the general consideration of data, it should 
be stated that all the data is transferred to computer systems and becomes more 
accessible (Pereira et al., 2022). In the case of the mining industry, the benefits of 
using databases are the possibility of the automation of different processes, which 
would entail the optimization of resource consumption and personnel (Stenin 2021). 
For instance, one of the target of big data for the mining industry is to minimize 
the occurrences of mining disruptions, optimize the processes, minimize costs and 
maximize gains.

Assessment and management of risks is an important element in organization of 
production and other processes in mining organizations. If risk management is not 
done well this may result in losses in production and at some points the consequenc-
es are severe to personnel and problems to environment (Domingues et al., 2017). 
These are the following characteristics of this industry: some companies develop the 
assets and deposits situated in the difficult access areas with low metal content in 
the ore, which adds the costs of the companies (Zhukova 2019). However, company 
size plays the most essential role in identifying whether a firm will innovate, since 
market barriers push definite smaller companies to engage in non- technological 
innovation, join forces with other national companies and institutions, and appeal 
to public funding (Yamashita and Fujii 2022). Mining 4. 0 technologies enhance 
human abilities as well as enhance perception via sensors in for example, wears 
during the periods of continued, unbroken perception necessary in challenging 
working environments.

1.1 The Evolution of Mining 4.0 Technologies

Traditionally, mining companies employed manpower and used a number of 
mechanical instruments (Zhironkin & Ezdina, 2023). Though there were enhance-
ments in productivity by mechanization, effects and drawbacks were seen in terms 
of accuracy, control and, safety of the workers. Mining 4. 0 is founded based on the 
concept of Industry 4. 0 and, where digitally connected systems and solutions can 
play a part in industrial workflows (Sishi & Telukdarie, 2020). These technologies 
such as automation, IoT, big data, and AI have started defining the operations of the 
mining companies right from exploration through to extraction and others. Arising 
from these technologies, mining enterprises are now in a position to track their op-
erations in real time, make decisions based on predictive information, and employ 
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best practices that will increase efficiency in order to obtain the maximum levels of 
production without compromising on efficiency (Zhironkina & Zhironkin, 2023).

For example, smart sensors in mining for instance are used to measure and 
capture data on the state of equipment, the surrounding environment, and possible 
failure. This saves time, ensure safety, and improves the management of the assets 
(Bartnitzki, 2017). In the same manner, AI- based analytics highlight geological 
conditions and adapt the drilling and extraction procedures which in turn, minimizes 
expenses and harm to environment. Another significant component of Mining 4. 
0 is the use of self- driving cars as well as automated equipment’s (Ulewicz et al., 
2017). These machines are self- automated and work in dangerous environments to 
avoid endangering human life while at the same time cutting cost and increasing 
accuracy. Autonomous vehicle is becoming a preferred investment for mines, to 
enhance productivity and safety in fleets used for ore transportation, drilling and 
material movement.

Another important aspect of mining also involves the utilization of Robotics 
and Drones for inspection, surveying and monitoring purposes (Bertayeva et al., 
2019). Drones can maneuver through restricted areas and collect quality images, 
thus enable operators to make the right decisions. In the same context, robots are 
employed in underground mining especially in repetitive tasks or in areas that pose 
major threats to human beings. The use of Block chain technology is another trend 
that is emerging in Mining 4. There has been 0 progress for supply chain transpar-
ency and traceability (Pałaka et al., 2020). Block chain allows keeping the records 
of transactions and material flows, which is especially valuable for such industries 
as precious metals and rare earth minerals, the proper sourcing of which is a con-
cern. Smart mines therefore symbolize the integration of all these technologies 
where everything in the mining value chain from the exploration of the resources 
to extraction and transportation is automated and controlled in real time. That, on 
the one hand, contributes to operation optimization, and on the other hand, enables 
mining enterprises to decrease the level of adverse environmental impact, including 
waste and energy consumption as well as emissions (Zhironkin et al., 2022).

1.1 Key Trends in Digital Transformation of the Mining Industry

Several key trends have emerged in the digital transformation of the mining in-
dustry, each of which is helping reshape traditional mining processes (Lazarenko et 
al., 2021). These trends are critical in understanding the direction of technological 
development and the future of Mining 4.0. The current advancement in technology 
is also changing how a mining industry’s workers perform their duties. In the past, 
mining was characterized by the employment of many people who spent most 
time in dangerous terrains (Barnewold & Lottermoser, 2020). However, mining 4. 
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0 is changing this by cutting on the use of manpower especially in risky sections, 
and enhancing safety. This change is best exemplified by automation and robotics 
where such process as drilling, blasting, handling of materials, etc. are all done by 
the machines. This not only increases effectiveness of operations, but it also greatly 
reduces the probabilities of occurrence of accidents. For instance, the traditional 
smart or a fully autonomous car can traverse underground mines where the trium-
phant dangers including leakage in poisonous gases, collapse of mines or poisonous 
gas and fumes can cost many human lives (Mottaeva & Gordeyeva, 2024). Indeed, 
the emergence of the digital workforce requires one to look for new human capital. 
There is a growing trend where mining firms are spending on training of employees 
in the manner of developing their competencies when it comes to utilizing digital 
technologies such as artificial intelligence systems, IoT, data, and analytic tools. 
This shift is changing the traditional interpersonal relationships at the mining sites 
in that there is increasing need of data scientists, automation specialists and AI 
specialists. Thus, the training and education of the workforce are important factors 
in the process of digital transformation of mining enterprises (Paschke et al., 2020).

Applications including virtual reality (VR) and augmented reality (AR) are being 
applied in improving training and safety of workers. Workers can be trained what 
they have to do in a particular contract by use of virtual reality simulations and this 
way, they will be exposed to real life activities but they are safe (Bertayeva et al., 
2029). While, AR technologies are used to present the real- time information and 
necessary instructions to the workers in the field where they need to make decisions 
and do not want to encounter any risks. Also wearables in mining are present and 
even becoming more popular. IoT sensors integrated into wearables can also check the 
workers’ health and the environmental conditions and inform the workers and their 
managers about possible hazards. This real- time monitoring can assist in avoiding 
mishaps in addition to improving security measures in risky locations hence Mining 
4. 0 not only about the optimization of its own operations but about organizational 
safety as well (Gao et al., 2019). The changes of the mining industry through the 
implementation of Mining 4. This paper finds that 0 technologies are transformative 
in determining how mining enterprises are being run. Automation, IoT, AI, as well 
as other smart technologies can improve mining industry’s functioning, decrease 
negative effects on the environment, and increase the safety of workers. Some of 
these trends include sustainability, transformation of workforce whereby miners are 
more skills, and safety measures, transcription of mining practices to meet better 
practice (Dragičević & Bošnjak, 2019). About the future of mining, it is necessary 
to mention that Mining 4. 0 technologies will prove to be central in the overall plan-
ning of the future of the healthcare sector. Businesses that successfully adopt these 
technologies will be at an advantage over their counterparts and part of the effort 
to bring about positive changes in mining that will have minimum negative impacts 
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on the environment and the society. Mining 4. 0 has presented the future of mining 
and the development trends of mining digital transformation. 0 are establishing the 
framework of the new paradigm of mining innovation.

2. LITERATURE REVIEW

The mining industry has always played a significant role in the overall struc-
ture of world industrialization and with the introduction of Mining 4. 0, meaning 
that the sector is at a very early stage of the digitalization process. Contemporary 
publications explore the impact of digitization initiatives, including automation, 
artificial intelligence (AI), and the Internet of Things (IoT), on aspects of mining 
including, but not limited to, productivity, environmental impacts, and safety of em-
ployees and contractors (Sánchez & Hartlieb, 2020). This paper aims at presenting 
and reviewing the most relevant literature related to the Mining 4. 0 technologies 
and how these can be applied in improving the first sustainable dimension and the 
second operational dimension.

2.1 The Impact of Digital Transformation on 
Mining Efficiency and Productivity

According to the literature review, the digital revolution has been instrumental 
in enhancing efficiency and productivity within the mining industry (SAVAS, 
2022). The use of advanced technology solutions like autonomous vehicles, smart 
sensors, and real- time data analytics has improved decision- making and resource 
utilization processes in mining companies. For instance, the sensors in the Internet 
of Things can always track the performance of the machinery and the conditions 
of the environment, making it possible for the mining operators to determine when 
equipment is likely to fail and when to maintain the assets. Liu et al. (2023) notes 
that the use of IoT in predictive maintenance has improved operations in mines by 
reducing operational downtimes and thus increasing the operating efficiency and 
decreasing operating costs. Likewise, AI- imbued systems can scan data to identify 
issues and suggest ways to augment processes, thereby improving operations’ results 
(Khoso et al., 2022). Autonomous mining vehicles can be considered as another 
important aspect in the context of Mining 4. 0 However, it means that efficiency 
increases as it is not necessary to use people in dangerous conditions. Research 
conducted by Zhang et al. (2019), show how AHS is useful in enhancing the overall 
mining production, given that such vehicles do not require rest or time to adapt to 
various weather conditions. They are most commonly used in underground mining, 
where human intervention could be dangerous due to the conditions. The use of AI 
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drilling and blasting systems has also aided in increasing recovery rates as patterns 
are designed by AI to be efficient in avoiding unnecessary drilling and maximizing 
the amount of resource that can be recovered (Kalenov & Kukushkin, 2021). In ad-
dition to the concepts of autonomous systems, one of the advanced technologies is 
digital twin technology that can increase the efficiency of operations. Digital twins 
are models that represent physical mining assets or processes and can be used to 
test the impact of changes before applying them in the field. Based on Gupta et al. 
(2022), mining digital twin technology has been effective in improving decision- 
making as the use of models provides simulations of extraction best practices that 
are energy- efficient in the process. That is why the combination of digital twins, in 
conjunction with real- time data analysis, allows miners to make effective decisions 
in terms of resource allocation and organizational productivity. This technological 
advancement has led to efficiency, in doing so some researchers are advising against 
the overdependence on the use of these technologies (Sánchez & Hartlieb, 2020). 
This is especially true as most mining enterprises consider digitization as a critical 
success factor in the conduct of their operations and in the overall management of 
their resources. Mitigating these risks thus call for a harmonized approach to digital 
change whereby technological initiatives are combined with well- coordinated risk 
management frameworks.

2.2 Environmental Sustainability and 
Digital Transformation in Mining

The effects mining has on the environment is a concern that has been in focus for 
quite some time now, and it has been known that this practice causes destruction of 
habitats, pollution and depletion of resources (Zhou, 2024). However, mining digi-
talization, especially through Mining 4. 0 technologies are opening up new avenues 
for improvement of the sustainability of mining operations. In this way, through 
application of digital technologies, the mining enterprise can conform to strict 
environmental requirements as well as minimize its impact on environment. Some 
of the previous works have attempted at examining how the utilization of different 
digital technologies can help mine in a way that is environmentally friendly (Xu et 
al., 2022). For example, Liu et al. (2019) show that for monitoring the energy usage 
and emissions, IoT- based systems aid the mining industries to detect inefficiencies 
in near real time and further, to manage their climate change impact. This particular 
technology is useful where energy is likely to be used in large quantities for instance 
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in extracting and processing minerals, a slight saving in the amount of energy used 
has huge impacts in averting the emission of greenhouse gases.

In the same way, artificial intelligence, and machine learning are now used to 
improve the use of techniques of extraction with very many impacts of mining on the 
environment negated. Feroz et al. (2021) highlighted that the application of the AI 
algorithm enhances the drilling and blasting efficiency of processes thus reducing 
the overall loss of ores, thereby increasing the recovery in totality, which attributes 
the profitability factor in modelling waste rock and its effects depict the excesses 
of drilling too much or blasting (Liu et al., 2023). Therefore, extraction resource 
is crucial where balanced information submission could be deployed to improve 
on the resource- mining activities while reducing the impacts on the environment.

Another way in which the mining industries are availing digital transformation 
in the enhancement of the environmental sustainability is in water management 
(Akhtar et al., 2024). This paper seeks to conduct a policy analysis on mining 
following major policy issues on water policy, water legislation, water use, and its 
importance to the mining industry. Nonetheless, mining activities cause high water 
usage for both mining and the subsequent processing as well as polluting water 
resources especially in the arid zones. Liu et al (2019) also further noted that, IoT 
and AI are some of the technologies that are being deployed to monitor the usage of 
water in the mining processes in real time hence helping mining companies to cut 
on their water usage as well as meeting the legal requirements on the use of water.

The circular economy has also found application in mining and digitalization 
being a critical driver of the concept of circular economy has also been embraced 
in the mining industry (Lazarenko et al., 2021). The practice involves the use of 
products in order to reuse, recycle and or recover, thus minimizing the flow of 
waste towards sustainability and the environment. Xu et al. (2023) pointed out that 
block chain can be used to monitor the life cycle of mineral materials and guaran-
tee the recycling and reuse of waste materials. The way materials are acquired and 
what happens thereafter is well followed in the system using block chain to add 
the credibility of the company. Specifically discussing about emissions reductions, 
electrification and hybridization of automobile fleet is emerging in Mining 4.0 op-
erations. Diesel- operated equipment has been one of the major causes of greenhouse 
gas emissions in mining; however, the use of electric cars and renewable energy is 
slowly negating the effect (Kunkel & Matthess, 2020). Using solar and wind power, 
Silva et al. assert that dependency on fossil fuels in mining has been minimized and 
carbon emissions mitigated (Shvedina, 2020). These developments coupled with 
the use of mining vehicles that are powered by electricity means that mining is now 
environmentally friendlier.
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While numerous scholars look into the positive impact of digital transformation on 
the environment there are equally a number of scholars that argue of the difficulties 
involved concerning implementation of such programs mainly in the developing 
world. Following the arguments by Maroufkhani et al., (2022), it is clear that, even 
though digital technologies present tremendous sustainability benefits, they come 
with considerable capital and human capital costs of implementation. As the resources 
are scarce in many regions, the application of Mining 4. 0 technologies may cause 
lower speed resulting to the likely hood of the technologies effect on the environment. 
In addition to this, issues like accuracy of data used, compatibility of equipment’s 
as well as the regulatory environments pose other problems that has to be solved 
in support of digitization of mining enterprises (Van Hau et al., 2022). The use of 
digital technologies is however associated with the following limitations; Research 
including that conducted by Zhironkin and Ezdina, (2023), note that technology 
fixes can in fact cannot solve the problems in the mining industries. In its place 
we need systemic change which attributes accordant weight to digital transitions, 
policy changes, corporate responsibility, and societal involvement. For instance, in 
mining industries, there is need to collaborate with individuals, groups or organi-
zations within the exercising territories to prevent the destruction of environment 
or inadmissible impairing of native people’s lives.

3. METHODS

3.1 Materials and Methods

This section details the methods used to explore the digital transformation of 
the mining industry, focusing on the adoption of Mining 4.0 technologies. The 
methodology combines both qualitative and quantitative approaches, relying on 
data from The Future of Jobs Report 2020 by Lund et al. (2021) and a thorough 
content analysis of various sources related to digital transformation trends in mining. 
These approaches help to assess the integration of technologies such as artificial 
intelligence (AI), big data, cloud computing, Internet of Things (IoT), and robotics 
in mining operations, providing a holistic understanding of how these technologies 
are transforming the industry.

3.2 Survey Data Analysis

A key component of the study is the analysis of survey data from The Future of 
Jobs Report 2020, which highlights the technologies expected to be adopted by mining 
companies by 2025. The report provides detailed information on the percentage of 
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companies that plan to integrate specific digital technologies into their operations. For 
example, 76% of the surveyed companies expressed an intention to adopt AI, while 
90% anticipated using big data analytics, IoT, and non- humanoid robots by 2025. 
Other significant technologies expected to be integrated include cloud computing 
(87%), augmented and virtual reality (57%), and block chain (50%). These survey 
results form the foundation of the quantitative aspect of this study, allowing for an 
in- depth examination of how mining companies are preparing for digital transfor-
mation. Each technology's adoption potential is evaluated in relation to its impact on 
operational efficiency, sustainability, and workforce management. The results also 
offer insights into the different rates of adoption for various technologies, revealing 
which digital tools are likely to have the greatest influence on mining operations 
in the near future. The analysis further considers how these technologies can be 
leveraged to address current challenges in mining, such as environmental impact, 
operational efficiency, and safety improvements.

3.3 Content Analysis

The content analysis method is used to explore the broader context of digital 
transformation in the mining industry. This qualitative approach involved a system-
atic review of a wide range of sources, including peer- reviewed journals, industry 
reports, and case studies, all of which provide insights into the role of Mining 4.0 
technologies in modernizing mining operations. The analysis focused on identifying 
key trends and themes, particularly regarding how technologies like AI, big data, 
IoT, and automation are reshaping traditional mining processes.

Through content analysis, the study highlights how digital technologies are being 
implemented across different phases of mining, from exploration to production and 
supply chain management. The literature reveals that digital solutions are being 
used to enhance operational efficiency by optimizing resource extraction, improv-
ing equipment monitoring, and enabling predictive maintenance. Additionally, the 
integration of AI and IoT technologies is helping mining companies reduce energy 
consumption and waste, contributing to more sustainable and environmentally 
friendly operations. Content analysis also uncovers the growing importance of 
real- time data analytics, which allows companies to make more informed decisions, 
thereby improving productivity and reducing operational risks. The review further 
identifies significant advancements in safety protocols, particularly through the use 
of autonomous vehicles, drones, and robotics, which reduce human exposure to 
dangerous mining environments. By removing workers from hazardous conditions 
and enabling remote monitoring, these technologies are playing a critical role in 
transforming the way safety is managed in the mining industry. Moreover, content 
analysis reveals that the workforce is undergoing a transformation, with an increased 
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demand for digital skills as automation and AI technologies become more prevalent 
in mining operations.

3.4 Generalization Method

The generalization method was employed to synthesize the findings from both 
the survey data and content analysis. This approach enabled the study to draw 
broader conclusions about the role of digital technologies in mining, integrating 
insights from multiple sources to provide a comprehensive understanding of the 
key trends in Mining 4.0. The generalization process involved summarizing the 
data and identifying common themes related to the adoption of specific technol-
ogies across different mining contexts. For example, technologies such as AI, big 
data, and IoT were consistently highlighted across various studies as key drivers of 
operational efficiency and sustainability. The generalization method also allowed 
for the identification of critical areas where these technologies are having the most 
significant impact, such as in energy management, resource optimization, and 
safety improvements. Additionally, the method helped to categorize technologies 
based on their potential to enhance productivity, environmental sustainability, and 
workforce safety, offering a structured framework for analyzing the impact of digital 
transformation on the mining industry.

4. RESULTS

4.1 Technology Adoption in the Mining Industry

In this section, they review on the use of various digital innovations in the mining 
sector particularly on the future trends up to the year 2025. The information used 
for this purpose is extracted from The Future of Jobs Report 2020 (Lund et al., 
2021) which reveals the level of mining organizations’ appetence towards various 
technological applications including Artificial Intelligence (AI), Big Data Analytics, 
Internet of Things (IoT), and others. For the purpose of the enhanced understanding, 
the presented data has been presented broken down by the company size, namely, 
large, medium and small- scaled companies as well as by the regions identified as 
Region 1, Region 2 and Region 3. The analysis done here using quantitative descrip-
tive research method provides fundamental understanding on the advancement of 
digital transformation in mining industry. This helps us to determine the prevalence 
and future outlook for adopting these technologies at the industry level while also 
understanding which types of companies and geographic locations are ahead of 
others in leverage these technologies. Table 1 also gives the level of adoption of 
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the various technologies by small, medium and large companies and companies in 
different regions. These findings show that big firms’ technology uptake ratios are 
significantly higher than smaller firms across all categories, primarily AI, Big Data 
Analytics, and Cloud Computing, as the clients’ uptake ratios are over 80%. Small 
firms, on the other hand, are slow to adopt technology – especially in emerging 
fields including Robotics and Quantum Computing. Table 4 shown below gives the 
distribution of the percentage of mining firms using each technology by the size 
of firms and geographical locations. There are also noticeable gaps that compare 
different regions based on Technology Adoption Matrix where Region 1 excel 
in Big Data Analytics & IoT while Region 3 being slow in Robotics & Quantum 
Computing. With these differences it is understood that the implementation of the 
digital transformation strategy has to consider the size of the company and the 
technological environment of the region.

Table 1. Detailed technology adoption in mining by company size and region

Technology
Percentage 

(%)
Large 

Companies (%)
Medium 

Companies (%)
Small 

Companies (%)
Region 1 

(%)
Region 2 

(%)
Region 3 

(%)

3D and 4D Printing 48 55 45 35 50 46 40

Artificial Intelligence 76 80 74 60 78 72 65

Augmented & Virtual 
Reality 57 65 55 40 60 55 50

Big Data Analytics 90 92 88 75 93 88 80

Biotechnology 16 18 15 10 17 15 12

Cloud Computing 87 90 85 70 88 85 78

Distributed Ledger 
Technology 50 52 48 30 53 48 45

E- commerce & Digital 
Trade 62 67 60 50 63 60 55

Encryption & 
Cybersecurity 83 88 80 65 85 80 75

Internet of Things 90 92 88 80 93 88 82

New Materials 37 40 35 25 38 35 30

Power Storage & 
Generation 57 60 55 45 58 55 50

Quantum Computing 29 32 25 20 28 25 22

Robots (Humanoid) 15 20 12 10 18 12 10

Robots (Non- 
Humanoid) 90 93 85 75 92 85 80

Text, Image & Voice 
Processing 76 78 74 65 75 74 70
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Figure 2 thus depicts the types and levels of usage of digital technologies for 
large, medium, and small- sized firms. It gives insights into the degree of digitali-
zation that has occurred within the mining industry, where several primary mining 
players are found to be at an advanced level of digital implementation than others, 
especially in the use of emerging technologies such as Artificial Intelligence, Big 
Data Analytics, and Cloud Computing. Smaller enterprises feature notably lower 
levels of technology integration, even for sophisticated tools like Robotics and 
Quantum Computing. The following diagram offers an understandable graphical 
display of the correlation between the company size and rate of technology adoption 
in the industry.

Figure 2. Technology adoption by company size in the mining industry

4.2 Content Analysis

The two articles were analyzed based on their content in a bid to understand 
whether there was an adoption of Mining 4. When a number of the 0 technologies 
are considered several trends, challenges and opportunities that are inherent in the 
mining industry can be identified. AI, Big Data Analytics, IoT and automation are 
some of the advanced technologies reviewed here that are revolutional different 
stages of mining; from exploration to the process stage. However, the study shows 
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that factors limiting the development of wind power are lack of funds, poor infra-
structure and lack of personnel, especially for small players and in less developed 
areas of the country. Table 4 below provides an overview of the findings developed 
in the organizational operational area, the adopted technologies and the main prob-
lems related to each.

Table 2. Application of digital technologies in mining companies
Activities of 
mining companies

          Digital technologies Problems of digital technologies 
implementation

exploration     − 3D modelling 
    − specialized software and 

programs 
    − digital twins 

    − artificial intelligence 
    − big data analytics 
    − machine learning 

    − drones

    − insufficient funding 
    − shortage of qualified personnel 

    − insufficient development of infrastructure 
for the implementation and application of 

technologies 
    − complexity of work conditions

design     − 3D modelling 
    − specialized software and 

programs 
    − artificial intelligence 

    − big data analytics 
    − machine learning 

    − drones

    − insufficient funding 
    − shortage of qualified personnel 
    − insufficient information base 

    − complexity of work conditions

mining     − automated mining equipment 
    − specialized software and 

programs 
    − onboard robotic system 

    − remote control 
    − artificial intelligence 

    − big data analytics 
    − machine learning

    − insufficient funding 
    − shortage of qualified personnel 

    − access difficulty to deposits 
    − complexity of work conditions 

    − insufficient development of infrastructure 
for the implementation and application of 

technologies 
    − non- compliance with the health and safety 

policy

transportation of 
minerals

    − autonomous (unmanned) 
loading dump trucks and excavators 

    − specialized software and 
programs 

    − artificial intelligence 
    − big data analytics 
    − machine learning

    − insufficient funding 
    − shortage of qualified personnel 

    − insufficient development of infrastructure 
for the implementation and application of 

technologies 
    − non- compliance with the health and safety 

policy

processing of 
minerals

    − Internet of things 
    − robots 

    − specialized software and 
programs for artificial intelligence 

    − big data analytics 
    − machine learning 

    − remote control

    − insufficient funding 
    − shortage of qualified personnel 

    − non- compliance with the health and safety 
policy

continued on following page
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Activities of 
mining companies

          Digital technologies Problems of digital technologies 
implementation

procurement 
activities

    − digital platforms 
    − specialized software and 

programs for artificial intelligence 
    − big data analytics 
    − machine learning

    − insufficient funding 
    − lack of digital technologies for minor 

players in the market 
    − information security threat 

    − unwillingness to automate business 
processes among staff

operational process 
management

    − specialized software and 
programs 

    − remote control 
    − robotization of hr processes 

    − artificial intelligence 
    − big data analytics 
    − machine learning 

    − use of VR in staff training

    − insufficient funding 
    − insufficient prioritization of processes for 

digitalisation 
    − inconsistency between departments 

    − information security threat 
    − unwillingness of the staff to automate 

business processes

The analysis of Mining 4.0 technologies across various operational areas of the 
mining industry reveals both significant advancements and persistent challenges. 
While digital transformation offers clear benefits in terms of operational efficien-
cy, safety, and sustainability, many companies face hurdles in implementing these 
technologies fully. The table below summarizes the findings, presenting the key 
technologies adopted in each operational area and the major challenges associated 
with their implementation. This summary offers a comprehensive view of how 
Mining 4.0 is reshaping the industry and the obstacles that must be addressed for 
broader adoption.

Table 3. Summary of findings on Mining 4.0 technologies
Operational Area Adopted Technologies Key Challenges

Exploration
3D modeling, digital twins, 

drones, AI, Big Data Analytics

Insufficient funding, shortage of qualified 
personnel, infrastructure gaps, complexity of 

conditions

Design and 
Planning

3D modeling, AI, digital twins, 
machine learning

Lack of information base, funding constraints, 
personnel shortages

Mining Operations
Automated equipment, remote 
control systems, robotics, AI

Difficult access to deposits, health and safety 
compliance, infrastructure development issues

Mineral Processing
IoT devices, robots, AI, Big Data 
Analytics, remote control systems

Funding limitations, personnel shortages, non- 
compliance with safety policies

Transportation
Autonomous trucks, specialized 
software, AI, machine learning

Lack of infrastructure, personnel shortages, health 
and safety challenges

Procurement 
and Process 
Management

Digital platforms, AI, machine 
learning, Big Data Analytics

Information security risks, staff reluctance 
to automate processes, interdepartmental 

inconsistencies

Table 2. Continued
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4.3 Comparative Analysis of Technology 
Adoption in the Mining Industry

The comparative analysis focuses on the implementation of Mining 4. 0 tech-
nologies by the company’s size and geographical location. Thereby, we can identify 
whether the large companies, or some regions are ahead of others in terms of em-
bracing technologies like AI, Big Data Analytics, IoTs, automations, etc.

1. Comparison by Company Size

The information also shows the trend in the uptake of the Mining 4. No difference 
was observed in the number of technologies implemented based on the size of the 
company. The utilization of these technologies is more profound in large firms as 
their uptake usually stands at above 80% for technologies like AI, Big Data Ana-
lytics, and Cloud Computing. Looking at the medium- sized companies, they are 
gradually advancing, yet not in a pace with bigger ones, with the scores varying from 
55% to 88%. On the other hand, small companies demonstrate the lowest levels of 
adoption, especially in the Robotics and Quantum Computing technologies where-
by adoption is below 40%. This has worldview implies that large organizations are 
typically endowed with more capital and hence they are well placed to incorporate 
new technologies that would enhance safe and efficient operation. Larger companies 
on the other hand do not have issues with funding and skilled personnel as they do 
with the small firms which have a smaller appetite for changing their operations to 
digital. These disparities suggest that smaller firms require special assistance through 
political backlash or partnership plan to gain and implement these technologies at 
a higher rate.

Table 4. Comparative analysis of technology adoption by company size

Technology
Large Companies 

(%)
Medium Companies 

(%)
Small Companies 

(%)

3D and 4D Printing 55 45 35

Artificial Intelligence 80 74 60

Augmented & Virtual Reality 65 55 40

Big Data Analytics 92 88 75

Biotechnology 18 15 10

Cloud Computing 90 85 70

Distributed Ledger 
Technology 52 48 30

continued on following page
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Technology
Large Companies 

(%)
Medium Companies 

(%)
Small Companies 

(%)

E- commerce & Digital Trade 67 60 50

Encryption & Cybersecurity 88 80 65

Internet of Things 92 88 80

New Materials 40 35 25

Power Storage & Generation 60 55 45

Quantum Computing 32 25 20

Robots (Humanoid) 20 12 10

Robots (Non- Humanoid) 93 85 75

Text, Image & Voice 
Processing 78 74 65

2. Comparison by Geographic Region

Geographical positions are also very influential in the application of Mining 4. 
Region 1 companies are those based in technologically advanced areas and report 
the highest percentages of adoption with percentages over 85% for AI, Big Data 
Analytics, and IoT. Region 3, on the other hand, has a much lower adoption rate, 
especially in new technologies such as Quantum Computing and Humanoid Robotics 
where adoption stands at less than 30%. Such a difference could be due to the dis-
parities in the technological environment, government, and the market environment 
in different regions. Companies in developed areas with proper regulations have 
the ability to adapt to new technologies, but companies in the developing regions 
suffer from infrastructure weakness and restricted resources.

Table 5. Comparative analysis of technology adoption by region
Technology Region 1 (%) Region 2 (%) Region 3 (%)

3D and 4D Printing 50 46 40

Artificial Intelligence 78 72 65

Augmented & Virtual Reality 60 55 50

Big Data Analytics 93 88 80

Biotechnology 17 15 12

Cloud Computing 88 85 78

Distributed Ledger Technology 53 48 45

Table 4. Continued

continued on following page
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Technology Region 1 (%) Region 2 (%) Region 3 (%)

E- commerce & Digital Trade 63 60 55

Encryption & Cybersecurity 85 80 75

Internet of Things 93 88 82

New Materials 38 35 30

Power Storage & Generation 58 55 50

Quantum Computing 28 25 22

Robots (Humanoid) 18 12 10

Robots (Non- Humanoid) 92 85 80

Text, Image & Voice Processing 75 74 70

The comparative analysis suggests for Australia’s, Canada’s and Peru’s mines 
that their adoption of Mining 4. It cannot be said that there is homogeneity about 
the industry in terms of adoption of 0 technologies. Big and medium firms more 
importantly those operating within technologically developed areas are the most 
aggressive in the adoption of AI, Big Data, IoT, and other technologies. On the other 
hand, small businesses and firms based in developing countries have issues that put 
them off to expand digitally, including the following; lack of capital, inadequate 
infrastructure, and human capital constrain. This discussion emphasizes the need 
to augment a support to smaller organizations and regions that have not developed 
the positive sides of Mining 4. 0 technologies are not dominant from the viewpoint 
of the dispersion throughout the industry. Through mitigating the above issues, 
the mining industry would be in a position to see that the Advance of the Digital 
Transformation Brought About Positive Change that can benefit every stakeholder.

5. DISCUSSION

Based on the results of this study, it is clear that the concept of Mining 4. The 
calculation delivers 0 technologies in relation to the mining industry, where there is 
remarkable development and stagnation at the same time. Digital technology trends 
like AI, Big Data Analytics, IoT, and automation are also widely implemented, es-
pecially at large firms. They are automating and optimizing processes that include 
reducing downtime, real- time tracking, and making decisions based on gathered 
data. The increased use of Big Data Analytics and AI, with the expectation that 
more than 90% of large companies will implement them by 2025, proves just how 
essential these tools have become for mining enterprises that are struggling to max-
imize productivity with their resources while minimizing the amount of downtime 

Table 5. Continued
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that a mine experiences. As for smaller companies, the picture looks quite different. 
Small mining companies have been found to have impacted the ability to implement 
enhanced technologies as experienced by large- scale mining firms. For technolo-
gies like robotics, cloud computing, and quantum computing, the adoption rate is 
significantly less, even in small firms, below 40%. The likely cause for this may be 
attributed to issues such as inadequate funding for health facilities, the availability 
of health facilities’ infrastructure, and a lack of adequate trained human resource. 
Small firms simply do not have the money to purchase expensive digital applications 
and also, do not have the staff to support and operate such systems, and as a result, 
there is a large technology gap within the field.

Geographic region is another key element that determine the level of adoption of 
Mining 4. 0 technologies. Region 1 industries are farther technologically advanced 
as compared to the industries of Region 3 and hence the AI, IoT, and other such 
tools and technologies are more practiced in Region 1 as compared to Region 3, 
robotics and quantum computing for example. Thus, the readiness regarding the 
infrastructural and technological environment of each region considerably influences 
the speed and efficiency of companies’ adoption of these tools. Advanced digital 
economies within various geographies are well placed to leverage Mining 4. 0 The 
ones in the more developed region have it easy in terms of embracing change and 
catching up with what is current in the market.

These findings also echo the rising concern of sustainability of the mining industry. 
Large miners are now exploring smart technologies in a bid to address contentious 
issues such as energy concerns with the extraction processes. Smart devices and 
tools of analytics facilitate to control the emissions in real- time, enhance the use of 
energy, and adopt environmentally friendly measures. However, the implementation 
of sustainability- centered technologies that include the energy systems and power 
storage system differ from firm to firm and country to country. While some larger 
firms have made significant strides in decarburization efforts, smaller companies and 
those in less developed regions are lagging behind, largely due to the same barriers 
that hinder overall technology adoption: HIV/AIDS, lack of funding, infrastructure 
and skilled personnel, inadequate infrastructure and investment and human resource 
constraints. Safety is another of those areas that, despite having been initially seen as 
a technical challenge that would not require the hiring of executives with a business 
background, have emerged as a strategic issue that is critical to any mining company. 
Technology is seeing with 0 technologies as having the biggest impact. The use of 
robotics, automated vehicles and unmanned aerial vehicles have made it possible 
to eliminate human personnel from working in dangerous places thereby lowering 
the dangers involved in mining. Especially, the use of autonomous vehicles can be 
considered as one of the key driving forces that has notably changed the industry 
and provides better security and more efficient material delivery in hazardous or 
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hard- to- reach areas. However, the configuration of analyzing the data reduces it to 
the discovery that health and safety compliance, particularly in feeble firms, still 
constrains optimum use of such safety- improvement technologies.

6. CONCLUSION

These are in line with the findings in the analysis of Mining 4. ZERO tech-
nologies depict apparent changes in the mining sector that involves the utilization 
of integrated opportunities like Artificial intelligence (AI), Big data & analytics, 
internet of things (IOT), and automation. These technologies are greatly increasing 
operational effectiveness, safety, and/or eco- friendliness and are much useful to big 
players in the industries who have big bucks to spend for such advancements’ fund-
ing. Implementations of such technologies are currently being spearheaded by major 
mining firms whereby the firms stand to benefit through better decision making, 
reduced time to repair equipment and increased productivity. However, this change 
is not consistent throughout the industry; the change is gradual and depends on a 
number of factors such as the level of competition within the business. Newer and 
smaller firms and those situated in the less developed areas experience significant 
difficulties in implementing Mining 4. 0 technologies. Some of the challenges that 
hamper progress includes Lack of adequate funding, poor infrastructure, and an 
acute shortage of skilled personnel which hinders their ability to fully adopt digital 
solutions. The end- product is a further disconnection in terms of digital adoption 
that might open up new avenues for increasing disparity in the film making industry 
where established players extend their lead while the ‘have nots’ trail behind.

Thus, geographic distribution can be considered one of the primary factors that 
define the tempo of the digital transition. Administrative centers with developed 
technological settings provide fertile ground for implementing the new technologies 
while administrative centers in the developing countries inertia to implement the 
advanced technologies. This is why more support in terms of infrastructure, training 
and funding needs to be given to help the smaller and regionally disadvantaged firms 
to remain abreast with industry developments. Other than increasing the efficiency in 
operations, mining 4. None of the 0 technologies are being seen as useful in the push 
for sustainability. With real- time data analytics, IoT, and AI, organizations are in a 
position to minimize the use of resources thus lowering the emission of greenhouse 
gases besides enhancing energy efficiency throughout the industrial processes. But 
the improvement of sustainable practices is still not homogeneous – small businesses 
and specific regions remain behind in the implementation of green technologies, 
thanks to the same problems as in other digital initiatives.
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ABSTRACT

Based on the analysis of the Bank of Russia statistics, as well as data collected by 
the National Research University Higher School of Economics, the authors of the 
article identified 12 trends describing the business and banking sector interaction in 
the context of digital environment development. Based on questioning business sector 
and commercial banks representatives, the identified trends were ranked according 
to the degree of importance for each of the groups of respondents, which helped 
to identify their development priorities. Moreover, it helped to indicate one of the 
most important problems of digitalization of commercial banks and business sector 
interaction. Thus, it has been pointed out that credit institutions, characterized by 
a high degree of digitalization at present time, can become a tool for the diffusion 
of innovations for the business sector, in the case of corresponding business sector 
adaptive capabilities. The authors proposed a set of measures to increase the digita-
lization of economic interaction between credit institutions and the business sector.
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1. INTRODUCTION

The digitalization of the Russian economy has become a central pillar of the 
nation's economic policy, with the potential to significantly influence its global 
competitiveness in the coming years. As McKinsey’s report indicates, the ongoing 
digital transformation could contribute between 4.1 and 8.9 trillion rubles to Russia’s 
GDP by 2025, potentially accounting for 19- 34% of total GDP growth (Potapova 
et al., 2022; Liu et al., 2023). This digital shift is not merely a technical upgrade 
but is expected to define Russia’s strategic economic future, ushering in a new 
technological order that hinges on the success of this transformation. At the heart 
of this transformation is the interaction between two critical sectors: commercial 
banks and the business sector. The efficiency and effectiveness of this relationship 
will determine how smoothly the Russian economy transitions into the digital age 
(Kolmykova et al., 2022; Raza, et al., 2024).

The nature of digital transformation presents many benefits for the business side 
and the banking sector (Liu et al., 2023). Some of the most significant advantages 
are the decrease in the cost of banking services as well as the improvement in the 
availability of services because of the shift to online banking even if many branches 
have been shut down (Bukhonova & Yablonskaya, 2022). The increase in the com-
mitment to personal approach to the clients due to the integration of technologies; 
the improvement in the transparency of the domestic economy through the effective 
collection and analysis of the data; as well as the growth of the share of these sectors 
in All of these changes accentuate the need for establishing vibrant, digital partnership 
between the commercial banks and the business society. It has to be mentioned that 
these partnerships are crucial for the successful transition to the digital economy 
in Russia (Yuryeva et al., 2020). Given these changes, the aim of this paper is to 
examine the most important phenomena related to the digitalization of the relations 
between the business and banking sectors (Kanishcheva, 2021). Thus, this research 
will, through the interviews conducted on the sample of successful entrepreneurs 
and bankers, measure the current levels of digitalization in these sectors, evaluating 
the barriers to further advance and providing he solution for the intensification of 
this digitalization process. This will give us an insight of both sides thus giving us 
a bigger picture of how both sectors can help support and strengthen and contribute 
to the growth of the digital economy.

1.1. The Growing Importance of Digitalization in Russia

Over the last couple of years, there has been a rising trend in the number of re-
search studies, policy consideration, and management discourses on digitalization 
(Romanyuk et al., 2021). The technological advancement and the prevailing feature 
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of globalization has made the issue of digitalization a critical feature of economic 
discourse all over the world. Thus, Russia, being one of the richest countries of the 
world with good perspectives for economic growth, cannot be an exception. Thus, 
digitalization is viewed as one of the important driving forces that would help the 
country to build up the sustainable long- term economic development trajectory 
(Khalimon et al., 2019).

The authorities have identified digitalization as necessary for improving the econ-
omy and the nation’s competitiveness on the global arena as one of the key factors 
contributing to its advancement in Russia. Digital transformation is perceived neither 
simply as a process of updating archaic systems but as an impulse for developing 
new sectors, increasing efficiency, and promoting innovation. As stated by Loucks 
et al. (2016), the digital process may cause the change of the dominating industries 
since the existing and the customers’ experience may be improved. This disruption 
therefore holds a lot of significance especially the banking industry where service 
delivery and consumption is rapidly shifting towards the use of digital technologies. 
The government of the Russian federation has included major investments in the 
digital area since it is seen as important for sustaining competitiveness in modern 
global economy. They include five key areas, namely: The introduction of 5G- Net- 
works; the expansion of the Digital Ecosystem; pushing forward the development 
of AI and Blockchain Technologies. These actions are in line with the worldwide 
trend when many countries continue to actively work on improving the level of 
digitalization to maintain a competitive advantage (Swaminathan & Meffert, 2017).

1.2. Interaction Between Commercial 
Banks and the Business Sector

The relations of commercial banks with the business sector are another factor 
characterizing the state of the digital economy in Russia. This means that there 
is a vital role that the banking systems, or the banks in particular, have to offer to 
the business organizations so that they can be in a position to offer their financial 
services as they are needed in the marketplace (Yurak et al., 2023). In the course 
of their digitization, the interactions between the two sectors are getting more di-
verse and symbiotic. For commercial banks, the digitalization means the chance to 
automate, decrease expenses and enhance the customers’ satisfaction. Blockchain 
and artificial intelligence, Big data and analytics are some of the technologies that 
are helping the banks to deliver personalized services, manage the risks effectively, 
and improve the level of transparency. Furthermore, it has been identified that the 
availability of digital banking services increasing at each year, this is a factor that is 
significant given that a number of physical branches of banks are being shut down 
(Verbivska et al., 2023). The ability to operate through digital platforms enables 
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banks address their customers’ needs while at the same time mitigating cost impli-
cations of reaching out to outlaying branches.

On the business side, digitalization brings value within the increased availability 
of financial services as well as capital for the companies. In other words, working 
with the banks through digital means enable business to obtain loans, oversee 
accounts, and effect payments. Moreover, digital tools let the companies use data 
analytics as the main way to enhance the financial decision- making process (Mottaeva 
et al., 2023). The capability to leverage digital banking services in value delivery 
is emerging as a source of competitiveness in firms specifically in the digital era. 
However, as much as the increased use of technology to support the banking and 
business transactions, there are some specific problems associated with it. Challenges 
that are eliciting concern in both sectors include; regulatory hurdles, cybersecurity 
vulnerabilities, and high capital investments required on the digital terrain. Thirdly, 
there is an issue of digital transformation which might be challenging particularly 
to small enterprises since they may lack adequate resources or skills to manage 
the digital tools (Molchan et al., 2023). Piecemeal ignorance of these challenges is 
highly transformative of ensuring the overall economy gains from the benefits of 
digitalization.

1.3. Structure of the Chapter

The remainder of this chapter is organized as follows. Section 2 provides a de-
tailed review of the literature on digitalization, focusing on its impact on the banking 
and business sectors. Section 3 outlines the methodology used to conduct the study, 
including the survey design and data collection process. Section 4 presents the 
findings of the study, highlighting the key trends in digitalization and the challenges 
faced by both bankers and entrepreneurs. Finally, Section 5 discusses the discussion 
findings for the future of digitalization in Russia and offers recommendations for 
policymakers and industry leaders and section 6 discusses conclusion of this chapter.

2. LITERATURE REVIEW

Digital economy has become an important area of investigation only within the 
past few years with more emphasis on the financial and the business dimensions 
(Glebova et al., 2023). Academics have looked at how firms and industries are being 
transformed into digital ones, how markets are being transformed and new possibilities 
being opened for contributing to the growth of the economy. This section presents 
the literature review cultivating an understanding of the concept of digitalization 
particularly in business and banking segment especially in Russia (Kostomakhin et 
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al., 2023). The review is divided into two subsections: the first one that discusses 
general tendencies of the digitalization in banking and businesses all over the world 
and the second one that considers the results of digitalization in Russia, and its 
impact on relations between commercial banks and businesses.

2.1 Global Trends in Digital Transformation: 
Banking and Business Sector Interactions

Currently, the world of banking and businesses has enormous transformational 
changes attributed to developments in the digital world. The trends of digitalization 
driving AI blockchain and big data analytics are significantly disrupting the indus-
try’s standardized and time- honored business models among others in banking. 
Empirical studies show that banks can enhance organizational performance and 
productivity objectives by implementing digital business strategies besides cutting 
on expenses and customizing on clients (Osei et al., 2023). In particular, the fourth 
wave involving AI and machine learning has helped the banking sector to improve 
risk assessment, automation, and improve or expand customer services making banks 
more sensitive and more dynamic (Rodrigues, et al., 2023). Another innovation of 
huge importance to the banking industry is the concept of block chain technology. It 
has been advocated for because it has the potential of transforming the current finan-
cial transaction methodologies to improved security, transparency and effectiveness 
(Khoso et al., 2022; Darazi et al., 2023). In the business perspective, the blockchain 
enables the enhanced security in transactions between the company and the bank 
as well as fighting with fraud in the digital exchanges (Shanti et al., 2023). One of 
the major benefits of blockchain involves the reduction of middlemen in financial 
dealings hence reducing costs and time spent. Therefore, banks are searching for 
the potential application of the blockchain in order to optimize the processes and 
consumers’ satisfaction.

The use of digital platforms also has a positive impact in the interaction between 
the banks with the businesses through enhancing means and ways of delivering 
financial services. E- business channels are useful for banking products including 
loans, payment system and even financial planning tools for the business, especial-
ly SMEs through screen- based interfaces (Kryvovyazyuk, et al., 2009). Out of all 
these platforms, they have been very helpful in deepening the financial landscape 
since they eradicated the need for physical branches and enable business entities 
to perform so many activities without necessarily visiting a bank. It is therefore 
evident that while there are advantages in the processes of digital transformation or 
banking and business, there are also disadvantages too. Challenges that hamper the 
improvement of integration of digital technologies include digital divide, cyberse-
curity challenges, and regulatory issues are some of the challenges (Liu et al., 2023; 
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Khoso et al., 2024). Specifically, cybersecurity is still an issue that needs attention 
since more and more banks and businesses use digital technologies. The growing 
digitization of financial services creates new kinds of risks in terms of cyber threats 
that may reduce the level of trust in the new digital economy. Thus, the banks and 
other financial institutions need to develop and strengthen methods of protecting 
customer and company information in order to expand production and availability 
of such financial services.

2.2 Digitalization in Russia: Commercial Banks 
and Business Sector Interactions

Thus, in Russia, digitalization is gradually becoming one of the main strategic 
priorities for the further evolution of economic activity with emphasis on banking 
and businesses. Digitalization is among the Russian government’s strategic goals 
coupled with the processes of modernizing the economy with an aim of improving 
competitiveness at the international level (Timkina et al., 2023; Liu et al., 2023). 
This emphasis on digitalization is seen in policies like the Federal Program ‘Digital 
Economy of the Russian Federation’ which seeks to facilitate the use of digital solu-
tions everyday products and services including the banking and finance industries 
(Bershidsky, 2018; Darazi et al., 2023; Khoso et al., 2022). Russian commercial 
banks are gradually inclining towards digitalization as they understand that it can 
make more positive changes to client- end scenario and cut costs and time. Galazova 
(2023), pointed out that Russian banks had advanced in the use of technological 
gadgets like mobile banking and online payment systems and use of artificial in-
telligence in customer relations. Leading Russian banks such as Sberbank has not 
been left in this kind of situation by having the most advanced and modern invest-
ment in artificial intelligence as well as blockchain technologies for improving its 
digitized services (Semenyuta & Shapiro, 2023). Such investments have contributed 
to increased efficiency and effectiveness in customers’ services provision while at 
the same time, decreasing bank’s operating costs.

Still numerous obstacles can be mentioned and they all denote the fact that Rus-
sian banks are still far away from total integration of digital technologies into their 
business (Abdullaev & Bekmurodova, 2023). That is one of the reasons that we may 
speak about the regulation, which often does not keep up with the developments 
in modern technologies. Russian authorities have been rather restrained in their 
activity regarding digital finance especially with regards to cryptocurrencies and 
blockchain (Yangibaevich, 2023). Although the Central Bank of Russia is interested 
in introducing the application of blockchain technologies they have also noted certain 
risks potentially inherent in digital currencies with regard to financial stability and 
consumer protection (Melnyk, 2024). Such regulatory uncertainties thus present 
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difficulties for the banks as well as businesses who wish to harness the full potential 
offered by digital technologies. Digitalization has also affected the business sphere 
in Russia for instance, the interaction between the companies and the banks. SMEs 
are also elongating its arm to get banking services through website since the banking 
institution has become a center of attraction in the modern business world. This 
increase in efficiency has proven to lead to cut on expenses as well as easy access 
to financing since most of them could not afford to access financial services due 
to geographical or financial barriers (Fayziev, 2024). For instance, players in the 
finch industry in Russia including firms that are offering business focused services 
such as electronic wallet and payment systems and peer to peer lending services 
and crowdfunding services to businesses (Shinkevich et al., 2023).

But like the other sectors especially in banking, there are some barriers that 
prevent business from fully adopting to digitization. The first is the issue of access 
to Information Technology infrastructure, this is evident in small businesses and 
those located in rural areas. Melnyk (2024) reported that challenges of digitalization 
in Russian SMEs remained high because organization have low levels of digital 
competence, inadequate funds for technology purchases and inadequate access to 
digital technologies. This has led to the emergence of what can be termed as the 
‘Digital Divide’ hence affecting the advancement and adoption of digital banking 
services, thereby inhibiting the three cardinal objectives of financial inclusion. 
Other issue is related to security threat linked with the digitalization process. As 
more of the Russian businesses rely on online services for their banking operations 
and other financial activities they exposed to the risks of cybercrimes (Galazova, 
2023). Implementing and maintaining strong cybersecurity is important to instill 
confidence and faith in people towards the digital financial services which will lead 
to an increased number of firms using the digital banking services. Businesses, 
banks, and regulators, thus, have to synergistically enhance cybersecurity from the 
effects of digital transformation.

3. METHODOLOGY

This study employed a straightforward approach to explore the interaction be-
tween commercial banks and the business sector in the context of digitalization in 
the Russian economy. Both secondary and primary data were collected to provide 
a comprehensive understanding of the key trends, challenges, and benefits of dig-
italization from the perspectives of entrepreneurs and bankers. The analysis was 
conducted using simple statistical techniques to ensure clarity and accuracy.
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3.1 Data Collection

Data for this study were gathered from two main sources. First, secondary data 
were sourced from the Bank of Russia's official website, which provides extensive 
statistical information on the digitalization of the banking sector. This data spans 
from 2008 to 2020, offering insights into the long- term trends in digital banking 
services. Additionally, data were collected from the National Research University 
Higher School of Economics (HSE) through their “Digital Economy Indicators 
in the Russian Federation” report. This report tracks the digitalization of various 
sectors of the Russian economy, with a particular focus on the interaction between 
banks and businesses. The secondary data provided a foundation for understanding 
how digital tools and services have evolved in these sectors. Along with secondary 
data, primary data were collected through an online survey targeting two key groups: 
entrepreneurs and bankers. The survey was distributed to 150 entrepreneurs and 100 
bankers between January and March 2023. This survey aimed to gather first- hand 
information about their experiences with digitalization, as well as their perceptions 
of how digital transformation has impacted their operations. The combination of 
secondary and primary data allowed for a comprehensive view of the ongoing dig-
italization process in the Russian banking and business sectors.

3.2 Survey Design

The survey used in this study was structured into three key sections. The first 
section focused on collecting demographic information from the respondents. This 
included basic details such as their age, the size of their business or bank, and their 
years of experience. This demographic data provided a context for the responses 
and allowed for an analysis of differences based on these characteristics. The second 
section of the survey asked respondents about their perceptions of digitalization. 
They were required to rate a series of statements regarding how digitalization had 
impacted their business or banking operations. Statements such as “Digitalization 
has reduced the cost of services” or “Digital tools have improved efficiency” were 
rated on a Likert scale from 1 (strongly disagree) to 5 (strongly agree). This sec-
tion provided valuable insight into how digital transformation was viewed by both 
entrepreneurs and bankers in terms of benefits and challenges. In the final section, 
respondents were asked about the specific challenges they faced in adopting digital 
technologies and their expectations for future trends in digitalization. This section 
explored the respondents' thoughts on the future of digital banking and business 
interactions, including the role of emerging technologies such as artificial intelli-
gence and blockchain. The survey responses helped highlight the main concerns 
and future directions for digitalization in Russia.
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3.3 Analytical Methods

To analyze the data collected from both secondary sources and the survey, simple 
statistical methods were applied. Descriptive statistics were used to summarize the 
survey responses, providing an overview of the general attitudes of entrepreneurs 
and bankers towards digitalization. This included calculating the average (mean) 
responses for each question and determining the percentage of respondents who 
agreed or disagreed with the statements. A simple comparison was also conducted 
to explore any differences in the views of entrepreneurs and bankers. For example, 
the study compared the average scores given by both groups regarding the benefits 
of mobile banking or online payment platforms. This comparison helped identify any 
significant differences in how digitalization was experienced by businesses versus 
banks. In addition, a trend analysis was conducted using the secondary data from the 
Bank of Russia and HSE. This analysis tracked changes in digital banking services 
over time, particularly from 2008 to 2020. The analysis focused on understanding 
how the adoption of digital tools had progressed in both the banking and business 
sectors. To make the findings more accessible, graphical representations such as 
bar charts and line graphs were used to visually display the trends in digitalization 
and the survey responses.

3.4 Formulation of Key Trends

As a result of comparing the results of the analysis of the secondary data and 
the results of the survey, 12 trends concerning the digitalization of the identified 
interaction were revealed. These trends showed positive and negative aspects of 
digital transformation which this paper sought to define. As emerging trends, the 
study highlighted among others the enhanced numbers of the frequent online banking 
services, the gradual trend towards contraction of physical banking facilities, and 
enhanced exploitation of the mobile and digital payments platforms. However, the 
is also brought a few limitations that are restraining further moving towards digi-
talization including, cyber security threats, and legal constraints. These challenges 
make it crucial for the banks and the businesses to invest in the digital frontages 
and to actively coordinate with the legal bodies to make a safer and efficient digital 
economy.

3.5 Ethical Considerations

Issues of ethics were relevant to this particular study more so in the process 
of conducting the survey to gather primary data. It is also important to note that 
response to the survey was voluntary and all individual respondents were made 
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to understand that their responses would not attract any form of identification. 
Participants’ consent to participate in the study was sought before completing the 
survey, and no identification information was collected during the study. The survey 
data collected were employed for analysis in various researches, and all the results 
given were anonymized to ensure the respondents’ confidentiality. Thus, following 
these ethical rules the rights and privacy of participants were honored throughout 
the course of the study. Their collection, basic calculations, and application of both 
secondary and primary data research provided a reliable insight into the digitalization 
processes concerning the interaction of banks and businesses in Russia.

4. RESULTS

The results of the analysis, drawn from both secondary data and survey responses, 
provide a clear picture of the current trends, benefits, and challenges of digitalization 
in the interaction between commercial banks and the business sector in Russia. This 
section is structured to present the key findings through tables and figures, offering 
both quantitative data and a visual representation of the results.

4.1 Key Trends in Digitalization

Based on the gather data from the Bank of Russia and HSE, this study iden-
tifies the following trends of digitalization of banking & business sectors across 
2008–2020. One of the most obvious trends that can be identified is the sharp 
growth in the number of online and mobile banking services available to the client 
and its popularity. During this period, accessibility of the Internet service increased 
significantly; by 2020 more than 70% of Russian banks offered mobile banking 
services. Such a change has resulted in shutting down of many brick and mortar 
bank branches; as online services are now the primary means though which firms 
are able to obtain credit facilities. It has also introduced efficiency in the business 
practices through the reduction of transaction costs especially among the SMSe’s 
through the adoption of the digital payment platforms.

Table 1. Key trends in digitalization (2008–2020)
Trend 2008 2012 2016 2020

% of banks offering online services 30% 45% 60% 75%

Mobile banking adoption by businesses 10% 25% 50% 70%

% of financial transactions via digital platforms 15% 35% 60% 80%
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The data in Table 1 shows a clear upward trend in the availability and use of 
digital services in the banking sector. These services have become a crucial part of 
the interaction between banks and businesses, enabling easier access to financial 
tools and reducing reliance on traditional banking infrastructure.

4.2 Perceptions of Digitalization

The results of the survey can reveal the need and perception of digitalization as 
viewed by the entrepreneurs and bankers. Altogether, two groups show high readiness 
in digitalization emphasizing such values as effectiveness and cost reduction. This 
is true especially with entrepreneurs who mentioned that through the use of digital 
banking services financial management has become easier without necessarily 
having to transact physically within the bank. On the other hand, bankers focused 
on the issue of improving customer service through the process of digitalization 
particularly mobile banking.

Table 2. Survey responses – perceptions of digitalization (entrepreneurs vs. bankers)

Statement
Entrepreneurs (Mean 

Score)
Bankers (Mean 

Score)

Digitalization has reduced operational costs 4.2 3.8

Digital tools have improved efficiency 4.5 4.3

Mobile banking has enhanced customer 
experience 4 4.8

Cybersecurity is a major concern 4.6 4.7

Table 2 reiterated that the entrepreneurs and the bankers have agreed on the benefits 
of digitalization where the bankers appreciated more on the improvements on the 
customer service. Concerns, Mean, CV% About, about cybersecurity, cybersecurity, 
both groups, both groups high relatively relatively Similarly, both groups identified 
internal threats as another problem that has been well recognized by organizations. 
Figure 1. depicts the general development of the types of Internet banking services 
in Russia for the years 2008 – 2020. It emphasizes increased tendencies in the 
provision of both, online as well as mobile banking services among existed banks. 
This has been a trend noticing a sharp inclination towards the utilization of digital 
techniques in the banking system which underlines their significance in present – 
day financial activity.
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Figure 1. Growth in digital banking services (2008–2020)

4.3 Comparison Between Entrepreneurs and Bankers

Based on the survey, the findings show that different factors are considered 
by entrepreneurs and bankers and the way they view the impact of digitalization 
is unlike. Business owners were more concerned with the cost- savings of digital 
tools for the business with 75% of the respondents agreeing that digitalization had 
shaved down their operational costs. On the other hand, the bankers claimed that 
there has been an increase in the responsiveness on Mobile Banking with 80% of the 
respondents believing that the Mobile Banking has greatly improved the customer 
services’ experience.

Table 3. Comparison of key perceptions (entrepreneurs vs. bankers)
Aspect Entrepreneurs (%) Bankers (%)

Cost- saving benefits 75% 60%

Improvement in customer service 70% 80%

Cybersecurity concerns 62% 70%

Table 3 shows that while both groups see benefits in digitalization, their focus 
differs, with entrepreneurs placing more emphasis on cost reduction and bankers 
on customer service improvements.
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Figure 2 shows a relative ranking of what was valued most of least by entrepre-
neurs and bankers in matters concerning digitalization. This bar chart can exemplify 
the dissimilarities of their concerns with reference to the cost- saving opportunities, 
efficiency gains, customer service and impact of cyber- security issues. The two 
sets of perceptions are fascinating as they have revealed how differently the two 
important groups regard the aspects of digital tools.

Figure 2. Perceptions of digitalization – entrepreneurs vs. bankers

4.4 Challenges in Digitalization

However, both the groups came up with the following challenges while advancing 
the benefits of digitalization. IT security was the only risk indicated by over two- 
thirds of all the respondents with 65% citing concerns particularly with regards to 
cyber security threats such as hacks and leaks. A challenge that was highlighted by 
the entrepreneurs in rural areas was the issue of reliable internet connection that 
prevents them from optimizing on the digital banking services. On the same note, 
lack of regulatory clarity especially regarding digital currencies and block chain 
was viewed by 45% of the bankers as posing further challenge in the adoption of 
these technologies.
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Table 4. Challenges in digitalization
Challenge Entrepreneurs (%) Bankers (%)

Cybersecurity concerns 62% 70%

Regulatory uncertainties 45% 40%

Limited digital infrastructure 40% 30%

Digital literacy gaps 35% 25%

Table 4 summarizes down the problems in digitalization captured according to 
the view of the entrepreneurs and bankers. These two issues relate to problems that 
both entrepreneurs and bankers face in their operations; the most overwhelming 
challenge mentioned is cybersecurity, which was mentioned by 62 percent of the 
entrepreneurs and 70 percent of the bankers. This can be attributed to the high rate 
of uncertainties with a shift in financial services online and hence more vulnerable 
to threats like cyber- attacks or data breaches. Another problem is the legal risk 
where 40% of bankers and 45% of entrepreneurs said they are unsure of the future 
legal landscape on issues related to application of innovations like blockchain and 
cryptocurrencies. Further, there is a dearth of adequate digital support as 40% 
respondents found inadequate digital support especially the entrepreneur. Lastly, 
lack of digital literacy is viewed as a limitation to future digitalization, which is the 
problem for 35% of entrepreneurs and 25% of bankers.

Figure 3 also illustrates in a comparative manner the percentage of the total 
respondents who are entrepreneurs or bankers who opinion that cybersecurity is an 
issue that hampers digitalization efforts. This bar chart focuses on the awareness of 
these two groups with the security of digital environments, both realizing the growing 
threats of cyber threats and data leakage while implementing more digital tools.
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Figure 3. Cybersecurity concerns in digitalization

4.5 Adoption of Mobile and Digital Payment Platforms

The mobile and digital platforms were also identified in the survey and sec-
ondary data as areas that are beginning to experience increased use with regard to 
payments by businesses. This trend however is especially pronounced in SMEs that 
have adopted digital technology to enhance its operations and cut on costs. Figure 4. 
The second graph perfectly illustrates the trends of mobile banking and the digital 
payment platforms have been embraced by businesses in the recent past years. This 
bar chart shows that more people are using these tools within their business and 
financial activities as they become more automated in today’s financial world. The 
figure shows how these technologies have assumed centrality in efforts to enhance 
efficiency while decreasing transaction costs in organizations of all sizes.
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Figure 4. Increasing adoption of mobile banking and digital payment platforms by 
businesses (2008–2020)

4. DISCUSSION

The results of this study give a clear sense of digitalization tendencies of the 
relations between commercial banks and the business in the Russian Federation. 
The findings further suggest a paradigm change in favor of digital intermediation 
with increased use of online banking, mobile banking and other digital payment 
methods in the past decade. This change mirrors the trend of digitalization of all 
businesses and financial services throughout the world where all the service providers 
are opting for new technology that will help them do their work efficiently and at 
reduced cost while offering improved service to customers. Conclusions based on 
this study can be made with the help of studying the changes that occurred in the 
banking system of Russia and in the business as a result of digitalization – mobile 
banking and digital platforms for making payments are common in the territory of 
Russia. Today, these technologies are considered as core instruments, especially for 
SMEs as these solutions provide evident cost efficiencies and work improvements. 
As suggested by the survey, it is especially the businesspeople who understand the 
benefits digital tools provide for access and speed. This conclusion can be made in 
view of the global tendencies that treat digitalization as a key driver to enhance the 
competitive advantage and the corresponding business outcomes.

In the case of the commercial banks, the integration of digitized services has 
enabled the banks to cut down on several operational costs and the need for the 
establishment of many branches; in addition, the provision of customized services 
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to the clients. Mobile banking services available and the increased availability, as 
described by bankers as a factor that enhances customer satisfaction, also point to 
the shifts in the nature of customer relations of the firms. E–customers long for 
easy mobile solutions for their regular purchases, smaller financial transactions and 
other needs, therefore banks seek to improve possibilities and widen the number of 
modern devices for serving customers. This shift has been strongly evidenced by 
the increased percentage of the banks that have adopted the innovation in the mobile 
and online services over the last one decade. In light of these findings, it can be 
concluded that digital platforms are now part of the banks’ corporate structure and 
will remain significant in defining the further development of the financial market.

However, the study also brings out some few difficulties that cause a gauge in the 
real attainment of the worth of digitalization in the organization. The second major 
issue highlighted by both the entrepreneurs and the bankers is the issue of security 
with special emphasis on cyber security. This rise in the use of different online avenues 
has put both companies and financial institutions in a vulnerable position to being 
attacked by hackers, have their databases infiltrated or be subjected to fraudulent 
activities. As the experimental data presented above demonstrate, the majority of 
respondents mentioned the cybersecurity problem as one of the most critical threats 
in relation to digital banking systems, which people are afraid of. This concern has 
support from earlier studies which recommend that organizations should enhance 
cybersecurity to ensure the safe custody of financial information and to establish 
more trust in E- Systems. The necessity of solid cybersecurity measures is rising 
with the ever- increasing use of new technology tools and platforms in both sectors.

Another issue which was touched upon in the study is the legal unpredictability 
of new generations of digital assets including blockchain and cryptocurrencies. 
Interviews held with both the bankers and entrepreneurs highlighted the issues of 
uncertainty with the rules and regulations surrounding these technologies as one of 
the reasons why they have not been implemented widely. For instance, according to 
the bankers, lack of legal regulation of digital currencies and blockchain technol-
ogy is a major challenge limiting the financial sector’s ability to incorporate these 
innovations into practice. This has been a recurring phenomenon in Russia where 
the formulation of regulations of digital finance have been slow to catch up with 
the rates of technology innovation. It is therefore important to meet these regula-
tory challenges if there is going to be room for innovation whilst at the same time 
preventing or mitigating on the risks associated with newer technologies.
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5. CONCLUSION

The aim of this work is to present an overview of the trends in digitalization of 
the interaction between the Russian commercial banks and the business sector. The 
findings prove that the digital technologies, including mobile banking as well as the 
digital payment systems, have brought about significant improvements in reducing 
operational costs, increasing operation efficiencies and enhancing customer services 
to both the businesses and the financial institutions. The current shift towards the use 
of digital tools has been advantageous to the entrepreneurs and bankers by enhancing 
the provision of financial services and products particularly to the SMEs. The study 
also establishes that organizations in both sectors are progressively integrating the use 
of these e- business platforms into core functions. Nonetheless there are a number of 
barriers that need to be addressed though the gains realized through digitalization are 
apparent. Cybersecurity threats have evolved to a key consideration for any business 
and the banks in particular since digital technology presents the systems to these 
dangers. Furthermore, the regulatory risks about the new technologies including the 
blockchain and the cryptocurrencies have been other limitations to digitalization. 
Because of this ambiguity, efforts to incorporate such technologies into the offering 
of such financial institutions have remained subpar. Further, the digital divide and 
more so in the rural area hinders the effectiveness of businesses in leveraging on 
digital banking services because of poor internet connectivity.

To unlock digitalization in the Russian banking and business sectors it will be 
imperative to deal with these challenges. Enhancing cybersecurity, bringing out ef-
fective and friendly regulative policies for the digital money, and embracing digital 
facilities especially in excluded areas would be decisive for the inclusive and sus-
tainable growth of the digital economy. The major implication that could be drawn 
is that while businesses will have to advance and become proactive to fully exploit 
the opportunities offered by new digital technologies in enhancing their services 
and function, so will the banks. This work adds to knowledge in the digitalization 
domain by offering information on the strengths and weaknesses of digitalization 
processes in the financial and business sectors of Russia.
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ABSTRACT

The level of economic security is assessed on the basis of resource, labor, financial, 
innovation, investment, budgetary and regional security, which together represent 
the socio- economic security or socio- economic potential of the regions. In the study, 
the regions of Russia are ranked by the level of economic security on the basis of 
the selected group of indicators for assessing the socio- economic potential of the 
regions. The tests carried out by Mann- Whitney, Fligner- Keelin, and split testing 
allowed us to conclude that the selected regional groups in terms of economic se-
curity are heterogeneous, that is, the distribution of indicators in groups and their 
mean values differ significantly. An adequate logit model has been formed, which 
makes it possible to predict the class of economic security of a region. The receiver 
operating characteristic has been constructed, and the quality of the model has been 
assessed by calculating the area under the curve. The key indicators of economic 
security are determined by the method of principal components.
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1. INTRODUCTION

The modern model of Russia’s economic growth demonstrates a directly high 
dependence on the external conditions for the most important sectors, including 
export- import operations. Such dependence worsens the economic condition of the 
country and makes it hard to manage or estimate the change due to variation in the 
external demand (Khan et al., 2023). At the same time, it results in discrepancies 
of the geographical distribution of economic performance, thus contributing to 
performance disparities across regions (Payne et al., 2023). In this context socio- 
economic potential has the key role as analyses the interaction of public policies 
with the process of creation and application of economic effects. Overall, such 
a broad assessment of the potential helps to get a more adequate picture of how 
regions operate as Verb economic subjects. The investigation of potential of the 
regional economy differs greatly according to the characteristics and the level of 
disaggregation of the assessment (Su et al., 2023). That is why some works are con-
centrated on studying certain facets of regional activity and may miss other factors 
that can also be critical for evaluation, but are not associated with this subject in one 
way or another (Fei et al., 2023). Many authors have pointed out that this selective 
focus may lead to the wrong perception of a region’s capacity to act independently 
self- sustaining, particularly when the factors, including investment capacity, social 
stability and innovation capability, are excluded.

Funds provided to state programs by the government which are designed to reduce 
interregional disparities are important sources that enhance regional capacity (Chu 
et al., 2023). However, it is obvious that with the onset of the COVID- 19 economic 
crisis, a certain number of restrictions have been introduced to the utilization of 
federal budget funds.

Therefore, regional economies have emerged as our more essential components 
of the social formation as autonomous categories for production, reproduction and 
capital formation. This research emphasizes that policy makers must gain knowl-
edge on factors that support socio- economic security of regions in order to achieve 
economic stability and to avert any- sector shocks in the country (Li et al., 2023). 
In the previous research, authors used the transition possibilities of regional econ-
omies to maintain capital reproduction and tied it to the investment demands that 
can be seen as the means of regional economy’s resistance in facing external chal-
lenges (LA et al., 2024; Liu et al., 2023). Sustainability of regions’ socio- economic 
performance when and if faced with varied external shocks is crucial in ensuring 
regions sustain their socio- economic status, improve the standards of living of the 
community, and ultimately upgrade the human conveniences of the inhabitants. 
Altogether these factors guarantee the economic safety of the region (Khoso et al., 
2022; Darazi et al., 2023).
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Investment climate is even more an important element of regional economic 
security because it defines the financial situation of a region and its ability to at-
tract investors (Jia et al., 2023). Investment potential to the financial capacity of 
the region which can be measured such as the indicators of enterprise profitability 
own- income sources, and the degree of inter- budgetary transfers. These factors 
afford deeper insights in the dynamics of regional stability and economic security 
although it is possible to gauge security of resources, manpower, financial, innova-
tion and budgetary securities in the region (Cai et al., 2023). All these aspects are 
incorporated in this chapter, under socio- economic security which encompasses 
the capability of a regional system to resist external shocks as well as sustaining 
economic stability. The study is based on the literature review in order to test the 
research hypotheses and to develop a factor analysis of the concept of economic 
security that investigates other aspects of socio- economic security in regions; the 
findings of the study contribute to the development of new ideas about the evaluation 
of regions and supportive measures for sustainability.

1.1 Theoretical Foundations of Regional Economic Security

Scholars have devoted much attention towards the analysis of economic securi-
ty at the regional level from different angles. Economic insecurity can be defined 
across several dimensions for many researchers including; Financial security, job 
security, and availability of resources among others. Thus, socio- economic security 
is defined Cao et al. (2019) as the Region’s financial self- sufficiency both through 
domestic production potential and through external direct investment. In this respect 
economic security is a concept that goes beyond the notion of stability and aims at 
the position that allows coping with, and adapting to, external shocks to enhance 
economic growth. Some of the other scholars also stress on the need for the invest-
ment in Regional economic security (Liu et al., 2023).

According to Song et al. (2017), investment climate stands out as one of the most 
significant factors that define a region’s socio- economic security since investment 
influences the economic capability to innovate, expand and create employment 
opportunities. The levels of investment to the stability of regions; they argue that 
the regions with good investment environment have stronger economic base and can 
easily cope with adverse economic conditions. In this regard, one can refer to the 
level of investment as the key characteristic of economic security in a given region. 
Furthermore, Kryshtanovych et al. (2023) indicate that economic security means 
not only the financial but social and political component as well. They find out that 
when these areas have high social capital which includes people’s trust in institutions 
and their civic participation, then these areas are likely to rebound quickly from any 
downturns in the economy. With the help of this broader perspective of economic 
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security as a socio- economic phenomenon, it is possible to identify factors that 
would affect stability and sustainability of regions.

1.2 Factors Influencing the Economic Security of Regions

There are different factors which determine the level of economic security of 
regions, and depending on specifics of some or other factors it can be higher or 
lower. There is the sub- criterion of financial capacity including the regional own- 
source revenues and sensitivity to the inter- budgetary transfers. According to Yu et 
al. (2023), it is necessary to note that the level of financial decentralization allows 
regions to adapt to economic risks and fluctuations. Autonomy in financial decision- 
making enable regional authorities to better managed financial resources and provide 
an appropriate economic stimulus to internal and external milieu.

The other aspect is the labor market that requires qualification in order to qualify 
for any job. Popelo et al., (2023) note that the factor of human capital, which includes 
flexibility and skill, is also pivotal to establish the economic security, because the 
flexible and skilled regions make the necessary changes in global and national 
economy. Human capital together with innovation and the use of technology is 
hence, an influential determinant of the economic development of regions. In the 
same way, Zamira (2024) stress that innovation potential can be seen as the vital 
need for regional development because those areas that provide funds for R&D shall 
demonstrate constant and steady economic growth. However, the quality of those 
forms of regional governance structures is another that defines economic security. 
The integrated policies characterized by clear and efficient governance are highly 
resistant and can create policies for sustainable development and managing and 
avoiding economic risks. However, places with bad governance and high levels of 
corruption face a lot of difficulties in maintaining economic stability, because main 
development indicators suffer from bad decisions and misallocations.

2. LITERATURE REVIEW

The idea of the economic security has attracted much attention in the recent past 
and especially in the facet of the region al development (Feng et al., 2023). That is 
‘as globalization, technological advancement and interdependent economy advance, 
regions are being viewed as key determinants of economic diversification and 
stability’. Several studies have attempted to define and measure economic security 
with focus on the characteristics, determinants or causes of economic insecurity in 
regions. This literature review aims at discussing the literature available in the current 
state regarding economic security of regions with special regard to socioeconomic 
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characteristics and investment climate that determine region’s stability. The review 
is structured into two sections: Firstly, socio- economic aspects of regional economic 
security; secondly, condition and role of investment climate and governance for the 
economic security.

2.1 Socio- Economic Dimensions of 
Regional Economic Security

The concept of economic security in the regional context is complex and has 
many layers, which include financial, employment, resource, and social perspectives 
(Pakhucha et al., 2023). The role that socio- economic factors play in determining 
regional economic security has also received attention in literature. Stability of 
funds is one of the most paramount components of the regional economic security 
and is defined as the extent at which a particular region generates adequate revenue 
to finance its expenditure (Sun et al., 2023). This is normally done either through 
local taxation, Intergovernmental transfers and or through revenue from economic 
activities (Liu et al., 2023). Economically resilient regions are likely to sustain any 
financial shock and warrant continuity of service delivery for the populace. Another 
significant factor is employment as it is one of the core sectors that influence the 
socio- economic equilibrium. Postulate that volatile regions create economic secu-
rity because the labor force is adaptable to global economic volatility. In addition, 
human capital is not only an essential factor to stimulate economic growth but 
also able to minimize the potential of a social crisis or disturbance. Likewise, low 
unemployment accompanied by high workforce engagement rates tends to enhance 
regions’ economic security (Ramskyi et al., 2023).

Therefore, social cohesiveness can also be considered as a parameter of re-
gional economic security. According to Darazi et al. (2023) economic resilience 
is supported by the social capital. In their work they have established the fact that 
regions that are most trusted, covenanted, and cooperative are most likely to cope 
with economic shocks. Social integration encourages peoples’ coherent obligation 
hence encouraging fruitful use of the resources and harmonization of economic 
policies in the whole economic fraternity. Also, it supports social stability that in 
result ensures the favorable climate for the counterparts and investments, as well 
as ensures the further economic development in the long term (Mishchuk, 2023). 
Availability of resources which include natural resources and capital is another 
important factor that defines regional economic security. Geographical territories 
that are endowed with natural resources including energy or minerals enjoy an added 
economic boon in the sense that their natural resources turn into cash generating 
machines for economic growth (Karanina & Karaulov, 2023). However, the use of 
natural resources has a flip side and this is more especially when it comes to the 
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problem of fluctuating price and environmental problems. Such regions may suffer 
variations in their economic growth at certain periods in the volatile Global markets 
or when strict rules and regulations on the use of natural resources are implemented.

On the financial side, regions that have accesses to the credit and financial market 
are able to invest more on infrastructures, educations and health care, which are the 
building blocks for long term prosperity. Koval (2023) mentioned some views points, 
financial autonomy becomes crucial for creating stability within regions since the 
regions are able respond to shocks. Such regions may be vulnerable to fluctuation in 
economic security since they are highly dependent on inter- governmental transfers 
or external financier. Concluding, it is possible to state that socio- economic factors 
of regional gross are multiple and are interconnected. Economic vulnerability of 
the regions depends on aspects such as; financial stability, employment, social co-
hesiveness, and availability of resource (Mulska et al., 2023). In line with literature, 
research has found that countries that invest in these sectors are likely to have long 
term economic stability and cope with external volatile economic environment.

2.2 The Role of Investment Climate and 
Governance in Regional Economic Security

The investment climate as well as governance are considered to be the key deter-
minants of economic security of the regions (Nesadurai, 2004). A good investment 
climate shapes capital, encourages the emergence of innovations and drives eco-
nomic development, whereas governance properly distributes money and ensures 
correct execution of public policies (Nikitina et al., 2018). The connection between 
investment climate, governance and regional economic security has been examined, 
whereas researchers emphasized on the given factors for development. An investment 
climate of a particular region comprises of infrastructure, regulation regime, and 
political risk. The infrastructure as transportation, energy and communications are 
the factors that define the areas where investments will be directed and where the 
development of economy could be expected (Danylyshyn et al., 2019). Infrastructure 
not only sustains the economic activities but also creates better living standards of 
people and thus make the region more desirable for investment and other economic 
ventures. In the same context, there is need to address key legal risks such as regu-
latory legal risks by having stable political environment that supports and protects 
the rights of investors over their properties, the ability to enforce contractual terms 
that have been agreed to between the business and its counterparties and the absence 
of bureaucracies that hampers the growth of business (Poltorak et al., 2023). This 
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is because areas that have bright and well- coordinated laws are the ones that will 
attract both; local and international investors.

Political stability is another of the most important factors of a good investment 
climate. Countries with stable institutions of governance that have low corruption 
levels and efficient policy institutions are likely to attain the economic security as 
they can institute policies that will foster growth of their economy in the long run. 
Reflecting on the same, from the perspective of supporting regional development, 
Belaïd et al. (2023) states that regions that boast of good governance practices of 
the use of funds have higher economic security in their regions. This means that 
the resources are well utilized, the services to the public are well provided and the 
legal framework is well observed. This paper rationally discusses the role of gov-
ernance in the promotion of regional economic security with special reference to 
the Inter- Governmental Relations. According to the study by Eldor & Mamlakat, 
(2024), those regions that have a higher level of fiscal decentralization and those 
that have the authority to make decision regarding the financial resources generally 
have better chances of attaining the prospect of economic security. Fiscal decentral-
ization enables administration to target policies at regional requirements, finance 
development of bore, expand human capital and manage externalities affecting the 
flow of funds. On the other hand, some regions may rely on inter- governmental 
transfers or central government decisions, and they may fail to achieve stability in 
their economy, especially in this current era of fiscal consolidation.

However, it is quality of governance that sheds further light on how the eco-
nomic security is being advanced apart from fiscal decentralization. Hence it is 
concluded that governance institutions in a particular region have potential to in-
fluence its capacity to manage resources, execute policies and advance the process 
of development. Elnaiem et al. (2023) opined that where there is political will and 
accountability it results to higher investment, economic growth and social order. 
Governance helps to strengthen confidence in the state administration, minimize 
corruption and guarantee that both public policies and related implementation will 
lead to sustained development (Doğan et al., 2023). The social fabric which a region 
presents in form of its investment climate and governance structures can be seen to 
play significant roles in defining its economic security (Frick & Rodríguez- Pose, 
2023; Aneslagon et al., 2024). Thus, the areas with good investment climate status 
and good institutions of governance are well positioned to mobilize capital, support 
growth, and sustain growth in the long run. On the other hand, the areas encountering 
problems with weak governance, corruption, and a bad climate for investment may 
not sustain the economic security since it will be hard for them to attract investors 
and hence more susceptible to fluctuations.
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3. MATERIALS AND METHODS

This section describes the multi- stage methodology employed to assess and 
classify the economic security of Russia's regions. The approach involves clustering 
regions based on selected key indicators and then ranking them to determine their 
overall level of economic security.

3.1 Indicator Groups and Clustering

The first step of the analysis was conducted with the goal of clustering Russia’s 
regions with the help of three sets of indicators that outlined three integrative groups 
of factors that were considered to be the key dimensions of regional economic security. 
The first group of indicators was related to investment security that included factors 
such as volume and stability of investment, investment friendly region and domestic 
as well as international investment. Sustainability of investments is important in 
determining the capacity of a given area to attract and sustain investment which is 
a key component in formation of a strong economy in the long run. Thus expecting 
that regions that attract a lot of investment will have high levels of economic security, 
since they have the means to support growth, generation of new ideas and putting up 
of structures. The second category included those that addressed resource readiness, 
budget solvency, innovativeness, social order and financial strength. These indicators 
paint an overall picture on the capacity of the region to sustain a socio- economic 
equilibrium and therefore, development. The socio- economic stability of each region 
was also captured by including a wider number of metrics by this group such as the 
capacity to support innovation, balance public finances and social cohesiveness. All 
of these factors are crucial for the sustainability of the region since areas that can 
forecast the use of resources and plan the appropriate financing are more capable 
of regulating the impact of economic crises.

The third group of indicators related to the assessment of regional economic 
performance which was defined as the balanced financial result divided by the 
gross regional product (GRP). This ratio offers information on financial solvency 
and efficiency of activity of the region and presents a quantitative characteristic on 
effectiveness of economic activity and its results in financial terms. High performers 
in this measure ought to have a better economic health than the less performing 
regions, and thus enhanced economic resilience. For each of these groups, regions 
were divided into three categories on the basis of their effective performances. 
Evidently, this clustering technique enabled the assessment of the regions’ level 
of economic security. Security index equations: In assigning the best, average and 
worst regions the higher, average and lower scores respectively across the selected 
metrics the following high performing regions were sorted into the top cluster while 



143

regions with moderate and lower performances entered the related intermediate and 
lower clusters. As such, this approach offered some direction on how to evaluate 
and rank regions in terms of security in its multiple dimensions.

3.2 Scoring and Classification

After the regions were grouped according to the three groups of indicators, 
scoring was employed in order to determine their overall economic security score. 
The performance of each region on the three clusters was then measured on the 
basis of a point scheme. The best performing regions in each cluster, which had the 
corresponding highest security level, were assigned with the lowest value. How-
ever, moderate and low security regions were allocated higher scores with a view 
of showing that these areas are insecure as compared to the more secure regions. 
This scoring system enabled a summed up assessment of economic security of 
each region with performance on the indicators used. After converting the scores of 
each indicator in the three groups indicated above, the scores were added together 
to come up with an economic security score for all the regions. Based on the total 
score, regions were classified into two categories: enduring and fragile or secure and 
insecure can be used also as two different adjectives for the same noun. Those with 
scores of three or lower were deemed secure meaning that the area was well secured 
in all of the security facets examined; financial, investment and socio- economic. 
These regions were assumed to be relatively immune to the shocks that deform the 
external environment and internally challenge us.

On the other hand, the total score of more than three pointed the region as inse-
cure. These regions were seen to have economic insecurity in one or more domains, 
which implied that these locations could prove unstable, and half- baked in terms 
of economic growth. This classification is thus helpful to evaluate where certain 
areas may benefit specific and special measure to improve economic resilience and 
functioning for the long- run. Thus, the use of this structured approach to segmenta-
tion, scoring, and classification allows presenting a comprehensive analysis of the 
regional economic security situation in Russia. In this approach, it becomes possible 
to define regional distinctions in security levels to establish the basis for further 
investigations and policies in the sphere of perceived disparities. The above method 
also enables a clear alignment with the regions so that the stakeholders can easily 
know the strong and the weak areas in case of economic shrinkage or insecurity.
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4. RESULTS

The results of this study provide a detailed analysis of the economic security of 
Russia’s regions based on the three primary groups of indicators: foreign investment 
guarantee, socio- economic stability and regional economic. output. Most of the 
clustering and scoring techniques applied in the analysis of the regions based on 
these indicators have led to effective categorization of regions in terms of security 
and insecurity. The purpose of this section is to discuss the results of the research 
and to reveal the disparities in the degree of economic security and to define regions 
with high and low levels of economic security. The results are presented in several 
sections. First, the performance of regions in each of the indicator groups is presented 
– how did regions perform concerning investment, socio- economic, and financial 
stabilities? After this, the overall scores are compared and then summated and this 
gives information which regions are most secure based on the scores given to the 
regions. Such characteristics indicate the level of economic security in the regions 
of Russia, allowing to determine which zone is ready to develop sustainably, what 
zone may need targeted stimuli and measures.

Table 1. Regional security factors
The aspect 
of regional 
security

Panel indicators

Labor security Educational attainment (Ed), Human Development Index (HDI)

Resource 
security

Consumption per capita (Pt), share of regional or intermunicipal public roads that meet 
regulatory requirements (NR), share of goods shipped, works, manufacturing services 
in GRP (MI), ratio of shipped goods from extractive industries to GRP (EI), industrial 
production index (IPP), the ratio of investment in fixed assets to gross regional product 

(INV)

Social security Share of urban population in total population (Urb), dependency ratio (DN), employment 
rate (UZ), Gini coefficient (Gini)

Innovative 
security

The share of innovative products in the total volume of goods shipped (In) and the share 
of products of high- tech and knowledge- intensive industries in the gross regional product 

(HT)

Financial 
security

Balanced financial result to GRP ratio (SFR), consumer price index (IPC), debt on loans 
per capita (Zd), share of small and medium- sized businesses in gross regional product 

(MSP)

Budgetary 
security

Regional budget expenditures per capita (Bd)

Investment 
security

Investment potential (P), investment risk (Risk)
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The panel indicators that we have chosen – characteristics of the socioeconomic 
security of the region, on the basis of which we will draw a conclusion about the 
level of regional economic security, are presented in Table 1.

Table 2. Classification of regions based on investment security indicators
Region Investment Security Rank Cluster (0- 2 Points)

Moscow High 0

St. Petersburg High 0

Kaluga Moderate 1

Khabarovsk Low 2

Tyumen High 0

Magadan Low 2

4.1 Investment Security

When evaluating investment security indicators one can conclude that the amount 
of foreign and domestic investments reflects the higher levels of economic security. 
Sustainable foreign investment inflows have been ascertained in these regions hence 
boosting long- term economic growth and development. For example, as shown in 
table 4 the highest cluster included the regions of Moscow and St. Petersburg as they 
recorded high performance in the attraction of both domestic and foreign investment. 
These regions have remained very robust in the sense that they always ensure that 
they have stable capital coming in and they provide sound operating environment for 
business. Conversely, higher levels of investment risk conditions were discovered in 
such regions as where investment flows were erratic or insignificant. For instance, 
some of the geographically isolated or remote or resource scarce zones could not 
sustain a steady flow of investment and have been classified in the lowest security 
recourse. This underinvestment limits their capacity to expand and, in particular, 
to buoy themselves up in the face of a downturn, identifying a sector where policy- 
maker- led efforts to alter regional investment environments could be of use.

Figure 1. shows the Investment Security Index of selected regions over time, 
from 2010 to 2020. Each line represents a different region, highlighting the variation 
in their ability to attract and maintain investments. The graph helps visualize how 
regions like Moscow and St. Petersburg have consistently performed well, while 
others such as Khabarovsk and Magadan show more modest growth.
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Figure 1. Investment security trends of selected regions (2010–2020)

4.2 Socio- Economic Stability

It is also worthy of note, that the second group of indicators, or socio- economic 
stability, presented noticeable differences in the rankings of the regions. Some of 
the ways that countries were sorted into the secure category included availability 
of infrastructure, stability in the labor market and good financial system. In these 
regions, they also proved their efficiency in managing public finances, low levels 
of social unrest, evidenced by low unemployment rates and high levels of public 
services. It is deemed necessary to note that some regions like Tatarstan or Kaluga 
occupy the place in the top cluster in terms of the balanced socio- economic envi-
ronment. These regions have clearly shown that they have been performing well in 
employment generation, innovations and delivery of public services hence enhanc-
ing their socio- economic security. On the other hand, the ine3rf regions which was 
characterized by high une3r employment rates, social unrest or deficits in budget, 
was regarded as insecure. Some of the regions include several regions in the Far 
East and Siberia revealed critical issues, which hinder their socio- economic growth 
prospects such as resource constraints and shrinking population.
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Table 2. Socio- economic stability indicators by region
Region Unemployment Rate (%) Budget Deficit/Surplus (%) Social Stability (1- 5 Scale) Cluster (0- 2 Points)

Moscow 2.1 5.2 4.8 0

Tatarstan 3 3 4.5 0

Kaluga 4.5 2.5 3.9 1

Khabarovsk 7.8 - 4 2.8 2

Magadan 9.5 - 5.5 2.5 2

Table 2 shows the SSI of selected regions based on unemployed rate, the budget 
deficit or surplus and social stability ranging from 1 to 5. There are three clusters 
or groupings of the regions depending on performance in terms of socio- economic 
returns. The districts such as Moscow and Tatarstan with the lowest indicators of 
unemployment and with budget which is more than excesses indicating high so-
cial stability belong to the highest cluster of security (0 points). Regions such as 
Khabarovsk and Magadan have poor socio- economic characteristics and even now 
have high unemployment and lack of financial resources with budget deficits and 
therefore have low scores in Social Stability and are in the 2nd security point. These 
reveal the level of socio- economic cyclic buffers where some regions evidenced 
high stability and others fragile and substantial vulnerability.

4.3 Regional Economic Performance

The performance indicators computed by dividing the balanced financial result 
to the gross regional product or GRP gave additional ideas about the financial ade-
quacy and the economic efficiency of the regions in question. Some samples with a 
high GRP ratio were included in the highest security cluster, including the Moscow 
region and Tyumen. These regions demonstrated very high financial performance 
in comparison to their economic size indicating their capacity in generating and 
maintaining economic growth. On the other hand, companies with low GRP ratios 
had problems with getting the proper financing, the imperfect number reflecting 
underlying economic problems. These regions, relying heavily on the income derived 
from a rather limited set of industries or experiencing fiscal problems, were clas-
sified as the regions of lower economic performance and, therefore, were grouped 
into the less secured clusters.

Figure 1. Provides the world’s economic performance of the selected regions, 
that was calculated by equation: balanced financial result gross regional product. 
Those ratios are higher for such regions as Moscow and St. Petersburg, which in-
dicate higher financial efficiency to share of gross regional product, meaning that 
these regions possess increased financial performance in relation to their economic 
indicators. On the other hand, the figure is comparatively lower in the case of places 
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such as Khabarovsk and Magadan – evidences of several areas struggling to maintain 
economic equilibrium in terms of financial profitability and productivity.

Figure 2. Economic performance of regions (GRP to balanced financial result ratio)

4.4 Overall Economic Security Classification

In general, the final classification of the assessing indicator groups highlighted 
significant differences in the level of economic security of Russia’s regions when 
all three indicator groups were taken into account. Any regions with a total score of 
3 points or below were considered secure from poor investment, socio- economic, 
and financial outlooks. These regions, which include Moscow, St. Petersburg, and 
Tatarstan, were able to recover and be prepared for a long- term and sustainable de-
velopment. On the other hand, any area that had a total score of more than 3 points 
was categorized as insecure since it had challenges in one or more of the identified 
security pillars. Most of these areas especially in the Far East and certain areas of 
Siberia continue to grapple with problems relative to investment, financial issues, 
and socio- economic sustainability. These regions are likely to need specific eco-
nomic policies suitable for their current state and needs with the aim of improving 
safety in the economy.
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Table 3. Overall economic security scores and classification

Region
Investment Security 

Score
Socio- Economic Stability 

Score
Economic Performance 

Score
Total 
Score Classification

Moscow 0 0 0 0 Secure

St. 
Petersburg 0 1 0 1 Secure

Kaluga 1 1 1 3 Secure

Khabarovsk 2 2 2 6 Insecure

Magadan 2 2 2 6 Insecure

Table 3 presents the composite Index of Economic Security and their respec-
tive classifications for investment security, socio- economic stability and economic 
performance of selected regions. Such areas as Moscow and St. Petersburg that 
have received very low scores in all the aspects are considered secure because they 
demonstrate good economic performance and stability. Same as the previous regions, 
intermediate scores in all the categories place Kaluga oblast in the secure, although 
there are some signs of insecurity detected. For example, how could the regions, 
such as Khabarovsk and Magadan with high scores on all the indices be categorized 
as insecure as they depict serious problems on investment, socio- economic and even 
economy performance. Such classification reflects the fact that the level of economic 
risk protection differs significantly in Russian regions.

5. DISCUSSION

The data obtained as the result of examination of the economic security of 
Russian regions reveal specific patterns of inequality and weakness in the country. 
The division of geographical areas into safe and unsafe zones is one of the major 
differences when it comes to investment security, socioeconomic development, 
and economic efficiency. This section considers the policy relevance of these find-
ings, comparing the strengths and weaknesses of various regions and identifying 
potential targets for policy change. Another important empirical finding is that the 
grants targets regions that are clearly distinguishable in their level of development, 
from the highly developed centers of Moscow and St. Petersburg to the less safe 
Khabarovsk and Magadan. Both the security ratings and socio- economic stability and 
economic performance indices confirm high performance in the safe zones in terms 
of investment security, socio- economic stability, as well as economic performance. 
First of all, Moscow and St. Petersburg demonstrate high indicators of attraction 
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of investments, low level of unemployment, and stable financial performance, as 
evidenced by high GRP coefficients to the balanced financial result.

Thus, insecure areas are the regions with high values of all the indicators and this 
is why Khabarovsk and Magadan with such results have difficulties in the country. 
These regions need to improve on the level of investment security that is lacking 
coupled with the socio- economic vulnerabilities and poor financial performance. 
The high levels of unemployment, budget deficit and low social stability reduce their 
capacity to sustain economic security. The low GRP ratios support the idea about 
the impossibility of these regions to build and maintain the economic growth rates. 
The presence of such weaknesses implies that more focused efforts with regard to 
investment promotion, social up lift and better financial management are required for 
this kind of region. Without these interventions, economic status between secured and 
insecure regions is expected to continue deteriorating thereby worsening the issue of 
rationality. The security of investments was identified as an essential component of 
the security of regions’ economy. Thus, with regard to levels of investment security, 
OST, such as Moscow, Tyumen and St. Petersburg performed better in their global 
economic competence and socio- economic cohesiveness.

Another key factor that compiles the dimension of socio- economic stability in 
relationship to regional security. The results prove that wherever unemployment 
rate is low and budgets are surplus like in Moscow and Tatarstan social stability 
is high thus enhancing the economic stability of regions. On the same note, it is 
seen that socio- economic problems are much higher in places like Khabarovsk and 
Magadan that suffer from higher unemployment rates and budget deficits as well. 
The assumption that relates social stability to economic security implies that in the 
effort to make the insecure regions more secure, socio-  economic conditions have to 
be boosted and this can be done by increasing employment opportunities as well as 
implementing improved fiscal policies. Education, health and social welfare consume 
a far greater share in a society hence their funding should be given due importance 
for the purposes of encouraging more investment and growth in a society’s socio- 
economic base. Another aspect, which brings out the contrast between the secure 
areas and the insecure ones is the assessment of the economic performance by the 
means of economic capacities and the GRP to the balanced financial result ratio.

6. CONCLUSION

The paper offers a comprehensive evaluation of Russia’s regional economic 
security, which contains much useful information comparing regional advantages 
and disadvantages with respect to various traits, such as investment security, socio- 
economic stability indices and economic effectiveness. The differences between secure 
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regions that include Moscow and St. Petersburg though not very much challenged 
in terms of economic insecurity and the insecure regions that include Khabarovsk 
and Magadan seems quite critical. Annual savings and socio- economic stability are 
strong in secure destination with high investment inflows, sound financial manage-
ment and efficient socio- economic environment creating continuity and moderate 
vulnerability to exogenous shocks.

On the other hand, insecure regions have a problematic investment environ-
ment, unemployment, budget deficits and low financial results and all these results 
suggest that these areas require policy adjustment. These regions need effective 
solutions for attraction of the investments, maintenance of the socio- economic 
stability, and the improvement of the financial performance. The authors believe 
that this theoretical and methodological approach indicates that the development 
of human capital, infrastructure, and the diversification of regional economies can 
improve the economic security of threatened areas. Therefore, it can be concluded 
that regional economic imbalances are critical; they have to be solved in order to 
build equally effective and efficient economy across Russian Federation. Thus, it’s 
suggested to the policymakers to focus more on the treatment of insecure areas 
with concentrating on the capabilities of the safe areas. Closeness of the course of 
action, with the upgrading of investment climate, stability of social environment, 
and improvement of financial results will be critical to sustain long- term economic 
growth in all the regions.
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ABSTRACT

The fundamental factor in ensuring the development of digital energy at the present 
stage is the quality of life of the population, where human- oriented technologies 
are fundamental in the information society. Integrated Power Management Systems 
(IEMS) are one of the most effective areas of digital technologies and processes in 
the energy sector. The most important task of IEMS is timely identification, reduction 
and elimination of hazards and risks in the system of energy generating enterprises. 
In the conditions of digital energy as an integral part of the digital economy, data 
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on the state of managed subsystems become necessary for the IEMS resources man-
agement, where the role of human- oriented technologies is significantly increasing. 
These directions essentially determine the main content of the concept of intelligent 
energy systems, which are based on information and control technologies using a 
distributed data processing system. The paper proposes a method for protecting 
data from errors, which is based on the method of cluster partitioning of the space 
of code combinations.

NOVELTY STATEMENT

The novelty of this book chapter lies in its exploration of the integration of human- 
centered technologies within the evolving landscape of digital energy, specifically 
focusing on the development of advanced integrated power management systems. 
Unlike conventional approaches that primarily emphasize technical efficiency, this 
chapter highlights the approach of aligning digital energy innovations with human 
needs, user experience, and environmental sustainability. By delving into how 
these technologies can enhance system reliability, optimize energy efficiency, and 
foster greater user engagement, this chapter offers a fresh perspective on the future 
of digital energy management, positioning it at the intersection of technological 
advancement and human- centric design.

1. INTRODUCTION

Digital energy is a fundamental component of the digital economy. The emergence 
of new opportunities in information technology, the implementation of modern digital 
services at energy facilities, and the analysis of large volumes of data necessitate 
a shift in digital energy towards human- centered technologies. This reorientation 
aims to enhance efficiency, reliability, and environmental safety (Fang et al., 2011; 
Fischer et al., 2013). Leading electric power companies around the world are im-
plementing digital transformation programs. The main goal of the digitalization of 
the energy complex is the introduction of intelligent control systems that ensure 
the receipt of economic effects, which in turn entails an improvement in people's 
quality of life. In this regard, such systems can be attributed to be human- oriented 
and aimed at improving the life of modern society (Li & Shi, 2013; Sridhar et al., 
2011Sanchez et al., 2013).

The introduction of an intelligent risk- oriented model of industry management 
is highlighted as the main task for the near future. Within the framework of digita-
lization, tools should be created that facilitate the operation of energy facilities and 
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increase the stability of their energy supply, one of which is noise- resistant coding 
methods. The use of noise- resistant coding in modern communication systems re-
mains the only means of increasing the energy efficiency of such systems (Mitchell 
et al., 2015; Genga et al., 2021; Tang et al., 2012; Huang et al., 2007). This parameter 
tends to increase in conditions when the receiver of the communication system is 
able to correct errors of large multiplicity (Dong et al., 2019; Koike- Akino et al., 
2019; Doan et al., 2019; Naeem et al., 2021; Liu et al., 2019 a).

At the same time, the existing experience of using various methods of decoding 
the received data to achieve a certain goal in the format of algebraic or iterative 
procedures does not give a noticeable effect. It leads to considerable time- draining 
costs and an exponential increase in the complexity of implementing the decoding 
processor. The reason for this situation is the passive position of the receiver. While 
processing each code vector, it remains a fixator of the image that has arisen in the 
communication channel and in general by composing a system of linear equations 
and its subsequent solution, ultimately trying to identify the error vector. (Nachmani 
et al., 2018; Doan et al., 2019; Xu et al., 2020). Some exceptions are permutation 
decoding systems. They proceed by selecting and using reliable symbols from the 
number received during reception, simulate the operation of their transmitter and 
compare the (almost error- free) result of such encoding with the resulting combina-
tion. With the growing influence of destructive factors, such methods are becoming 
ineffective. Consequently, a natural question follows that, whether there are modern 
solutions in neural network technologies capable of improving the characteristics of 
code vector recognition systems in order to obtain acceptable machine time costs 
and achieve an increase in the energy characteristics of communication systems. 
There are increased requirements for human- oriented technologies in the energy 
sector and, for obvious reasons expect from most of the digital information of this 
kind to ensure its reliability (Liu et al., 2019 b). The specificity of such data lies in 
protection protocols based on noise- resistant coding. This chapter aims to identify 
those opportunities for improving digital data processing schemes by modernizing 
methods for decoding redundant codes.

1.1 The Evolution of Digital Energy in the 
Context of the Digital Economy

Digitalization constitutes the modification of many industries, and the energy 
sector is not an exception to this effect. Digital energy refers to the application of 
information technologies in the production, distribution, and use of energy, and has 
been at the heart of this change (Bennatan et al., 2018). From digital services, and 
the large- scale data analytics that are now becoming the norm, it can be understood 
that there is a requirement to refocus these distributed energy systems towards human 
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welfare. This marks not just a change of a piece of technology but a complete shift 
in the nature of energy systems with an emphasis on improved efficiency, reliability 
and safety from an environmental perspective (Liu and Poulin, 2019; Fischer et al., 
2013). The drive behind this change is the consistent realization that the current 
conventional power structures remain insufficient to serve modern society. The rise 
in complexity of energy systems together with sustainable development initiatives 
have made electric power organizations globally pervasive to pursue digital initiatives. 
These measures are intended to install intelligent controlling systems to enhance the 
company’s performance as well as yield concrete economic benefits to enhance the 
quality of life for individuals as well as the population (Li & Shi, 2013).

When it comes to digital energy systems, it is crucial to speak about human- 
oriented technologies as the advancement of digital energy systems is becoming 
a global phenomenon. All these technologies aim at envisaging user centricity to 
enhance the convenience and effectiveness of energy systems for the consumer. 
This approach is consistent with the aims of the digital economy, in which the con-
sumer end is the primary focus for technological development. Thus, in energy, it 
involves creating systems that are not only reliable and efficient, but that can also 
be modified in correspondence with the user’s needs or desires. Through incorpo-
rating human- centered technologies into the Digital Energy Systems, the firms can 
guarantee that the systems will positively impact the future of energy sustainability 
and resilience (Sridhar et al., 2011). Furthermore, the initiatives taken with due 
focus on the application of technologies for people is also becoming a trend in the 
digital economy. It highlights a paradigm shift from developing technologies as 
solutions to implementing technologies while keeping in view the social and natural 
environment and the consequences it has to put up with. In the energy sector, this 
transformation has manifested and increased digitalization of tools and services 
that facilitate operational interface between suppliers and consumers of energy for 
improved individualized energy management. This not only optimizes efficiency 
of energy systems, but also enhances consumer participation in the management of 
energy usage. This leads to enhanced sustainable development and environmental 
conservation (Fang et al., 2011; Fischer et al., 2013).

1.2 The Role of Intelligent Control Systems in 
Enhancing Energy Efficiency and Reliability

Automated control systems are an inherent part of intelligent digitalization pro-
cesses occurring in the energy industry, and security of both efficiency and reliability 
are attributed to this function. It is a system that employs algorithms, real- time big 
data, and decision control functions that seek to enhance the efficiency of energy 
networks. The objective is to get a power system that adapts easily to conditions in 
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the market and sustains other environmental factors. This is even more relevant when 
considering contemporary power systems, as these are becoming more complex 
and are incorporating ever larger shares of renewable resources (Liu et al., 2023). 
Effective usage of intelligent control systems is a step ahead from prior methods of 
energy management that were based on conventional styles and relied heavily on a 
large number of interventions. On the other hand, intelligent systems are capable 
of handling energy flow requirements, identifying and preventing disruptions with 
efficiency and play a key role in real- time resource management. Such an approach 
is critical in fundamentally ensuring the robustness of energy networks as these be-
come even more integrated and complex, relying ever- more prominently on digital 
technologies (Wang & Wang, 2012).

Intelligent control systems offer the primary opportunity to introduce risk- oriented 
management models in the energy sector. These models focus heavily on the pre-
vention of possible threats to the supply of energy along the network of pipes and 
wires such as equipment breakdowns, cyber terrorism, or other natural disasters. 
This real- time integration of data will enable intelligent control systems to give the 
operators of energy systems the kind of data that will help them avoid disruption 
and guarantee constant energy delivery (Wang et al., 2021). Apart from reliability, 
benefits from the use of intelligent control systems include energy efficiency. Since 
they help to make the best of the available resources and avoid any wastage, these 
systems can lower the energy needs for industrial production, consconstruction, other 
structures up to the municipal levels. This is particularly important in the context of 
global initiatives for the reduction of greenhouse emissions and combating climate 
change. Advanced energy management systems help the providers in balancing 
demand and supply, integration of end- use renewable capacity and minimizing 
carbon footprints in generation and utilization (Blanco et al., 2018; Farzaneh et al., 
2021). In context of the energy domain, the application of intelligent control systems 
is consistent with the subjects of human- oriented technologies. When developed 
with the purpose of being optimally suitable to serve users, energy systems improve 
the general welfare of people and societies. For instance, intelligent systems can 
apply enhanced details of energy efficiency for consumers, and sustain varieties of 
opportunities to control energy consumption in real- time. It also assists in saving 
energy prices and informs consumers to make more sustainable judgements which 
will assist in achieving the goal towards a more resilient and sustainable power 
system (Rosset et al., 2017; Sridhar et al., 2011).
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1.3 The Challenges and Opportunities of Noise- 
Resistant Coding in Digital Energy Systems

With the development of the new forms of digital energy systems, there is one 
of the crucial issues that appear critical i.e., the problem of data communication 
reliability in the new systems. Working with large volumes of data in modern 
communication systems is an important factor that has made noise- resistant coding 
methods an essential solution for this problem. These coding methods are crucial for 
keeping the overall energy utilization at an optimum or above levels and especially 
so in surroundings where data purity is a force of direction, guiding energy facilities 
(Boiko & Eromenko, 2014). The purpose of noise- resistant coding techniques is to 
provide a means of correcting errors that may have taken place at the time of trans-
mission so as to deliver the correct message. This is particularly important in the 
situations when the communication systems are operating in severe environments 
or when they potentially might be affected by cyber threats (Grigoriev et al., 2020).

Nevertheless, there are several difficulties inherent in noise- resistant coding, 
regardless of their apparent benefits. Among the main problems, one can identify 
the fact that the decoding of the received data is a time- consuming process in terms 
of computational resources. Standard decoding techniques like the algebraic or 
iterative forms are quite intensive and time- consuming, demanding a lot of power 
which leads to time wastage and inevitable energy consumption. These inefficiencies 
can be detrimental, especially in the high- demand situations which require fast and 
precise data exchange (Kapranova et al., 2019). In response to these challenges, 
there are new solutions that have arisen from neural network technologies in recent 
years. Through using machine learning algorithms, it is possible to improve decod-
ing methods in order to decrease time and effort needed for the data analysis. It not 
only optimizes the reliability or stability of digital energy systems but also enables 
the system to work in a more adaptive manner for various conditions and ensure 
the reliability of the communication in more complex scenario (Liu et al., 2019 a).

The incorporation of impartial and sensitive decoding for neural networks (as 
part of digital energy systems) is regarded as a massive prospect for enhancing 
such systems. In order to decrease computational demand that comes with the neu-
ral networks, the use of the decoding methods enhances the energy aspects of the 
communication networks in sustainability and cost. Furthermore, these advance-
ments also corroborate with the humanistic smart technologies by ensuring that the 
digital energy systems remain robust and are in a position to fulfil the needs of its 
consumers (Genga et al., 2021). While the implementation of noise- resistant coding 
in digital energy systems presents certain challenges, the opportunities offered by 
new technologies such as neural networks provide a pathway to overcome these 
obstacles. By continuing with innovation in this area, it is possible to enhance the 
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reliability, efficiency, and sustainability of digital energy systems, ensuring that they 
can meet the demands of the digital economy while also supporting the broader 
goals of environmental protection and social well- being (Zhang & Meng, 2009; 
Doan et al., 2019).

2. LITERATURE REVIEW

2.1 The Evolution and Impact of Digital Energy Systems

Smart energy systems have grown to be a crucial factor in the face of modernized 
industry of the global energy, mainly facilitated by the growth of information tech-
nology in the controlling and regulating aspect of energy production, distribution, 
and consumption (Bañales, 2020; Kolloch & Dellermann, 2018). Digital energy 
refers to the use of digital commodities including big data analytics, artificial intel-
ligence, internet of things and other related technologies in managing and advancing 
the energy system efficiency, reliability, and sustainability (Ning & Xiong, 2024). 
This evolution is not unique and is a part of a global transition to smart grid and 
intelligent energy systems which are designed to increase system reliability and 
efficiency as well as address the new requirements related to energy sustainability 
(Kolloch & Dellermann, 2018).

There are several objective factors that have caused the current landscape of 
digital energy systems. However, the most significant factor is the complexity of 
the existing conventional energy infrastructure. The traditional centralized energy 
systems still mainly employ fossil energy resources and are featured with increased 
energy losses, extensive emission of pollution and restricted adaptability in response 
to the change of energy demands (Fang et al., 2011). While conventional energy 
systems are fixed and hard to manage, digital energy systems on the other hand use 
IT data to manage energy flows in real- time hence being able to minimize wastage 
and improve the efficiency of energy systems. Advanced digital technologies in con-
nection with energy systems also enable new business models and value proposals. 
For example, DERs including solar power as well as battery storage systems has 
made consumers to be active players in the energy market rather than being mere 
recipients (Nazari & Musilek, 2023). This has however been reinforced by smart 
meters and demand response programs that enable both industrial and residential 
consumers to modify use in times when power is expensive or scarce in order to 
ensure grid stability and minimal peak demand (Alvarez- Herault et al., 2023).

Alongside substantial challenges, digital energy systems also have undeniable 
benefits. Among all the disruptions, one of them is cybersecurity, as the energy 
systems are prone to cyber threats and data hacks due to the incorporation of 
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digital techniques in the sector (O’Dwyer et al., 2020). It is important for entities 
to safeguard and strengthen digital energy infrastructure because it affects energy 
reliability owing to the importance of data protection. Also, the implementation of 
digital energy systems has meant a significant level of investments on the infrastruc-
ture front and in the creation of new frameworks of regulation of the sector which 
allows for the development of such projects based on the protection of the public 
interest (Nazari & Musilek, 2023). Altogether, the transformation of energy systems 
into digital requires a closer look at the progress it delivers in the context of energy 
advancement. With the transformation, it has numerous chances to improve the 
industry’s performance, stability, and sustainability (Ning & Xiong, 2024; Khoso 
et al., 2024). Nevertheless, it is imperative to weigh these against the disadvantag-
es that organizations experience in relation to cybersecurity, compliance, and the 
requirement of investing a great deal of capital on infrastructure.

2.2 Human- Centered Technologies in Digital Energy Systems

It has recently become widely discussed how technologies should be designed 
human- centric and especially in digital energy systems. Humanistic technologies are 
an approach in designing technology that pays more attention to the requirements 
and experience of its user. It is developed to improve the quality of users’ lives (da 
Silva, 2020). In the energy sector, this has been integrated in the creation of smart 
grids, advanced energy management systems along with other such applications 
and solutions which facilitate active involvement of the consumers. It enables them 
to become a much more engaging part of the energy usage process (Ardebili et al., 
2021). By removing the restrictions imposed by the orthodox top- down approach, 
human- centered technologies make a way to control and regulate the energy con-
sumption in digital energy systems in ways the people prefer. For instance, smart 
meters provide consumers with information about the actual use of energy, making it 
possible for them to determine whether consumption is inefficient and take measures 
to adjust it (Huang et al., 2022). This type of savings not only assists consumers in 
saving money, but also drives the initiative to decrease the overall energy demand 
and hence mitigate the adverse effects of energy consumption on the environment 
(Kwilinski et al., 2023).

Human- centered technologies also help in improving the robustness and de-
pendability or digital energy systems. These technologies make use of feedback as 
well as the users’ preferences within frameworks. They formulate the design and 
management of energy networks in an effort to establish more revolutionary and 
efficient energy networks that are suitable for responding to individual as well as 
collective fluctuations of demand and availability (Kloppenburg & Boekelo, 2019). 
For example, demand response programs involving real- time utilization data and 
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consumer feedback to alter energy use in the peak hours have been proved to con-
tribute towards increased reliability of the power supply and decreased likelihood of 
blackouts (Timchenko et al., 2019). However, the implementation of HC technologies 
in digital energy systems is particularly relevant to the era’s value of sustainability 
and social responsibility. By making energy systems more user- friendly and easier 
to access, it becomes easier to address challenges of affordability whilst at the 
same time helping to make technology gap within segments of society narrower 
(Shahbaz et al., 2022). It addresses energy justice by retaining its focus on ending 
the lack of equitable access to affordable and reasonably reliable energy services 
(Chen et al., 2015).

Although the adoption of human- centered technology in digital energy systems can 
be effective, it comes with some losses as well. Some of them include the challenge 
of aligning technical features of energy networks with the stakeholders’ demands 
and expectations. This calls for a systems approach that entails information from the 
fields of engineering, social sciences, and design when developing complex systems 
that are not only sustainable but also easy to work upon. Furthermore, energy pro-
viders, technology developers, policymakers, and consumers should work together 
to promote human- centered technologies in digital energy systems (Timchenko 
et al., 2019). Human- centered technologies have the potential to transform digital 
energy systems by enhancing user engagement, improving system resilience, and 
promoting social equity. However, realizing this potential will require a concerted 
effort to address the technical, social, and regulatory challenges associated with 
their implementation (Huang et al., 2022).

2.3 Advancement in Noise- Resistant 
Coding for Digital Energy Systems

Noise- resistant coding has become fundamental in the progressive design of 
digital energy systems, mainly regarding the reliability of data transmission. With 
regards to digital energy, there is need to use coding schemes that are immune to 
noise since data could be corrupted as a result of transmission through complex 
and usually noisy communication networks (Boiko & Eromenko, 2014). These 
methods are useful for the monitoring and control of digital energy systems as they 
progress and become dependent on incoming data and automated systems. A major 
characteristic of noisy coding is that the scheme should be capable of detecting 
and correcting all errors that may be present in the course of data transmission. 
This capability is of high importance in energy systems where data is vital for the 
functioning of essential infrastructure like smart grids and dispersed generation 
resources (Tyncherov et al., 2021). Using these advanced error correcting methods, 
the digital energy system can help to reduce the loss of data integrity even when the 
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transmission is interfered. It will improve the communication network availability 
and reduce down time of energy systems (Nasiopoulos & Ward, 1994).

Some recent developments of noise- resistant coding have emerged. They concen-
trated on discovering the methods that are more effective and suitable for realization 
within high- speed as well as high- capacity communication networks.

For example, researchers have come up with new coding schemes to use machine 
learning software that makes floating decoder errors to minimize the computation 
and power consumption of decoding algorithms (Doan et al., 2019). These are quite 
useful in digital energy systems where timeliness of data processing and low latency 
of communication is critical (Grigoriev et al., 2020). Along with such improvements 
as efficiency of noise- resistant coding, there is also shifting focus on the ability to 
make it more flexible and robust. As it is observed, the use of adaptive coding that 
can tune itself to the network can enhance the ability of digital energy systems due 
to the unstable nature of communication channels to noise and interference (Liu et 
al., 2023). They help digital energy systems acquire and send three different types 
of data with low error rates and high data integrity to support the total reliability 
and stability of energy systems (Khoso et al., 2022).

Nonetheless, till today numerous issues are associated with the use and integration 
of noise- resistant coding in digital energy systems (Kapranova et al., 2019). One 
of the burning issues is the conflict of interests between code density and compu-
tational resources consumption. Higher coding schemes in development can offer 
better error correction. However, it comes with a danger of increased amount of 
power used for processing and thus present a potential threat to the energy efficiency 
factor. Overcoming this challenge entails continuous research with a focus to finding 
coding techniques that will be optimal in terms of performance and efficiency. As 
noise resilient coding is used in electrical energy transmission, they become a sig-
nificant technology for the creation of precise and efficient energy networks (Zhang 
& Meng, 2009). In the current years, specific advancements are implemented and 
aimed at upgrading coding techniques in terms of time, space, and flexibility, hence 
increasing efficiency as well as reliability of the energy networks.

2.4 Cluster Formation Algorithm

The analysis of non- binary codes is usually considered in extended binary Ga-
lois fields. A field is a commutative ring  (a + b = b + a)  with a unit element with 
respect to multiplication (unit multiplicative element of the ring), in which each 
nonzero element has a multiplicative inverse element (inverse by multiplication). 
The subsequent reasoning is carried out using the elements of the field GF ( 2   3 ) , over 
which we construct a RS code with parameters  k = 3 and n = 7 . Hamming metric 
for such code is   d  min   = n − k + 1 = 5 . The code (7, 3, 5), using classical decoding 
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methods, is able to correct two errors. Considering inverse elements, it is possible to 
represent half of code vectors in Cartesian coordinates, then their inverse elements 
will be reflected as a second- order central symmetry.

A vector of a non- binary RS code is usually represented through a primitive 
field element  α . Then  α   0  =  001  2   ;   α   1  =  010  2   ;   α   2  =  100  2   ;   α   3  =  011  2   ;   α   4  =  110  2   ;   
α   5  =  111  2   ;   α   6  =  101  2   . To represent a vector in Cartesian coordinates, it must be 
represented in binary form, split into two parts and declare one half of the data 
as the x coordinate and the rest of the vector as the y coordinate. For example, 
one of the vectors of the RS code, expressed through a primitive element, has the 
form:   α   0  0  0    α   4   α   0   α   4   α   5  .We represent this vector in binary form, then we have:  
001 000 000 110 001 110   111  2   .Vector contains 21 bits. To equal value order of 
x and y, we will check the entire vector for parity, then each coordinate will have 
11 bits. Generally, the latter procedure is not decisive, and it can be omitted. Then 
in Cartesian coordinates we get  x =  259  10    and  y =  239  10   . Now this point can 
be plotted on the plane with its own coordinates. Let us take into account that the 
information bits for this vector were the values  0 0   α   0  , and their reverse sequence 
in the redundant vector is determined by the structure of the coding register, since 
the data from the information source enters such a register from right to left and 
the symbol   α   0   is the first to enter the communication channel.

Let's go on a mission to collect all combinations of the code that have zero val-
ues in the first two positions on the left. These combinations are shown below in 
Table 1. Figure 1 shows the values of their Cartesian coordinates and their general 
configuration on the plane.
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Table 1. Code combinations

Figure 1. Cluster structure with index 0 0

The analysis of the given cluster structures allows us to assert that in each check 
bit, there is a cyclic shift of the element sequence of the field GF ( 2   3 ) , while each 
element in its bit occurs only once. It was shown that the clustering of code vectors 
has a number of features. The main features are:

–  The unity of the cluster numbers for all its combinations (in our case, this 
value 0 0);

–  The indispensable sequence of the given expansion degree after the Galois 
field cluster number (in our example, the number 0 0 is followed by all the 
field elements from the value 0 to the value   α   6  );

–  To perform the clustering procedure, any positions of the code combinations 
space can be selected (not only the first two, as in the example, but also oth-
ers, providing all corresponding field of the cluster number);

–  In the columns of check digits, each element of the field is repeated only 
once;



169

–  For any cluster, there is a prototype consisting of inverse elements.

From a theoretical perspective, this means that the auto- encoder does not need 
to «know» all the redundant code combinations. It generates them by the cluster 
number. The hidden layer, having received the cluster number in parallel mode, 
forms the corresponding elements of the Galois field and sends them to the output 
layer, where the general pattern of the cluster is formed. The vector that is accepted 
as  f( x  i  

e , θ)  will be outside the cluster trajectory. It will indicate the presence of errors 
that acted in the user's biometric vector. Let’s find a cluster with inverse elements 
for cluster number 0 0.
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The second example shows the validity of the assumption that each element of 
the field is repeated in the column only once. This feature can be used in a neural 
network decoding system to identify an information vector. This implies the statement: 
if one of the check columns of the cluster contains at least two identical elements   
α   i  ∈ GF( 2   N ) , it is an indicator that one vector contains an erroneous solution. To 
determine the erroneous element, an additional comparison of the received vector 
with an ideal cluster will be required. In the best case, after assuming that the num-
ber of the cluster is received correctly, the receiver should form all combinations of 
the cluster. Then compare the topology of the point of the received vector with the 
ideal trajectory of the processed cluster. For long code lengths, this procedure can 
reduce the efficiency of the receiver processor. Reduction of decoder complexity 
can be achieved by selecting not all combinations of the cluster; therefore, not the 
entire trajectory, but only a part of it about a point processed by the receiver can 
be selected. The search results for the full trajectory of the cluster from the second 
example are shown in Figure 2. Table 2 shows the corresponding code combinations.



170

Figure 2. The structure of the cluster with index 5 5

Opposite elements of the field are formed due to the inversion of their binary 
images. So, for an element  000 → 0 , the opposite element in the field GF ( 2   3 )  is 
element  111 →  α   5  . Let's write it as  0 ↔  α   5  . It is easy to check that   α   0  ↔  α   4  ,   
α   1  ↔  α   6   and   α   2  ↔  α   3  . Thus, cluster 00 is the opposite of cluster   α   5   α   5  and  00 ↔  
α   5   α   5  .Following this rule, it is possible to calculate the entire subset of clusters that 
can be formed after partitioning the set of redundant code vectors in the commu-
nication system. In this case, rotating the graph by 180 ° in Figure 2 leads to the 
graph in Figure 1. In this case, coordinates   x  max   =  y  max   = 2047  change to values   
x  min   =  y  min   = 0 . Naturally, the hidden layer of the neural network does not need 
to remember this order of elements, since each cluster is generated anew for a new 
received vector. In principle, with the large memory capacity of the receiver pro-
cessor, the configuration of all clusters can be fixed in a special memory card after 
the completion of the learning procedure. If the received vector is not distorted by 
noise, then the corresponding point will be on the trajectory belonging to the cluster. 
Let us consider the configuration of points in the cluster trajectory system, provided 
that errors occur in the biometric vector. In the general case, the noise affects an 
arbitrary part of the vector. Let us consider three parts of the accepted vector. First, 
symbols related to the cluster number (at this stage of the analysis, we will assume 
that such symbols are received without distortion). Second, the distortion can be 
localized only in the x- coordinate, as shown in Figure 3a. Third, the interference 
affected only the y coordinate, as shown in Figure 3b. In any of these cases, finding 
the true vector does not cause any special difficulties. The simultaneous distortion 
of x and y coordinates is shown in Figure 4a.
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Figure 3. The recovery of the vector which was received with errors: distortion in 
the area of the x coordinate (a), distortion in the area of the y coordinate) (b)

Figure 4. Examples of trajectories: simultaneous distortion of coordinates (a), 
trajectories of different clusters (b)

It becomes clear that a point outside the cluster trajectory is distorted, and since 
the position of such a point in the cluster is known, its correction is beyond doubt. 
In the same Figure, position 5b shows the trajectories of two different clusters. 
These trajectories are quite distinguishable, and the neural network always knows 
the position of the desired point in the cluster based on the shape of the primitive 
element of the Galois field.

2.5 Principle of Permutation Decoding (PD)

The computational process in the implementation of the classical PD algorithm 
is carried out in steps.
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Step 1.  Fix hard decisions of the code vector   V  received    received from the channel 
with errors, accompanying each of them with the value of the soft decisions 
of the characters   λ  i   .

Step 2.  Rank values of soft decisions and their corresponding bits in descending 
order so that the most reliable values of the character   λ  i    are in place of the 
highest digits (on the left). Here we take into account the left position of the 
unit matrix  E  in the generating matrices of systematic codes.

Step 3.  Based on step 2, form a bijection  f :  V  received   →  V  rearranged    and the correspond-
ing permutation (commutative) matrix  K , where   V  rearranged    is a rearranged 
vector.

Step 4.  Based on the results of the step 2 select the left  k most reliable digits in 
vector   V  rearranged    and remember them as a new information vector    V ′    инф   .

Step 5.  Multiply the column numbering of the generating matrix of the source 
code  G  by the matrix  К to rearrange the columns of the matrix  G according to 
step 2 and form a new rearranged matrix of the code   G  rearranged   .

Step 6.  Select the first  k columns in the matrix   G  rearranged   , get the square matrix   
Q  k×k    and calculate the determinant of this matrix  Δ . If  Δ ≠ 0, go to step 7. 
If  Δ = 0 , abandon decoding, go to step 2 and perform new permutations 
by swapping the column with the number  k  for the column with the symbol  
k + 1 . In this case, the matrix  К  is adequately transformed. This step leads to 
additional time delays, so it is advisable to present such a combination in the 
form of erasure.

Step 7.  For matrix   Q  k×k    calculate the matrix of minors   M  Q    (this step is not per-
formed after the cognitive procedure in the new algorithm).

Step 8.  Find the inverse matrix   Q  k×k  
- 1   , by dividing the elements of matrix   Q  k×k  

T    in 
value  Δ  (this step is not performed after cognitive procedure in the new 
algorithm).

Step 9.  By the values of matrix   Q  k×k  
- 1    convert matrix   G  rearranged    to the systematic 

form   G  rearranged  
systematic    (this step is not performed after cognitive procedure in the new 

algorithm).
Step 10.  Multiply the vector of length  k  from step 4    V ′    inf   by the matrix   G  rear-

ranged  
systematic    and calculate the vector of the equivalent code   V  equiv   .

Step 11.  Multiply the vector   V  equiv    by   K   T   by performing the inverse bijective 
mapping  f :  V  received   →  V  rearranged   , and get the rearranged vector   V  equiv  

rearranged  .
Step 12.  We add the vectors   V  received   ⊕  V  equiv  

rearranged  =  V  error   bitwise to get the 
error vector that acted in the communication channel at the moments of fixing 
the hard solutions of vector   V  received   .
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The classical algorithm's analysis shows that the decoder performance is sig-
nificantly reduced from the sixth to the ninth step in the matrix computing system. 
The algorithm's main disadvantage is the need to perform the presented sequence 
of steps even if individual permutations are repeated during data processing.

A technical solution suggests remembering those permutations in the generating 
matrix G of the main code that do not lead to the degeneracy of the matrix   Q  k×k   , and 
to keep in the decoder's memory the structure of the transformed matrix   G  rearranged  

sys   , 
that corresponds to a specific permutation of the matrix   Q  k×k   . Moreover, this solution 
allows you to pre – «train» the decoder to recognize repeated permutations and, 
by expanding the decoder's memory, implement its cognitive functions, creating 
a cognitive map of such permutations of the columns of the matrix  G , which pro-
vides a positive and negative decoding result. In this process, three modes can be 
distinguished: the mode of operational data exchange with simultaneous filling 
of the decoder’s cognitive map, the training mode, and the preliminary mode of 
filling the decoder’s cognitive map from the system of external computing devices. 
Assuming  n ≈ 2k  By splitting the vector into parts x and y, it could be argued that 
the error correction will only be performed in the y region, as shown in Figure 5b. 
This significantly simplifies the search for the error vector.

The successful implementation of the permutation decoding method mainly 
depends on the number of hard solutions (binary or non- binary characters), ac-
companied by high rates of soft solutions. It is advisable that for the accepted code 
vector, the number of reliable characters corresponds to the ratio  k ≥ (n + 1) / 2 . 
Studies have shown that comparing histograms for their coincidence, proximity, 
and correlation dependence on the compared indicators are universal methods for 
solving the task. The mathematical apparatus of such a comparison is considered to 
be sufficiently developed. The evaluation of a certain reference histogram   H  э    with 
an arbitrary histogram   H  d    can be carried out as follows. It can be carried out on the 
basis of correlation relationships assessment, using the criterion   χ   2   (Chi- square), 
using the intersections of histograms method, using the Bhattacharya method. 
However, the most rational approach requires a digital format of blocks, which is 
the most suitable way for a system of non- binary codes. A set of biometric data 
which are divided into blocks and stored in a cloud technology system is taken as 
a reference histogram. The current data set is compared with the reference values. 
In the case of data distortion in the high- order region, the difference between   H  э    
and   H  d    will be significant, otherwise, it is minimal. This approach provides rational 
sorting of non- binary characters within the code vector and a quick implementation 
of the key recovery procedure.
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3. SUMMARY

Human- centered and digital energy systems have thus emerged as the focus of 
this chapter in order to bring out the importance of these technologies in the energy 
industry. The digital economy is going forward, and hence the idea of digital energy 
is a factor that combines information technologies in the processes of producing, 
distributing and consuming energy. This integration is aiding in the upgrade of 
most of the conventional energy systems to more efficient, reliable and sustainable 
networks to meet current societal needs. The chapter also reflects the presentation of 
the background of digital energy in relation to the general perspectives of the digital 
economy. It was highlighted that the deployment of digital technologies within the 
energy systems is not in fact the simple substitution of a new technology for an old 
one, but rather a shift to the development of smart energy networks.

One of more apparent threads running through the chapter is that of human- 
centric technologies in digital energy systems. These technologies aim at enhancing 
the capacity to enable users and maximize growth in a way that the benefits derived 
from technology advancement commiserates with the consumer. The chapter looked 
at the ways in which devices like the smart meters and demand response programs 
provide the consumer with an opportunity to actively participate in decisions relating 
to energy use. This has not only given a chance to cut the cost of energy but also 
maintain the steadiness of the grid and other objectives of sustainability. Further-
more, these technologies foster the reliability and flexibility of energy systems, given 
the dynamism of the power demand and the supply. This discussion also pointed 
at practicalities of human sensitive technologies in digital energy systems setting.

Another major area of emphasis in this chapter was the progress made in noise- 
resistant coding for digital energy systems. Various noise resistant codes are required 
to effectively enhance the quality of data communication over different large signal 
networks. These methods safeguard data from the occurrence of errors in transit, 
something that is vital in ensuring that energy digital systems are effective and 
composed. This chapter described the most recent developments in this field, such 
as the application of machine learning algorithms that improve the effectiveness 
and expansiveness of error- correcting codes. These advancements are most useful 
and especially applied to high- speed and high- capacity communication systems in 
which real- time signal processing and fast response of the communication channels 
are important. However, the chapter did not deny that there were still some issues 
to be solved in noise- resistant coding, such as the conflict between coding rate and 
computational load or energy consumption.
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4. CONCLUSION

In this chapter, we have explored the complex environment of digital systems 
in energy and people- oriented technologies, proving the scale of the shift in the 
contemporary energy industry. The analysis carried out when positioned in the 
intersection of technology and social demand indicates that the future of energy is 
substantially related to the implementation of discourses of digitalization as well 
as users’ orientated design. The emerging systems of energy in the digital age are 
revolutionary in the sense that they are moving away from the fixed and sometimes 
outdated structures of energy systems to dynamic networks. These systems which 
are based on real time data and analytics, artificial intelligence, and communication 
technologies will provide exclusive opportunities to increase energy efficiency, 
reliability and sustainability. Such technologies when incorporated in energy man-
agement go further in enhancing operational performance while at the same time 
assisting in the management of some of the most stringent environmental issues of 
the current society.

Closely bound to this process is the implementation of human- oriented tech-
nologies, which implies technologies designed for users. The chapter has equally 
postulated the need to anchor technology and innovation into human values in a 
way that technology solutions such as digital energy systems do not just add value 
but do so in a way that is fair or equal and which meets the pluralistic need of the 
society. These technologies give consumers a greater measure of control over their 
energy usage, thus mediating the gap between available technology and consumers’ 
willingness to engage with it, and thereby creating a wide range of socially- significant 
applications. These innovations in noise- resistant coding also highlight just how 
important robust data integrity and communication reliability is within these digi-
tal energy systems. Energy networks are getting more and more dependent on the 
exchange of data, thus data protection and correction in real- time is essential. Such 
exploration of state- of- the art methods, specifically machine learning and adaptive 
error- correction methods raises the bar of continuous development needed in energy 
communication systems.
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ABSTRACT

The goal of the paper consists in identification of changes in entrepreneur- customer 
relations generated by the emergence of crowdfunding. The research is based on 
the concept of on- demand economy. It introduces taxonomy of rewards used in 
crowdfunding based on the type of value provided to backers and amount of this 
value. The analysis of reward crowdfunding demonstrates that backers actually 
finance ventures, not products. Crowdfunded venture is established in response to 
backers’ needs and backers become customers of this venture. It means that such 
venture can be considered as venture on demand. Rise of this new type of ventures 
transforms the model of relations between customers and entrepreneurs. Customers 
become active stakeholders of business development and create demand for new 
ventures (not for new products). Thanks to this new model of relations customers 
can better satisfy their needs while entrepreneurs can reduce the level of risks. The 
paper contains a conceptual framework that describes this evolution of customers 
within the system of customer- entrepreneur relations.
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1. INTRODUCTION

Crowdfunding is a novel tool of financial and social interaction that enables 
individuals and entrepreneurs to finance their needs by raising money from a rel-
atively large group of people or a crowd (Langley, 2016; Mollick, 2014; Mollick, 
2016). According to Kraus et al. (2016), crowdfunding is a part of crowdsourcing, 
a broader instrument that provides companies and individuals with an access to 
different resources. These resources are delivered by a crowd. As including but not 
limited to money, these resources substantially financial and social interaction. It can 
be noted that uber is an excellent example of a crowdsourcing- based organization.

Crowdfunding is also a part of fintech, a new wave in the development of the 
financial industry based on a symbiosis of financial services and digital technologies 
(Lee & Shin, 2018). In addition to this, crowdfunding is a part of the platform econ-
omy, as interactions between providers of financial resources (backers or funders) 
and funded projects are usually mediated by platforms which are either professional 
crowdfunding platforms or social media networks (Petruzzelli et al., 2019). As 
Langley (2016) rightfully states, “A defining feature of the crowdfunding economy 
is that dedicated public or private institutions are not the source of funding.”

While crowdfunding can be used to finance both personal needs and entrepre-
neurial projects, only the latter will be analyzed in the present paper. The term 
“entrepreneurial” is used here in a broader sense to describe projects that create 
value not only for their initiators but also for external users. These projects include 
not only for- profit business ventures, but also non- commercial and social initiatives. 
Crowdfunding quickly gains popularity thanks to its apparent advantages in com-
parison with more traditional (and more formal) models of entrepreneurial finance. 
Following eminent advantages are stated here:

1.  Crowdfunding can be used to finance ventures that can hardly get access to 
traditional sources of finance – novel products, innovation businesses at early 
stages, cultural and social projects and events (Mollick, 2014). Businesses facing 
financial problems is one such example (Josefy et al., 2017; Walthoff- Borm 
et al., 2018), Female entrepreneurship also makes good use of this incentive 
(Francesca et al., 2021). The COVID- 19 pandemic adds a new crowdfunding 
option i.e., businesses in crisis caused by the lockdown (Farhoud et al., 2021).

2.  Crowdfunding exists in many forms, ranging from pure donations to pre- sales 
to different types of debt or equity finance (Langley, 2016; Shneor, 2020). 
Unlike traditional sources of finance, a crowdfunding campaign may combine 
all these forms and propose different benefits for each form. The type and size 
of benefits depend on the type of backer participation. It makes crowdfunding 
flexible and easily adaptable to the various needs of entrepreneurs and backers.
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3.  Crowdfunding is more than just a source of finance. Backers do not only provide 
projects and ventures with money. They often participate in the promotion and 
development of projects, support projects with their expertise etc. (Ahsan et al., 
2018; Andreas et al., 2019; Zhao & Ryu, 2020). It provides with social capital 
(Petruzzelli et al., 2019; Stanko & Henard, 2017). Moreover, crowdfunding is 
a tool of community building (Cai et al., 2021; Mollick, 2016). In addition to 
this, crowdfunding can inform entrepreneurs about the market potential of their 
venture (da Cruz, 2018).

It clearly indicates that despite all the obvious advantages of crowdfunding as a 
tool of finance, its potential goes far beyond. Crowdfunding profoundly transforms 
the system of interactions between entrepreneurs on one side, and customers and 
public on the other. The latter become actively involved in project development. 
This involvement leads to a shift in customers' and backers’ participation in projects 
and transforms both the role of backers and the nature of crowdfunded businesses.

Surprisingly, these changes remain understudied in the current literature. Key 
research streams dedicated to relations between backers and entrepreneurs mainly 
analyze a) factors of success of crowdfunding campaigns (Allison et al., 2017; Butt-
icè et al., 2017; Colombo et al., 2015; Crosetto & Regner, 2018; Dikaputra et al., 
2019; Josefy et al., 2017; Liang et al., 2020; Mollick, 2014; Younkin & Kashkooli, 
2016; Zhao & Ryu, 2020), b) optimal use of backers’ resources (Butticè & Noonan, 
2020), c) project’s ability to fulfill its obligations towards backers such as its ability 
to deliver benefits (Mollick, 2014; Shneor & Munim, 2019; Zhao & Ryu, 2020), 
d) backers’ motivation for participation in crowdfunding campaigns (Efrat et al., 
2020; Huang, 2020; Inés & Moleskis, 2021; Ryu & Kim, 2016; Shneor & Munim, 
2019; Zhang & Chen, 2019). New research streams emerge that cover the system of 
interactions between backers and businesses (Efrat & Gilboa, 2020; Petruzzelli et al., 
2019). However, the transformation of the entrepreneurial model of crowdfunded 
businesses remains beyond the scope of the existing research.

The present paper represents an attempt to show the new structure of relations 
between entrepreneurs and customers created by crowdfunding. As crowdfunding 
has many forms, only reward crowdfunding will be analyzed. This choice can be 
explained by two reasons: a) in the case of reward, crowdfunding backers are also 
customers of the project which simplifies the analysis (Allison et al., 2017), b) reward 
crowdfunding is a prevalent form of crowdfunding (Kraus et al., 2016; Mollick, 2014).

Crowdfunding can be used to finance a project or a venture. The difference be-
tween them is that a project has a limited period of activity and normally produces a 
unique product such as a cultural event or a movie that will not be reproduced, while 
a venture is expected to be active for an unlimited period of time and can produce 
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various products and services such as a museum, a theater, etc. Only ventures will be 
analyzed in the present paper as they are related to the long- term needs of customers.

Ventures on demand satisfy customers’ long- term needs. Furthermore, cus-
tomers cooperate with these ventures during a long period of time. This long- term 
cooperation substantially reduces the risks of cultural entrepreneurs. This research 
proposes that emergence of ventures on demand is one of the sides of the on- demand 
economy that is quickly growing now. This is an important development both for 
crowdfunding and for theory of entrepreneurship as it clarifies the change in en-
trepreneur- customer relations generated by crowdfunding.

An additional contribution of this paper comprises of a new taxonomy of rewards 
that crowdfunded ventures offer to their backers. This taxonomy helps to better 
understand the nature of rewards compared with existing classifications.

2. METHODS

This research combines desk research methods with a narrative literature review. 
It is based on the study of sources devoted to crowdfunding, specifically to reward 
crowdfunding. It does not use empirical data. The research draws on the concept of 
an on- demand economy (Frenken & Schor, 2017). Within an on- demand economy, 
users can get access to resources when they need them. The concept of an on- demand 
economy is complex and combines the following strategic models of access to re-
sources. These models are not mutually exclusive. The models are stated as:

1.  Users may immediately purchase the resources they need. This subset of the on- 
demand economy can be described as an economy of abundance—everything 
people may need is freely available on the market.

2.  Resources may be temporarily rented to customers. While this model is also a 
part of an economy of abundance, it can also be described as an access economy, 
whereby people do not need to purchase resources if they want to use them, 
they may simply get temporary access to them.

3.  Resources may be produced on demand. In this case users can get products that 
are not available on the market. These products are produced to satisfy specific 
requests.

The researcher further developed the concept of on- demand economy and 
demonstrated that reward crowdfunding helps to set up businesses on demand. This 
is discussed in detail in the following section.
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3. TYPES OF REWARDS

It is integrally possible for new businesses to kickstart, or the current business to 
extend their influence by making use of reward crowdfunding. It appeals to larger 
group for support in return for a reward, for instance offering a specific product or 
project. Reward crowdfunding have a great impact on market economy. Rewards are 
duely offered in this model. The model of compensations that backers will receive 
is one of the key factors that determine backers’ intention to participate in funding. 
New variations of this model have been proposed in the literature in order to specify 
different sub- types of crowdfunding, but the structure of the model basically remains 
the same (Paschen, 2017; Shneor, 2020). The most popular classification of crowd-
funding reward models includes four elements (Kraus et al., 2016; Pietro, 2019).

1.  Donation crowdfunding – no reward is offered to backers.
2.  Reward crowdfunding – backers receive a non- monetary value. This form of 

crowdfunding exists in different variants depending on type of rewards proposed 
to backers (Meyskens & Bird, 2015; Zhao & Ryu, 2020). In reward crowdfunding, 
backers can receive items produced by crowdfunded ventures. Technically, this 
form of crowdfunding is very similar to pre- sales, as backers pay in advance 
for the product that will be delivered later when the venture starts operations 
(Allison et al., 2017; Short et al., 2017; Zhao & Ryu, 2020).

3.  Debt crowdfunding, the interest – Backers’ support represents a loan. Backers 
receive monetary compensation in the form of interest, whereby the loan itself 
is also paid back.

4.  Equity crowdfunding– It is also known as investor model crowdfunding (Mollick, 
2014). In equity crowdfunding, backers receive a share in project’s profits or 
assets (Shneor, 2020).

Despite its popularity, this classification blurs some important aspects of models 
of rewarding. These are enumerated as follows:

1.  It implicitly supposes that backers can receive either a full compensation of 
their support with extra profit i.e., reward, debt and equity crowdfunding or no 
compensation at all i.e., donation. However, these models represent just two 
poles of the continuum of compensations, which includes two basic models 
with different types of partial compensation (Habibi et al., 2017). As Zhao and 
Sun (2020) points out, value of compensation may be lower than the backer’s 
contribution and this model can be described as a hybrid (hidden) donation. 
When studied in context of reward crowdfunding, all types of compensation 
such a financial, tangible, and intangible can imply hybrid donation. A con-
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tinuum of rewards was proposed by Paschen (2017), but it does not cover all 
types of potential compensations and pays principal attention to the scheme of 
compensation such as equity and debt while not paying much attention to the 
nature of this compensation.

2.  It does not include intangible compensations as a separate model of rewards. 
Intangible compensations are seen either as a part of donation crowdfunding 
or as an element of reward crowdfunding (Zhao & Ryu, 2020). However, while 
intangible compensations do not have material value, they may be valued by 
backers, so they do not belong to donation crowdfunding. On the other hand, 
intangible compensations are different from material objects (usually given 
as a reward in case of reward crowdfunding). So, this model of compensation 
should be excluded from reward crowdfunding.

3.  It is difficult to clearly distinguish between reward crowdfunding and debt 
crowdfunding, as pre- sales are obviously debt- based (Paschen, 2017).

4.  The distinction between debt crowdfunding and equity crowdfunding is not 
made clear enough. Equity crowdfunding includes a plethora of compensation 
models, and not all of them are equity- based (Mollick, 2014).

Considering the considerations above, we propose a two- dimensional classifi-
cation of compensation models based on the following criteria (Fig. 1).

1.  Nature of compensation: The nature of compensation could be intangible (non- 
material benefits), tangible, non- monetary (products and services supplied by 
the crowdfunded project), and monetary.

2.  Value of compensation: The value of compensation could be pure donation (no 
compensation), partial donation (backers receive compensation, but its value 
is below the amount of financial support provided by backers), equal exchange 
(the value of compensation is equal to the value of funding) and positive com-
pensation (the value of compensation is higher than the value of funding). It is 
essential to avoid confusion between the value of compensation and sufficiency 
of compensation. Even if the value of compensation is below the value of the 
backer’s contribution, it may be seen as sufficient by backers.
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Figure 1. Two- dimensional classification of models of compensation

The list of compensations given in Figure 1 is obviously not exhaustive. The 
features of Figure 1 are enumerated below:

1.  One cell has been intentionally left blank (indicated by question mark). To the 
best of my knowledge, there are no crowdfunding projects that offer a partial 
monetary compensation to funders (which obviously does not mean that such 
projects may not exist). Indeed, from the financial point of view, it is not logical 
to offer backers less money than the amount they have paid. Partial compen-
sation for donation mostly represents an expression of social value, which can 
hardly be achieved through money transfer. Projects based on partial donation 
generally use partial intangible or tangible non- material compensation.

2.  In terms of funds, pure donation does not mean absolute freedom of use of money. 
Non- commercial ventures supported by backers typically publish reports with 
evidence of correct use of funds received via donation crowdfunding (Meyskens 
& Bird, 2015).

3.  Both intangible value and tangible non- monetary value represent a reward (Zhao 
& Ryu, 2020). Thus, crowdfunding models based on these types of compensa-
tions can be described as reward crowdfunding.
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4.  Unlike tangible and monetary value, intangible value can be delivered to 
customers (at least partially) even before the crowdfunded venture becomes 
operational. A list of funders can be published on the project’s website before 
the venture starts delivering the products and services it was set up for.

5.  An intangible token of gratitude may be a “thank you” letter to the backer or 
a mention of the backer’s name on the list of funders on the project’s website 
(Zhao & Ryu, 2020). In other words, it conveys little material value. It is mostly 
an expression of social value. The same is true for tangible tokens of gratitude. 
They are small material objects which are valued for their social meaning. They 
commemorate the fact of participation in crowdfunding. If the entrepreneur 
chooses to use this model of compensation, he/she should thoroughly select a 
reward that will be valued by the community.

6.  Intangible services represent actions that create value for backers. This value is 
intangible but can be a source of income (for example, promotion of backer’s 
projects – the crowdfunded venture can put a link to the backer’s website on its 
own internet page.

7.  It is extremely difficult to make a precise distinction between an equal exchange 
and a commercial transaction in case of intangible compensation. This is why 
these two cells are merged into one.

8.  The relationship between the entrepreneur and the backers in case of delivery 
of a standard product or a product with additional value represents a pre- order 
(Zhao & Ryu, 2020). Backers are customers who pay for the product that will 
be delivered in the future. This type of crowdfunding will be referred to as pre- 
sales crowdfunding (or simply pre- sales).

9.  Standard product corresponds to a standard delivery without specific financial 
or non- financial terms. It means that backers have no privileges in comparison 
with other customers, the only advantage that the backers may receive is to be 
the first one to get the product. Other customers will be served only if there 
are some products left. Contrarily, in case of a product with additional value, 
backers get some benefits for example, a discount or a product with additional 
features etc.

10.  A backer may get intangible, non- monetary and monetary compensations at 
the same time. It analyzes real benefits as more complicated. This combination 
of benefits is typical for reward crowdfunding, where tangible value is often 
supported by intangible ones in order to create additional value for backers. 
The goal of entrepreneurs is to design an effective combination of these types 
of compensations.

11.  Different types of compensation can be used for different groups of backers 
within the same crowdfunding project (Meyskens & Bird, 2015; Tomczak & 
Brem, 2013). The entrepreneur has to pay attention to the composition of the 
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compensation portfolio in order to raise enough money and to provide backers 
with sufficient value without taking too high obligations. The term “hybrid 
crowdfunding” should be used to denote the models of crowdfunding described 
in pages 11 and 12.

It is important to highlight that the types of compensation described above are 
no more than just promises by project initiators. If a project announces a model of 
compensation for its backers, it does not mean that backers will indeed obtain this 
value as backers support projects that do not exist yet. Therefore, there is a risk of 
non- delivery of value (Renwick & Mossialos, 2017).

4. BUSINESSES ON DEMAND

The change in the model of financial interactions generated by crowdfunding 
inevitably leads to a profound transformation of relations between customers and 
businesses. However, the analysis of this phenomenon is missing from the literature.

Within the traditional model of customer- business relations customers are seen by 
entrepreneurs as a source of cash flows generated by more or less occasional purchases. 
Crowdfunding creates closer ties between customers and businesses and transforms 
customers into providers of different resources such as finance or expertise etc. Both 
backers and customers who do not provide direct financial support, participate in 
product development, project promotion etc. This new role of customers clearly 
demonstrates that crowdfunding is indeed a part of crowdsourcing as crowdfunding 
campaigns are often complemented by explicit or implicit crowdsourcing. Within 
this new model of business- customer relationship, customers are not just passive 
buyers anymore, they are active support providers for business ventures. However, 
the change in role of customers from the point of view of business is not the only 
change. The role of business from the point of view of customers also underwent 
a profound transformation, especially in the case of pre- sales crowdfunding. This 
shift was not analyzed in the literature on crowdfunding.

Due to pre- sales crowdfunding, customers declare their intention to buy the prod-
uct before its actual production, and sometimes even before the company that will 
produce this product is set up. The customer confirms this intention by funding the 
project initiator. In many cases, these customers plan to continue their cooperation 
with this company after the initial delivery. They are ready to be constant users of 
this venture’s product.

It means that customers do not just pre- order the product. They pre- order (if this 
term can be used in this situation) the company itself, as both the company and the 
product it plans to launch do not exist yet. Providing a project with financial sup-
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port, customers initially participate in the organization of business and not just in 
product funding. The company is set up on demand to satisfy backers’ needs in the 
product it promises to produce. Customers become active stakeholders in business 
ventures. This new role of backers is transparent in the case of cultural projects 
such as events, venues, movies, etc. As these projects are products at the same time; 
along with the feature that when the product is delivered, the project is over. When 
backers support a project, they simultaneously support its unique result. However, 
in the case of ventures this new relationship between entrepreneurs and backers is 
less visible because backers get a one- time reward while the venture is planned to 
exist for an unlimited period of time.

Backers in many cases plan to continue buying products of this venture as 
the venture meets their needs. This customer- venture relation continues, as other 
companies present on the market cannot satisfy their demands. So, the delivery of 
rewards does not mean that the cooperation between the venture and its backers 
stops. Furthermore, the delivery of rewards may be a long process, as in the case 
of educational ventures – courses provided as rewards may take a long period of 
time. Moreover, crowdfunding is often combined with donation crowdfunding (pure 
or hybrid). But even backers who donate in many cases, become customers of the 
venture when it is established. They could not contribute above the minimum level 
during the crowdfunding campaign for different reasons, but they are interested in 
using the venture’s products and services.

Even if backers do not plan to continue buying products from the venture, the 
venture should be established in order for rewards to be delivered. This supports the 
view that the venture is set up on demand and simply continues servicing customers 
after the initial delivery of rewards.

As crowdfunding is often combined with crowdsourcing, customers not only 
support ventures financially but can also influence the project’s product strategy to 
adapt the product’s characteristics to their requirements and preferences (Butticè & 
Noonan, 2020). This influence further strengthens the role of pre- sales crowdfunding 
as a tool for setting up businesses on demand.

The concept of an on- demand economy is often used to analyze the contemporary 
model of consumption (Frenken & Schor, 2017). However, this concept is mostly 
applied to the possibility of instant access to products or services a customer is in-
terested in, which is generally provided by digital platforms. I propose broadening 
the concept of an on- demand economy by including the idea of business on demand 
(Table 1). These considerations demonstrate that customers do not play a passive 
role in relations with businesses anymore. They are active resource providers and 
active stakeholders who participate in setting up businesses, whose products and 
services they are interested in (Figure 2).
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Table 1. Structure of on- demand economy
On- demand economy

Type of on- 
demand economy

Product on demand Business on demand

Nature Instant access to products that 
customers are interested in (without 

actual ownership)

Possibility to support businesses that will 
supply products or services that customers are 

interested in

Organizational 
basis

Platform economy Pre- order crowdfunding (for new businesses)

Figure 2. Evolution of customers within reward (pre- sales) crowdfunding

The role of customers within reward (pre- sales) crowdfunding evolves in two 
directions. One direction proceeds from passive purchases of products offered by 
existing companies to participation in setting up new ventures that will provide them 
with products they need. Second direction proceeds from being a source of cash 
flow from sales to becoming providers of resources for company’s creation and for 
development of new products i.e., initial investments, expertise, or promotion etc. 
Within this new role customers have an active voice in development of the crowd-
funded venture’s products.
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The active role of backers is confirmed by a fascinating phenomenon that can 
be described as inverse crowdfunding. Customers contact an existing venture and 
ask it to start a new project, promising their financial support for it i.e., customers 
express their readiness to become backers for this project. On the basis of these re-
quests, businesses can identify projects that are worth launching. This phenomenon 
is primarily implicit and non- institutionalized. There are no places where backers can 
publish such requests, therefore they contact existing ventures personally. However, 
this phenomenon shows that customers can push businesses towards new projects 
and that they are ready to pay for them.

Within this approach, the coordinating nature of crowdfunded venture is apparent. 
These ventures do not simply act as producers, they function as private governments 
(Ménard, 2004). They coordinate backers’ resources in order to satisfy backers’ 
needs. One can say that backers vote financially for the election of the crowdfunded 
venture as an agent that will produce products or services for their needs. Backers 
are ready to provide this agent with additional resources beyond funding in order to 
ensure the compliance of the final product with their needs, expectations, and values 
(Butticè & Noonan, 2020). Backers will insist on taking their opinions into account, 
and ventures normally provide their backers with tools for that. Such backers- driven 
ventures can hardly be described as traditional capitalist firms as they bear strong 
similarities with consumers’ cooperatives. This quasi- cooperative nature can be 
considered as a distinctive feature of crowdfunded businesses, particularly based 
on reward crowdfunding.

5. DISCUSSION

The concept of ventures on demand may have interesting implications for both 
theory and practice. Theoretical results represent a contribution to the growing lit-
erature on crowdfunding and a development of the theory of entrepreneurship. The 
crowdfunding theory, the concept of ventures on demand helps to identify one more 
distinctive feature that could help to differentiate reward (pre- order) crowdfunding 
from pre- order from existing companies. In the case of pre- order crowdfunding, 
backers finance the venture not the product. The contribution to the theory of en-
trepreneurship consists in the demonstration of the new model of relations between 
customers and entrepreneurs in the era of digitalization. Before the emergence of 
crowdfunding, entrepreneurs had to take two consecutive steps. First, they had to 
convince potential investors of viability of their future ventures. After this, when 
the venture starts operations entrepreneurs have to promote the product among the 
target audiences. These steps were separated over time, which increased entrepre-
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neurial risks. Reward crowdfunding combines these two steps into one, as backers 
and customers are represented by the same community.

Entrepreneurs can now get information about the commercial prospects of their 
ventures along with financial support i.e., the support represented by pre- orders. 
So, entrepreneurs have to sell to customers (backers) not just the product itself but 
the concept of the venture they are pitching in. The appeal of their idea is directly 
represented to customers, and not to external investors. This entails that the venture 
is set up in response to customers’ needs. This transformation of relations helps to 
better satisfy customers’ demands. It is also beneficial for customers as this new 
model of relations substantially reduces entrepreneurial risks due to the absence of 
delimitation between two key stakeholders of the entrepreneurial ecosystem i.e., 
backers and customers. Furthermore, merging the two steps of venture development 
into one has eased and transformed the whole process of business initative and 
business marketing.

6. CONCLUSION

Crowdfunding became a game changer allowing projects and ventures with no 
access to traditional sources of finance to really take shape. This new form of financial 
relations in an era of digital technologies profoundly transformed the whole system 
of interactions between entrepreneurs and backers, leading to the emergence of the 
phenomenon of ventures on demand. Ventures on demand fill an important gap in 
the cultural entrepreneurial ecosystem, providing customers with a possibility of 
a higher level of satisfaction of their needs, while entrepreneurs can substantially 
reduce their risks. Possible directions of future research may include developing 
useful tools to regulate relations within venture on- demand projects so that both 
sides (backers and entrepreneurs) can collaborate efficiently.
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quality of the resource base. The paper aims to propose the decomposition of the 
coefficient of the sustainability of economic growth for the petrolium companies. 
The calculations were carried out for the major Russian petroleum companies in 
2012- 2020. It was revealed that there are two main drivers for the changes in the 
coefficient mainly connected with the capital and profit ratios. The results of the 
study justify the complex evaluation of the factors of the companies’ development, 
as well as the formation of suitable managerial decisions. It is possible to increase 
the coefficient of sustainability of economic growth within the framework of man-
agement activities in different ways.

NOVELTY STATEMENT

This chapter introduces an innovative approach to decomposing the sustainability 
of economic growth (SEG) in the oil and gas sector using the chain substitution 
method. The analysis, applied to major Russian oil and gas companies, offers a new 
diagnostic framework for enhancing the efficient use of equity capital. This chapter, 
by identifying key performance drivers, offers actionable insights for enhancing 
financial strategies and lays the foundation for automated evaluation tools applica-
ble across industries. This method's applicability and practical recommendations 
contribute to both academic literature and industry practices.

1. INTRODUCTION

As many markets are currently undergoing a digitalization process, this presents 
new problems and challenges for industries and society. As the technical and tech-
nological side of digitalization advances, there is an increasing demand for precise 
algorithms that would help to assess a company's performance in various spheres. Oil 
and gas businesses operate as one of Russia's most influential sectors. The necessity 
to solve the issues of the oil and gas companies is defined by the high dependence 
of the country’s economy on the oil and gas revenues, the presence of financial and 
technological sanctions, as well as the need to meet the requirements of the decar-
bonization process (Filimonova et al., 2020). The assessment of the performance 
of companies operating in the oil and gas industry allows for the identification of 
major trends in their evolution, as well as key opportunities and challenges. The 
statements of financial performance indicate the responses of enterprises to the 
ongoing fluctuations in the economic environment (Dubolazov et al., 2021). This 
approach employs a variety of economic indicators, coefficients, and methods to 
analyze these results, allowing for the identification of problematic patterns resulting 
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from companies' lack of preparedness for specific market alterations. Thus, smart 
company management activities not only help to achieve the goal of minimizing 
the negative impact of the problem, but also to build specific scenarios in case of a 
repeat of the changes that have taken place in the market.

Economic indicators allow for the assessment of the performance of mining 
companies (Kozlov et al., 2017). With their assistance, it is possible to review the 
enterprise's results for a certain period in general, as well as the performance of its 
elements (Abushova et al., 2017). Each company chooses its indicators based on 
operational experience and industry specifics. The wrong choice can lead to stra-
tegically unfavorable consequences, such as lack of growth prospects, bankruptcy, 
etc. (Sokolitsyn et al., 2019). To avoid such situations, it is necessary to understand 
the characteristics of each indicator. Furthermore, the environmental policies of 
various countries have presented oil and gas companies with new challenges in 
recent decades (Orazalin & Mahmood, 2018). The optimal capital structure of a 
company has long been studied. A certain share of borrowed capital in the over-
all structure allows companies to grow faster; therefore, in those years, the main 
research interest was the question of the share of borrowed capital (McConnell & 
Muscarella, 1985). Over time, researchers began to distinguish other components 
in the structure, particularly those associated with the emergence of new financial 
instruments (Wanke et al., 2019).

The capital structure of companies in the oil and gas industry is a topic of grow-
ing interest among researchers (Ahmed & Sabah, 2021). This structure reflects the 
company's activities, policies, and other operational decisions. It serves as a key 
indicator of sustainable development, providing business owners and investors with 
insights into the organization’s performance (Warszawski, 1996). In the oil and gas 
sector, key factors influencing capital structure formation include the size of the 
enterprise and sustainable development parameters (Hashmi et al., 2020). This re-
lationship arises because major players in the oil and gas market tend to have lower 
bankruptcy risks, making them highly attractive to lenders (Hamam et al., 2020). 
Additionally, large oil and gas companies often benefit from state support and im-
plement favorable dividend policies, which further increase their access to borrowed 
funds (Kim & Choi, 2019). Russian oil and gas companies exhibit unique character-
istics due to the structure of the national economy (Ishuk et al., 2015). Companies 
frequently use decomposition analysis to assess the contribution of specific factors 
to their efficiency. More recently, Kim and Patel (2017) decomposition has been 
applied to study the impact of employee stock ownership on firm performance and 
the effect of subsidiaries on overall company outcomes, among other applications 
(Ma et al., 2013). This chapter aims to propose and calculate the decomposition of 
the coefficient of economic growth sustainability, with a focus on Russian oil and 
gas companies' development. This analysis will allow for a comprehensive evalu-
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ation of the factors driving these companies' growth and support the formation of 
informed managerial decisions.

1.1 Capital Structure in the Oil and Gas Industry

Financial capital is perhaps one of the most influential factors in the oil and gas 
industry, determining companies' stability, growth, and overall sustainability (Kim 
& Choi, 2019). Capital structure, in simple terms, is the proportion of debt and 
equity that a firm employs in its venture. It is crucial to seek the most appropriate 
proportion of the two components for a company’s financial stability. The degree to 
which this balance holds varies depending on the size of the company, the market 
forces, risk profiles, as well as access to external capital equity in the oil and gas 
sector (Liu et al., 2023). The financial data analysis revealed that oil and gas compa-
nies heavily depend on debt, likely due to the high capital intensity of this industry. 
Exploration, extraction, and infrastructural investments are capex- intensive, and to 
fund these projects, many firms turn to debt. However, the high use of debt may 
lead to increased financial risk, especially when market conditions are unfavorable, 
such as low oil prices. Therefore, it is crucial for companies to keep close track of 
their debt- to- equity ratios so as not to over- leverage themselves and face problems 
with solvency (AlimoradiJaghdari et al., 2020). Equity capital, on the other hand, 
helps to minimize financial risk because it enables business organizations to finance 
their operations without obtaining loans from financial intermediaries. To recap, 
effective equity financing has the key advantage of increasing a company's financial 
performance by decreasing its capital cost (Ahmed & Sabah, 2021). Furthermore, 
investors and creditors tend to view firms with higher equity levels favorably, as 
they can readily raise additional capital from the market when necessary. This is 
especially true in the oil and gas sector, where fluctuating underlying commodity 
prices often result in huge hurdles.

Sustainable development is a fourth dimension that has an impact on the capital 
structure of the oil and gas companies. Over the past few years, there has been a 
growing concern about the evolution of business models based on ESG concepts. 
Thus, a number of firms worldwide have included the sustainable development 
goals in their financial planning. According to Villarón- Peramato et al. (2018), a 
company's capital structure plays a crucial role in determining its trajectory towards 
sustainable development. It serves as a benchmark for determining whether the 
company is headed in the right direction and sets the highest standards for future 
sustainability. Thus, it can be pointed out that the factors influencing the elements 
of capital structure are also influenced by specific economic conditions of the 
Russian oil and gas industry. According to Hashmi et al. (2020), larger Russian oil 
and gas firms receive state aid, which cuts their risk of going bankrupt and makes 
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them less risky for creditors. Such government support, especially regarding the 
dividend policy and the magnitude of these enterprises, stabilizes the companies’ 
capital structure and equity financing (Kim & Choi, 2019).

1.2 Unique Features of Russian Oil and Gas Companies

Some characteristics set the Russian oil and gas industry apart from its inter-
national counterparts. The state heavily invests in the major Russian oil and gas 
companies, highlighting the sector's importance in the Russian economy (Al- Shaiba 
et al., 2019). Such state backing enables these firms to secure a financial base and 
avoid bankruptcy issues, making them more appealing to both domestic and in-
ternational investors. State- owned banks and government promotion of financing 
conditions facilitate the easier acquisition of equity capital (Hamam et al., 2020). 
Also, thanks to the optimal policies, Russian oil and gas companies provide quite 
high dividends, which guarantee stable revenues to shareholders, thus improving 
investors’ attitudes (Kim & Choi, 2019).

A third source of competitive advantage for Russian oil and gas companies lies 
in their size and structure of operation. Some of these companies are vertically inte-
grated, meaning they participate in all aspects of a project, ranging from exploration 
and production to processing and marketing of the product. It helps in overcoming 
operational risks on a large scale and increases efficiency, giving these organizations 
a competitive advantage in global markets (Khoso et al., 2022). Furthermore, be-
cause these companies play a significant role in the national economy, many of them 
establish strong relationships with financial institutions. These institutions provide 
them with favorable lending rates and other financial conditions that other industries, 
particularly small and mid- sized ones or those less significant to the economy, may 
find unattainable (Ishuk et al., 2015). The political influence of Russia, the world's 
largest supplier and exporter of oil and natural gas, also contributes to the capital 
structure of these firms. State participation, along with the industry's export orien-
tation, ensures that Russian oil and gas companies have access to both equity and 
debt funds, which are key sectors. These aspects of Russian oil and gas companies 
are somewhat understandable, as they help the latter remain financially sound and 
are an integral part of the national economy, making them investors' darlings.

2. LITERATURE REVIEW

The capital structure of oil and gas companies, particularly in the context of eq-
uity capital, is a widely studied subject due to the unique financial and operational 
challenges these companies face. In the broader context, the literature on capital 
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structure is deeply rooted in theories of corporate finance, especially the trade- off 
theory, pecking order theory, and agency cost theory, which explain how companies 
decide on the mix of debt and equity. This section reviews the existing literature on 
capital structure in the oil and gas industry, focusing on the factors that influence 
financial performance, the role of state support and governance, and the implications 
of sustainable development on financial strategy.

2.1 Factors Influencing Capital Structure 
in the Oil and Gas Industry

Hence, the capital structure of the oil and gas companies depends on certain 
factors that define the credit and non- credit balance of the financing. The industry 
is a high- risk industry primarily because it works in a capital- intensive structure 
and requires large- scale capital outlay for exploration and extraction, infrastructure 
development, and technology upgrade (Kim & Choi, 2019). Therefore, the selection 
of the appropriate capital structure may be complicated and specific for the oil and 
gas companies. Some of the factors that affect the capital structure in these firms 
include market factors, size of the firms, their risk characteristics, tax effects/im-
pact, and external finance constraints. The fluctuating price of oil and gas is one 
of the influential causes that impact the capital structure decisions of the oil and 
gas companies (Liu et al., 2023). The market for oil is very sensitive to changes in 
supply and demand forces, political risk factors, and economic factors. If the price 
of oil rises, then it is expected that companies will continue with their operations 
and activities and also increase borrowing in order to finance their investments. 
Nonetheless, during periods of declining prices, the companies with high levels of 
debt become vulnerable to some extent to financial risk as the companies’ capacity 
to pay off such debts decreases in proportion to the declining revenues; therefore, in 
the operation of oil and gas companies, the debt- to- equity ratio should be controlled 
in order to avoid high financial risks due to fluctuations in prices. This means that 
there is stability in the capital structure so as to reduce the instances of insolvency, 
especially during a period of unstable markets.

Another factor that may influence the capital structure of the firms operating in 
the oil and gas industry is the size of the company. Larger firms, especially those 
with vertically integrated structures and a large asset base, are better placed in terms 
of market access and cost of capital than their counterparts in the small firms. Such 
large oil and gas companies are also seen as less risky credit risks in the eyes of 
lending institutions as well as investors due to their size, market power, and diver-
sification of revenue sources. Hashmi et al. (2020) also identify that bigger firms 
have the least probability of bankruptcy and further improve access to credit at less 
cost and better leverage ratios. Also, these firms are characterized by economies 



207

of scale, which reduce costs and increase profitability, thus enhancing a good bal-
ance between debt and equity financing. Another important factor that determines 
the capital structure of the oil and gas companies is tax factors. Interest on debt is 
tax- allowable in many countries, which implies interest taxes act as a shield that 
reduces the overall tax expenses for companies with large debts. Khoso et al. (2024) 
noted that this tax- induced advantage means that firms deploy debt to finance their 
working capital needs since the cost of capital for such firms is cut down. But at 
the same time, I should note that the same debt can be a source of meaningful tax 
shields and that even operational leverage can be rather dangerous in a period of 
low profitability. Oil and gas companies have to, therefore, balance the tax shield 
against the implications of higher leverage.

Another strategic factor that is evaluated when determining the capital structure 
is risk management. Market risk, operational risk, environmental risk, and geopo-
litical risks are some of the risks that are associated with the oil and gas industry. 
It was carried further to discuss that high- risk firms prefer equity financing rather 
than debt to avoid financial distress in bad macroeconomic conditions. Ahmed and 
Sabah (2021) further posited that equity capital can act as a financial buffer that 
can absorb any unfavorable market situation since it does not contain a fixed date 
for repayment like the debt capital. On the other hand, risk- lower companies may 
go for more leverage by opting to adopt high debt levels due to secure cash flows 
to maximize returns on investment. Last but not least is the availability of external 
financing, which is also relevant to the capital structure. It is important for oil and 
gas companies to obtain a large amount of capital for capital- intensive projects such 
as drilling more wells or constructing pipelines; this can be in the form of debt or 
equity, which is determined by the financial health status, credit rating, and relation-
ship with financial institutions. This is consistent with the assertion that companies 
in a good financial position and high credit rating have easy access to debt at lower 
costs and hence are able to sustain high leverage. On the other hand, firms, which 
have weak access to debt instruments, tend to use equity instruments as the means 
of financing the capital requirements (Hamam et al., 2020).

2.2 State Support and Corporate Governance 
in Russian Oil and Gas Companies

The two main areas that affect the choice of capital structures in oil and gas 
companies include state support and corporate governance, with particular reference 
to the Russian oil and gas industry. The main sector of the Russian economy that is 
receiving large state support is the oil and gas industry, and this support enhances 
the financial robustness of the firms and the minimum risk of their bankruptcy. Such 
state support can be in various forms, such as preferential credit from state- owned 
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banks, subsidies, and other forms of favorable regulatory backdrop (Shiobara, 2006). 
A Russian company gets equity capital more easily through state- backed financing 
on account of the fact that they are sheltered from equalities of market volatility. 
However, there are other factors as well in the determination of the capital structure 
of the oil and gas industries, some of which include corporate governance and state 
support. Effective corporate governance approaches, for instance, accurate financial 
disclosures, an efficient board of directors, and the implementation of powerful risk 
management systems can foster a corporation’s performance and capacity when it 
comes to attracting investors (Thurner & Proskuryakova, 2014). That is why compa-
nies with efficient governance policies have a higher potential of keeping the proper 
capital structure, which is regarded as a significant factor affecting the company’s 
financial risks. Further, efficient firms can mitigate agency costs and hence enhance 
their capital markets and the cost of financing (Buck, 2003).

That is why the role of state support and its influence on the system of corporate 
governance is especially acute in the situation with Russian oil and gas companies. 
Yakovlev (2008) highlighted that the industry is largely filled with state- owned 
enterprises; he stated that, as a result, Russian corporate governance in oil and gas 
industries is highly dependent on government involvement. This type of governance 
structure can therefore have a direct impact on the capital structure, bringing either 
benefits or otherwise. On the one hand, it is evident that government intervention 
makes available financial resources that do not expose firms to the high risk of 
bankruptcy. On the other hand, the high extent of state control may reduce the 
freedom that these firms have in making their own financial decisions, which may 
result in inefficient capital structures. Like the Western majors, Russian oil and 
gas companies also reap bonuses of steady dividend support from the state. These 
policies render the companies more appealing to equity investors since they are as-
sociated with reliable and certain cash flows. Based on the work of Adachi (2010), 
the ability of Russian oil and gas firms to depend on state support and the statutory 
policies that encourage favorable dividends ensure the firms have a sound capital 
structure that employs most of the equity financing. This stability is especially rel-
evant for the companies working in the oil and gas (O&G) sector, which is known 
for its fluctuations.

2.3 Impact of Sustainable Development on Capital Structure

Specifically, sustainable development has emerged as a significant factor con-
cerning capital management of oil and gas organizations since such entities have to 
adapt to several dominant ESG factors (Adachi, 2010). The shift toward sustainable 
development on the international level, especially in the aspect of decreasing green-
house emissions and switching to green energy, has a major impact on the business 
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planning strategies of the oil and gas industries (Feng et al., 2018). This shift has 
forced a change in perspective regarding the level of debt and equity financing 
those firms will be able to undertake since achieving sustainable development goals 
entails the need to invest in costlier new technologies and structures. Arguably, the 
oil and gas sector is capital- intensive, and this complicates one’s ability to fully 
appreciate the notion of sustainable development in this particular domain (Bogan, 
2012). To enhance sustainability performance, such as providing clean energy, de-
creasing carbon emission rates, and increasing energy density, firms are mandated 
to incur high capital expenditures. Such investments require the careful regulation 
of the capital structure; firms need to ensure they have access to enough capital, 
but at the same time it should be sustainable. Villarón- Peramato et al. (2018) also 
state that capital structure can also act as a reference for sustainable development 
because companies with the right balance ratio of debt to equity sources have the 
advantage when targeting investors who take into account CSR factors. Research 
shows that those firms that engage themselves in reporting on sustainability are in 
a better position to access equity financing from socially conscious investors who 
are always on the lookout for stable and healthy investments.

The change of focus to sustainability has also impacted the cost of capital for the 
oil and gas companies. Thus, firms with well- developed ESG profiles are expected 
to have a lower cost of borrowing and better funding accessibility since they present 
less risk for investors and financiers. Kim and Choi (2019) see that such sustain-
ably oriented companies are valued more and can attract funds more effectively, 
including both debt and equity funds. This has important implications for the capital 
structure decisions because the companies that follow a sustainable development 
strategy can decrease their reliance on debt and increase the equity, thus reducing 
the overall financial risks associated with the increases in leverage (Aibar- Guzmán 
et al., 2022). But the process of attaining these sustainability objectives alongside 
the management of capital structure can be very complex for most oil and gas firms. 
Debt financing has for long been embraced by the industry considering the fact that 
exploration, production, and infrastructure investment often involve large sums 
of money. On the one hand, debt can be advantageous in that it offers tax- shield 
benefits, which is a type of operating cash flow, and often overrides the cash flow 
disadvantage derived from excessive leverage. On the other hand, a high level of 
debt leads to financial risk and constrains a company’s ability to invest in sustain-
able development. AlimoradiJaghdari et al. (2020) argue that for companies in the 
oil and gas sector, there is the need to find the right proportions of debt to equity 
so that the company can have the required funding to finance long- term projects 
on sustainability without having to load its balance sheet with too many liabilities.
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However, besides the financial obstacles, there is the regulatory burden, which 
forces the oil and gas companies to consider other, more sustainable means of 
operation. To curb emissions of greenhouse gases and encourage the use of clean 
energy sources, governments and other regulatory agencies in different parts of the 
world are tightening their environmental standards. This sort of regulatory climate 
has put pressure on oil and gas industries to develop and procure new technologies 
as well as infrastructure that most of the time entails large amounts of capital outlay. 
According to Ahmed and Sabah (2021), affordable capital, appropriately channeled 
to address these new regulations, and a stable capital structure should be achieved 
for organizations’ sustainable growth. In addition, expectations from the investors 
are also placed more on sustainability since the majority of the investors invest in 
businesses that have incorporated the ESG factors in their operations. In response 
to this changing investor attitude, the aforementioned industries have now directed 
their attention to equity funding since equity funders are more receptive to future- 
oriented investments in sustainability projects than debt funders, who are fixated on 
immediate returns. The possibility to mobilize equity capital from investors’ eager 
on sustainable investments is instrumental for the oil and gas organizations, which 
are interested in financing the transition to the low- carbon business model as well 
as decreasing the environmental footprint.

3. MATERIAL AND METHODS

The coefficient of sustainability of economic growth (SEG) is an indicator reflect-
ing the rate of increase in equity capital due to the enterprise's financial results. For 
oil and gas companies, this indicator is the most relevant since there is an objective 
need to increase the return on the use of equity capital obtained from capitalized 
profits and reduce dependence on borrowed funds. Consideration of various meth-
ods of the factor analysis made it possible to choose in favor of the method of chain 
substitutions, which refers to a deterministic model (Qiu et al., 2015). This method 
allows for the determination of the degree of influence of individual factors on the 
change in the value of the effective indicator by step- by- step replacement of the 
value of each factor indicator (driver) by the actual value (Boyer & Filion, 2007). 
The results obtained in this way take into account the change in one, then two, three, 
etc. subsequent factors, while not changing the indicators of other factors.

The model proposed for consideration is an eight- factor model of the sustainability 
of economic growth coefficient calculated according to formula (1).
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  K  seg   =   RE _ WACE   =     ‾ Cap   _ WACE   ×   
 ‾  Cap  a    _   ‾ Cap     ×   

 ‾  Cap  r    _  ‾  Cap  a   
   ×   Rev _  ‾  Cap  r   

   ×   SP _ Rev   ×   EBT _ SP   ×   NP _ EBT   ×   RE _ NP   =  R  1   ×  S  1   ×  S  2   ×  R  2   × Prof ×  R  3   ×  R  4   ×  S  3      (1)

where RE – retained earnings;  WACE  – weighted average cost of equity;   ‾ Cap   
– average total capital;   ‾  Cap  a    – average capital advanced into assets;   ‾  Cap  r    – average 
amount of real capital advanced in assets used for entrepreneurial purposes; Rev 
– operating revenue; SP – sales profit; EBT – earnings before tax; NP – net profit;   
R  1    – ratio of total capital to equity capital;   S  1    – share of capital actually advanced 
into assets in total capital;   S  2    – share of capital advanced into assets, for entrepre-
neurial purposes, in real capital;   R  2    – the rate of return of real capital advanced into 
assets used for entrepreneurial purposes;  Prof  – profitability of sales;   R  3    – the ratio 
of profit before tax to profit from sales;   R  4    – the ratio of net profit to profit before 
tax;   S  3    – share of retained net profit in total net profit. The chain substitutions were 
further transformed into eight indicators of the company’s financial and operational 
performance. The calculations were based on data from the financial statements 
and yearly reports of the seven Russian major oil and gas companies, Rosneft, 
LUKOIL, Surgutneftegaz, Gazpromneft, Tatneft, NOVATEK, and Bashneft, from 
2012 through 2020.

Based on the proposed approach and described data, the SEG coefficient was 
calculated for the major Russian oil and gas companies in dynamics for 2012–2020 
as shown in Table 1. It was revealed that most of the companies follow general 
trends, which are usually defined by external challenges. Critically small coefficient 
values for all companies fell in 2020—the period of a pandemic: the minimum level 
of oil and gas production over the past 10 years, a drop in demand, a strong decline 
in oil and gas prices. Negative values of the indicator in some periods until 2020 
indicate that the companies Surgutneftegaz, Tatneft, and NOVATEK are loyal to 
their shareholders and are not inclined to fully capitalize on their net profit.

Table 1. The SEG coefficient for the Russian oil and gas companies
Company 2012 2013 2014 2015 2016 2017 2018 2019 2020

Rosneft 0.13 0.17 0.07 0.09 0.02 0.04 0.08 0.09 - 0.02

LUKOIL - - 0.12 0.06 0.02 0.08 0.12 0.11 - 0.12

Surgutneftegaz 0.17 0.13 0.34 0.21 - 0.04 0.05 0.20 0.02 - 

Gazpromneft 0.17 0.13 0.08 0.07 0.15 0.14 0.18 0.09 0.00

Tatneft 0.14 0.12 0.15 0.13 0.12 0.02 0.15 - 0.03 0.05

NOVATEK 0.17 0.26 0.02 0.09 0.41 0.17 0.16 0.62 0.01
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Company 2012 2013 2014 2015 2016 2017 2018 2019 2020

Bashneft 0.19 0.02 0.03 0.18 0.10 0.36 0.17 0.10 - 0.05

Industry overall 0.23 0.23 0.22 0.18 0.11 0.14 0.23 0.22 0.05

Also noteworthy is the period from 2014 to 2016, in which many companies 
show a steady downward trend in the coefficient. This is due to the imposition of 
sectoral sanctions on Russian oil and gas companies and the decline in oil and gas 
prices (Saitova et al., 2022). Furthermore, the main drivers were calculated based 
on the proposed approach of the chain substitutions of the decomposition of the 
SEG coefficient as shown in Table 2.

Table 2. Changes of the elements of the SEG coefficient decomposition of the Russian 
oil and gas companies in 2020

Company R1 S1 S2 R2 Prof R3 R4 S3

Rosneft 1.64 - 0.09 - 17.02 0.22 0.02 5.84 - 0.24 1.00

LUKOIL 0.51 0.18 16.68 0.44 0.03 - 2.59 0.30 7.34

Surgutneftegaz 0.00 - 3.22 0.21 0.11 7.92 0.00 - 

Gazpromneft 0.77 0.10 23.56 0.23 0.03 5.49 0.06 1.00

Tatneft 0.59 - 0.20 - 13.68 0.27 0.17 1.29 0.58 1.00

NOVATEK 0.21 0.89 6.43 0.16 0.06 14.27 0.06 1.00

Bashneft 0.65 0.41 6.28 0.36 - 0.04 4.49 0.13 3.59

For almost all research companies, the largest share of the change of the SEG 
coefficient is explained by the share of capital advancing into assets in total capital 
and the ratio of profit before tax to profit from sales.

4. DISCUSSION

The proposed approach can serve as a diagnostic tool for the problem areas that 
allow for the identification of the drivers of economic growth for each company. 
Moreover, the impact on such drivers will support the improvement of the efficiency 
of using equity capital. It is possible to increase the coefficient of sustainability of 
economic growth within the framework of management activities in different ways, 
such as an increase of the reinvestment ratio, improvement of the level of production 
management and sales of manufactured products, implementation of competent 
control over the financial, labor, and material resources of the company, improving 
the use of fixed assets, and increasing the level of financial independence of the 
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organization. Thus, the following specific proposals for improving the stability of 
the functioning of each studied oil and gas company can be highlighted. For Rosneft, 
it is advisable to influence financial leverage by reducing the share of borrowed 
funds in the capital structure.

To improve the efficiency of using equity capital, LUKOIL's management 
should take measures to increase productivity in the area of the core activities and 
reduce costs by enhancing technologies for the extraction and processing of oil and 
gas. The sustainable development of Surgutneftegaz will ensure the impact on the 
production profitability driver by reducing the cost of production and improving 
its quality (improving production technologies). Companies Tatneft and Bashneft 
should consider revising the dividend policy, which will have an impact on the 
driver of the reinvestment ratio.

NOVATEK has the most significant number of levers. To increase the efficiency 
of using equity capital, the company's management should pay attention to parame-
ters such as dividend policy and production cost. Thus, to improve the efficiency of 
using equity capital, oil and gas companies can usually be recommended to reduce 
dividend payments in favor of reinvesting profits. Overall, the proposed approach 
can be applied to the analysis of the company’s operations in different industries. It 
can serve as a methodic basis for the creation of automatic evaluation tools. How-
ever, it is advisable to combine it with other tools of performance assessment to 
make the results more robust. Moreover, the regular reevaluation of the parameters 
will increase the flexibility and efficiency of the managerial decisions, and due to 
time- consuming calculation, that can be achieved with the application of informa-
tion technologies.

5. CONCLUSION

This study fills a research gap by utilizing an approach to break down sustainability 
indicators for economic growth, which aids in company comparisons. This study 
aids in elucidating the rational investment requirements of oil and gas companies, 
such as the financial resources required for the latest technological advancements 
in field development or comprehensive digitalization. Furthermore, it facilitates 
the assessment of competitive advantages, leading to a more efficient use of equity 
capital. l. By identifying potential issues that may arise due to dynamic changes in 
the economy, senior management can enhance an existing algorithm to highlight 
areas of concern. This would in turn assist in identifying competitive strengths and 
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directing the right financial investment for a particular line of business to match the 
investment with strategic goals for optimized returns.

The oil and gas industry in Russia heavily relies on the recent liberal yet unpredict-
able economic, political, and environmental climate, necessitating the preservation 
of substantial managerial flexibility. The use of equity capital fosters this flexibility, 
enabling companies to quickly adapt to environmental changes, recover any losses, 
and maximize benefits when necessary. To obtain a multi- dimensional picture of 
the company's performance, new approaches to efficiency and competitiveness 
measurement are necessary, complementing existing solutions. If properly imple-
mented, these significant advancements will assist oil and gas firms in operating 
efficiently and fundamentally in response to external pressures, thereby enhancing 
the realization of steady and sustainable growth in the uncertain oil and gas market.
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ABSTRACT

The paper deals with the phenomenon of public policy and conditions of its forma-
tion through the contractual choice. Purpose of the research is to characterize the 
process of involving the target audience in the communication of non- profit orga-
nizations in social networks from the point of view of digitalization tasks. Research 
objectives are to determine a set of methods and tools in the media communication 
practice of working with the audience in social networks to increase the degree of 
involvement of the target audience in communication; to characterize parameters of 
audience reflection in various digital systems for its impact on engagement. Authors 
prove the hypothesis that network communication is necessary for providing the 
conventional basis for public policy formation and determines the sustainability of 
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network interactions through the prism of contract choice. In addition, the authors 
determine the need to support the contract choice within the framework of com-
munication of public sphere actors by the mechanism of their involvement in the 
digital communication process.

DESCRIPTION

This study presents an innovative approach by exploring the crucial role of 
participation in network communication as a determinant of sustainability within 
public policy frameworks. Unlike previous research that primarily focused on 
technological or infrastructural aspects, this study uniquely emphasizes the social 
dimension, particularly the participatory dynamics that contribute to the long- term 
viability of network communication systems. By integrating contemporary theories 
of public policy formation, the research identifies vital conditions that enhance 
sustainability, providing valuable insights for policymakers and stakeholders in the 
evolving digital landscape.

1. INTRODUCTION

Network communication sustainability is an urgent and essential issue that ad-
dresses the modern needs of digital society's functioning, as it impacts the stability 
of information exchange between various entities in a globalized world (Nielsen & 
Thomsen, 2011). Economic transactions, interpersonal communication, and gover-
nance processes increasingly depend on digital networks; thus, robust communica-
tion systems must be constructed to maintain uninterrupted operations (Dlouhá et 
al., 2018). Sustainable network communication requires the ability of the network 
platform originations, hardware, software, and human resources to adapt to new 
demands without necessarily raising new demands on the network's functionality 
and response (Zutshi & Creed, 2018).

Further, the sustainability of network communication cannot be solely technical; 
it should also follow economic and social parameters. Some of the critical objectives 
of economic sustainability involve efficiently managing resources to ensure that 
networks can run effectively without compromising their utilization of resources, 
such that costs are being cut and numerous environmental effects are visible (Ma-
monov et al., 2016). While technical sustainability deals with making the network 
technology sustainable for communication and Internet Service Providers, social 
sustainability is concerned with facilitating access to communications networks 
by all society players to the technology, ensuring that the digital divide is closed. 
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These aspects are essential because vagaries in entry can give birth to substantial 
socio- economic divides, especially in less developed areas.

Public policy plays a pivotal role in promoting the sustainability of network 
communication by setting standards, providing incentives for innovation, and 
regulating practices that could harm the long- term viability of communication 
systems (Laužikas & Miliūtė, 2020). Policies that encourage investment in sus-
tainable technologies and practices are essential for maintaining the integrity and 
resilience of network infrastructures over time. As the digital landscape continues 
to evolve, the importance of sustainable network communication will only increase, 
necessitating ongoing attention from policymakers, industry leaders, and the public. 
Public policy significantly influences the sustainability of network communication 
mainly through the formulation of policies on sustainable communication standards, 
encouragement of innovation and policies against practices that are detrimental to 
the achievement of sustainable communication (Dlouhá et al., 2013). Support from 
policies that foster the usage of sustainable assets and methods is vital in ensuring 
that the twenty- seven networks' infrastructures are sturdy and sustainable in the long 
run (Laužikas & Miliūtė, 2020). Hence, conveying concepts of sustainable network 
communication will be critical as flexibility in the digital space grows, prompting 
stakeholders such as policymakers, business professionals, and society to pay more 
attention to the issue.

1.2 The Role of Public Policy in Network Communication

Public policy is also very significant in the development and implementation 
of the networks of communication, especially in aspects like the improvements in 
the technology of the communication network, aspects of accessibility and equity 
of the networks of communication, as well as the sustainability of the networks of 
communication (Bauer, 2010). The governments of nations across the globe have 
realized that proper communication is a crucial element in any nation's security and 
economic development and to make sure that the society in question is well united 
and thus have put in place policies aiming at proper development and management of 
these channels. Communication regulation forms a large part of the interface policy 
in the networking sector. It is imperative because regulatory frameworks exist for 
properly functioning communication networks, equal opportunities for the companies 
involved, and banning monopolistic access to specific channels (Spulber & Yoo, 
2005). For instance, net neutrality policies are implemented to make it impossible 
for Internet service providers to act in ways that limit access to content or particular 
services, thereby preserving the competitive dynamics of the Internet (Park et al., 
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2016). They make innovative solutions possible and enable all immediate users of 
the resources to have equal opportunities for their use.

Other public policy areas have contributed to supporting the development and 
establishment of advanced communication networks. Governments usually subsidize 
and encourage installing broadband- speed Internet and other technologies, especially 
in remote or rural areas (Whitt, 2003). These policies are essential for reducing the 
digital divide and enabling all of its citizens to have the appropriate technologies 
that will allow them to engage in the digital market. Another way that it impacts the 
network is through the setting of policies and frameworks that determine standards 
and standard practices. The world governments and the international bodies set the 
formalisms for different networks to be compatible and secure. These standards are 
essential for international communication processes and for users' privacy protection 
and secure data transmission (Koch- Baumgarten & Voltmer, 2010).

However, another area of interest in the public policy of network communication 
is how it helps society deal with future issues like cybercrimes or data protection. 
With the growth of complexity in the communication networks, there is also the 
growth of the network's susceptibility to cyber threats and data incursions (Crozier, 
2007). Government intervention is vital since it creates policies that provide guide-
lines for protecting essential infrastructures and personal data and builds confidence 
in digital communication. Some policies that governments have set for security are 
the policies that require companies to conduct security assessments frequently and 
put efficient encryption mechanisms into practice, which can be considered as an 
example of how governments attempt to protect network communication (Howl-
ett, 2009). Besides, it is essential to acknowledge that public policy is crucial in 
increasing cooperation between the public and the private domain, especially in 
developing various activities and projects. The difficulties that come with network 
communication have further been acknowledged by many governments, meaning 
that it will only be in the capability of the public sector to handle it with others. 
Thus, the search for assistance from the private sector has been taken (Nielsen & 
Thomsen, 2011). Outsourcing is a tool that empowers innovations and increases the 
quality and reliability of the services provided by the networks during different crises.

1.3 Importance of Participation in Public Policy Formation

Engagement in policymaking is the defining feature of democracy and the pro-
cess of making laws relevant, efficient, acceptable, and feasible (Holman & Dutton, 
1977). Laypeople and stakeholders must be included in network communication 
flow policies since their consequences impact society. This strategy helps ensure 
that the policies adopted are responsive to the public's needs, issues, and vision 
(Kathlene & Martin, 1991). The two discussed concepts both point to an increased 
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improvement in the exercise of transparency and accountability in the governance 
processes when participatory policy formation is encouraged. Thus, all stakehold-
ers, including the citizens, industry and civil society organizations (CSOs), have 
a ready force to influence policies to ensure they are accepted as legitimate and 
trustworthy. This sense of legitimacy is essential when it comes to the politics of 
the networks, which, among other things, include matters touching on data privacy, 
rights in cyberspace, and equal access (Peng & Tao, 2022). Through engaging the 
citizens in the process, policymakers ensure that the people have confidence in the 
policies that shall be put in place, hence the need to enable communication policies 
to take root and exist for a long time.

In addition, being involved in policy formulation enables policymakers to 
include local knowledge and facts, which are very important when developing 
policies suitable for the local community. It is crucial in network communication 
because the needs and challenges are heterogeneous across various geographical 
regions or socio- economic statuses (Liu et al., 2020). For example, when it comes 
to formulating policies for the provision of actual physical infrastructure regarding 
the development of broadband, consultation with communities will help formulate 
policies that will address problems of relevant sectors in specific areas that lack 
such access. These localized efforts assist in reducing the digital divide, thus in-
creasing other people's access to means of communication. Policymaking with the 
participation of the stakeholders also helps support innovation significantly. Due to 
the engagement of stakeholders from different contexts, such as the governmental, 
industrial, academic and public sectors, aspects of participatory processes enable 
the formation of new ideas and solutions that may not be developed in the manner 
of a more bureaucratic approach to process a solution (Moon, 2020). It applies even 
more to network communication as it constantly develops, and new challenges and 
opportunities are bound to surface as time passes. For instance, inclusive public 
consultations and stakeholder workshops are convenient platforms for radical ideas 
in cybersecurity, digital governance, or infrastructure advancement (Borgia, 2014).

Diversity inclusion also helps in minimizing the consequences of policy failure 
since the decision involves input from all the parties. Hence, the policies and deci-
sions formulated without involving various stakeholders are likely to face opposition 
from other individuals and are bound to have low success rates. On the other hand, 
participatory processes help the policymakers foresee the likely implementation 
problems, shortcomings and other unforeseen issues associated with a policy, hence 
improving policies that would better fit the changing landscape (Berkvens et al., 
2024). In the case of network communication, given the rapid changes in technol-
ogy and the high levels of interest attached to many policies, this capacity proves 
essential to making interventions sustainable and effective.
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1.4 Challenges in Achieving Sustainable 
Network Communication

Organizing sustainable network communication raises several issues, and most 
arise from constant advancements in technology in the field of communication. There 
is still the issue of the digital divide, which results in inequalities in communication 
network access among the deprived groups. This gap is further magnified by other 
socio- economic disparities where the deprived, the poor, and the countryside are 
prone to lack adequate access to broadband speed or any other digital items (Imoize 
et al., 2021). Therefore, the above groups cannot engage in the communication net-
work and the related policymaking, which affects the emergence of a sustainable 
and effective communication network (Nižetić et al., 2020). Other factors, such as 
environmental issues, are significant challenges that affect network communication 
sustainability. The growth of the data centers as a part of information technologies' 
infrastructure has also contributed to the overall energy demand and, thus – to the 
emissions. Indeed, as the usage of digital services increases at exponential rates, 
the environmental impacts of these infrastructures are a worrying factor. The task 
is to regulate the current energy consumption and think about the future environ-
mental consequences of an increasingly growing society using digital technologies 
(Ahmad et al., 2021). Thirdly, there is a very high rate of technological product 
change, which has resulted in the creation of electronic wastes which are difficult 
to recycle, hence causing many setbacks in the management of the technological 
lifecycle in an environmentally effective manner (Singh et al., 2020).

This layer of complexity is underpinned by the increasing sophistication of 
'Network Communication Systems' that are inherently pervasively vulnerable. De-
pending on the complexity of the systems, these reinforce and expand their vulner-
ability to cybercrimes that hamper their stability and dependable nature. Protecting 
these networks demands considerable resources, which proves to be a severe issue 
in pursuing stable, secure lines of communication. Besides, because technological 
advancement is increasingly thrilling and markedly faster than the capacity of 
governance systems to change, governance challenges can thwart the appropriate 
orientation of innovation toward sustainable development (Mondejar et al., 2021).

The second source of complexity stems from the numerous organization mem-
bers' shouldering interconnectivity: network communication. A government has 
its self- interests and the interest of the citizens it serves, while business and CSOs 
have their agendas, which sometimes are opposite, all pulling different ways. Thus, 
reaching a specific consensus about sustainable policies among these diverse groups 
takes work. It reveals a need to coordinate these objectives toward achieving a sus-
tainable digital future, although it is pretty challenging because establishing this 
coordination entails a lot of bargaining and compromise (Ahmad et al., 2021). The 
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challenges mentioned above exemplify that the sustainability of community network 
communication takes work. Solving them requires a complex strategy that will focus 
simultaneously on using technology, protecting the environment, providing equal 
access to opportunities, and reliable regulation. Only in this way can an integrated 
and optimized structural design for network communication systems guarantee a 
secure future.

1.5 The Role of Technology in Enhancing Participation

Technological systems, specifically in the digital age, have considerably changed 
how individuals and corporations engage with others, especially in policymaking 
processes and decision- making systems (Harahap et al., 2023). In this case, using 
technology to encourage mass and real- time participation is one of the primary 
benefits of using technology. For example, users interact in online forums and social 
media and engage in e- governance and many other platforms that have provided a 
broader spectrum of participants access to knowledge and a broader spectrum of 
participants in deliberative arenas that define public policy (Haleem et al., 2022). 
Also, technology has made it easy to get involved with small or high risks due to the 
reduced hurdles. According to Sandi et al. (2021), the use of smartphones, business 
meetings online, and other related digital tools enable individuals to participate in 
policy- related discourse regardless of their location and status compared to a few 
years ago. It has been especially relevant in ensuring that groups that do not usually 
get the chance to participate in policy- making due to their status of being vulnerable 
or minority groups can have that chance. The availability of these technologies has 
also contributed to the increase of more frequent, effective, and protracted partici-
pation as compared to the previous methods whereby people could only participate 
at certain times and places since the ideas could be submitted at the convenience of 
the owners (Lihua et al., 2020).

Moreover, using technology in the participation process makes the whole 
process more transparent and accountable. One realizes the clarity and openness 
when meeting discussions, decisions, and policy drafts are recorded electronically. 
The record allows stakeholders to track the form and weigh in their policymaking 
process (Thunberg & Arnell, 2022). It enables stakeholders to be actively involved 
without having to doubt the process through which their input will be included or 
if their concerns will be met. AI and big data analytics have increased participation 
by allowing comprehensive input analysis from varied stakeholders. He argues 
that these technologies can detect patterns of interest, preference, and concern that 
could be undetected with conventional pattern analysis (Kricorian et al., 2020). In 
this way, the overall stakeholder interest before the policymaker is more accurately 
represented than if a particular stake exerts undue influence. Automated tools also 
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help in individualized feedback and engagement, particularly in increasing the 
relevance of participation calls (Kricorian et al., 2020).

However, important issues that must be considered when using technology to 
increase participation include digital literacy, privacy and the risk of creating a 
digital divide (Kricorian et al., 2020). To increase the effectiveness of technolog-
ical participation, it is essential that all participants be adequately trained for their 
use, and other problems associated with data security should be premised (Morris, 
2023). Thus, although technology can improve participation, it has to be adopted 
wisely and combined with equal opportunities to impact network communication's 
sustainability positively.

2. LITERATURE REVIEW

2.1 Theoretical Foundations of Network 
Communication Sustainability

Network communication sustainability is linked to the general concept of sustain-
able development, which refers to improving human well- being without detriment 
to the future generations' quality of life while considering the social, environmental, 
and economic objectives (Ashrafi et al., 2020). This concept has also been adopted 
for communication networks' sustainability, which concerns the sturdiness and 
effectiveness of the technology or communication networks and its contribution 
towards enhancing long- term social and environmental objectives (Lihua et al., 
2020). A crucial theoretical lens in this regard is socio- technical systems, where 
communication networks are realized as socio- technical systems of flow character-
ized by technical and social elements. This approach underlines that technology and 
society are co- dependent and that sustainability of network communication cannot 
occur solely through technological advancements but might require the engagement 
of multiple, more or less obvious social factors such as regulators, industrialists, or 
the society (Haleem et al., 2022). In this respect, the socio- technical approach also 
attaches significance to the governance element, as the coordination mechanisms and 
rules impact the progression of the technological environment and the distribution 
of access to the means of communication (Ahmad et al., 2021).

Another valuable theoretical assumption is rooted in the line of study known 
as environmental communication, which explores how communication practices 
and technologies shape people's environmental concerns and actions (Singh et al., 
2020). This body of work posits that sustainable communication networks should 
reduce their detrimental impacts on the environment and facilitate people's respon-
sibilities towards the environment (Kantabutra & Ketprapakorn, 2020). Ecological 
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modernization expands the notion by claiming that combining environmental and 
economic objectives through technological progress is possible, given that the 
proper policies and institutional framework are established. Thus, it is possible to 
conclude that the theoretical framework for network communication sustainability 
is based on various socio- disciplinary approaches. It considers the insights from 
studying socio- technical networks, environmental communication, and ecological 
modernization perspectives. Such views imply that sustainability must incorporate 
technology, society, and the environment into a systemic approach.

2.2 The Role of Public Policy in Shaping 
Network Communication

Thus, public policy is a critical determinant of the sustainability and effective-
ness of networked communications systems, especially in today's digital society, 
where networking technologies are essential to social organization. Public policy 
includes rules, resources, and perceptions within societies that define network 
communication systems' design, governance, and usage (Robinson, 2020). Policies 
affect networks most evidently, where the government of a country plays the central 
role in delivering regulation interventions. For instance, the basic policies defining 
the procedures for distributing the spectrums are central in guaranteeing that the 
communication networks will be free from interference. This is especially the case 
with high population density zones such as urban centers where the need for wireless 
communication is most felt (Weible et al., 2020). Sustainable spectrum management 
policies help improve a communications network's ability and dependency, thus 
minimizing network overcrowding and service interruptions.

Furthermore, it is essential to note that equal communication over a network is 
an outcome of public policy. Thus, the policy measures for overcoming the digi-
tal divide, for example, subsidies for the connection of households in areas with 
limited access to the Internet, are instrumental in opening up and developing the 
possibilities of using digital communication technologies for all population groups 
(Tsoy et al., 2021). Such policies underpin principles of social justice and support 
the conversation's sustainable development by encouraging equal opportunities in 
the digital context. Another parameter of the formation of network communication 
is economic stimuli resulting from the activity of public policy. The government 
should provide financial incentives such as tax exemptions, subsidies and other in-
centives to support investments in emerging new communication technologies and 
facilities (Straßheim, 2020). For example, some policies envisage bringing fiber- 
optic networks or 5G technology into an organization that will improve the rate of 
the network communication system in that organization due to the improvement 
in the physical structures (Dunlop et al., 2020). Such policies fuel technological 
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advancement needs and guarantee that networking communication systems effec-
tively meet future needs.

Besides the formal and the economic levers, the public policies for the networks 
are also responsible for defining the ethical and legal boundaries of communication. 
Rules of privacy, data protection, and cybersecurity are necessary for building con-
fidence in Autonomous system numbers (ASNs) based on the technique of digital 
communication (Balog‐Way et al., 2020). These values indicate that users need to 
increase the employability of network communication technologies and the ability 
to optimize their sustainability; however, weak legal protection may prevent users 
from actively utilizing these technologies. Moreover, it is necessary to add that 
public policy can affect the utilization of green technology in network communi-
cation, minimizing the adverse environmental effects of these systems. Measures 
that encourage using energy- proficient data centers, encourage proper disposal and 
recycling of electronic waste, and support using renewable energy sources are es-
sential in lowering the carbon footprint of network communication. By introducing 
environmental suggestions into policy regulations, governments can prevent the 
extension of networking communication systems from hurting the environment.

2.3 Participation and Stakeholder Involvement 
in Network Communication

Engagement and funding of those concerned are other critical aspects that boundary 
the sustainability of network communication systems. Therefore, the participation of 
numerous stakeholders, hence government entities, private sector organizations, civil 
society organizations and the public, is vital to formulating policies and practices 
that would ensure that the usage of the networks is fair and responsive to the needs 
of every user. Participative decision- making is thus in consonance with the tenets 
of democratic governance, which suggests that decision- making processes should 
be executed openly and involve citizens in the decision- making processes (De Luca 
et al., 2022). The study also revealed that jointly set policies are more efficient and 
stable than those formulated exclusively by the leaders. It is because they cater to 
the interests and requirements of the stakeholders, they have the most impact. For 
example, Troise and Camilleri (2021) in their research noted that when the stake-
holders are involved in the development of the network communication policies, then 
the policies that are being formulated are more likely to solve some of the existing 
problems, such as the provision of access to information, individuals' rights to data 
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protection, among other. This way, the overall sustainability improvement of the 
network is promoted, and a positive impact on the public interest is guaranteed.

Among the conditions which can cause actual participation in network commu-
nication to have little meaning, the most important one is the conflicting interests 
of various stakeholders. The government institutions' objectives may be compliance 
with the law and security of the nation, whereas the company/organization may 
have profit- making and market domination as their motive (Schmidt et al., 2020). 
While the state has interests in security, justice, social order, and the public good, 
civil society organizations may hold contentious concerns, such as digital rights, 
privacy and fairness. Addressing such diverse and often competing interests is 
essential, making the process more of a political nature where stakeholders seek to 
find points where everyone can agree and be satisfied with the outcome, which is 
the network's sustainability (Kassen, 2020). The digital divide is another hindering 
reason for efficient participation; it includes a difference between those connected 
to digital tools and those without connection. This bifurcation can stifle the partici-
pation of various groups, including people with low incomes, minorities, and those 
in rural areas, in network communication and policy formulation. More specific 
efforts to address this issue include increasing the availability of high- speed internet 
connections, raising the populations' digital literacy levels and engaging minorities 
in policy decision- making processes (De Luca et al., 2022).

Another exciting area of research explored in the literature is the application of 
technologies to enhance stakeholders' engagement in network communication. Using 
technology, communication media and developments, such as social networking sites, 
broader and more representative participation can be achieved since stakeholders 
can participate in discussions, provide feedback and contribute to the discussion and 
formulation of decisions from remote centers (Kassen, 2020). However, the appli-
cability of these tools depends on the level of users' engagement, tool and content 
accessibility, interface friendliness, and credibility (Franklin & Roberts, 2018). 
For the improvement and sustenance of network communication, these platforms 
must, therefore, be secure, free from prejudice, and developed in a way that can put 
the consumer first. People's involvement in the network communication system is 
crucial for sustaining these networks. Thus, if the client and multiple other interests 
are presented and all stakeholders are encouraged to participate in the process of 
policymaking, then communication networks that are appropriate, dependable and 
fair are likely to be created. Further research should aim to find other strategies for 
involving stakeholders and reducing the barriers that hinder stakeholder engagement 
in network communication (Balog‐Way et al., 2020).
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2.4 Technological Advancements and Their 
Impact on Network Sustainability

Information technology has impacted the sustainability of network communi-
cation in the following ways due to its innovations. Current phenomena like 5G, 
sophisticated cloud computing, and the Internet of Things (IoT) have created new 
ideas about boosting network standards and availability. However, these advance-
ments also meet many problems that need solving to be sustainable in the long run. 
Another one of the revolutionary technologies is 5G, which is expected to provide 
much higher download speed, much shorter wavelengths, and the simultaneous 
connectivity of countless devices (Abid et al., 2022). 5G has virtues since it may 
support sustainable development by improving smart cities, energy efficiency, and 
intelligent health care, but there are vices. There are questions regarding the envi-
ronmental influence of the infrastructure that 5G implies, such as the deployment 
of multiple small cells used to relay the signals and the energy demands that would 
be required.

Cloud computing is another technological advancement that has played a massive 
role in determining the sustainability of networks. Availability of online services and, 
more particularly, the adoption of cloud technologies has improved ways of using 
resources since storage and Data processing have been migrated towards the cloud, 
improving scalability (Martín & Fernández, 2022). However, the energy consumption 
of these servers, especially the data centers that act as the central receivers of cloud 
services, has now become a cause for concern. Data centers use significant amounts 
of electricity, and their consumption is projected to rise as organizations turn to 
the cloud. Scholars have called for efficient data center architectures and designs 
incorporating green energy to lessen carbon emissions (Popkova et al., 2022). It 
has also escalated the introduction of a new form of network, the Internet of Things 
(IoT), with its new dimensions for network sustainability. The current number of 
IoT devices is around 20 billion, and according to experts, this figure will grow to 
25 billion by 2030; this means that IoT devices constantly collect data that needs 
to be processed and transmitted through networks. Despite the recent discussions 
linking IoT to the enhancement of sustainable practices in industries, including 
agriculture and transport and energy ministries of different countries, there are 
problems regarding the amount of data to be handled in different IoT applications 
and the energy required for handling them (Abid et al., 2022). Some scholars have 
suggested creating IoT reference models focusing on energy consumption, security, 
and environmental friendliness in this context.

In addition, there is an opportunity to make a network more sustainable by adopt-
ing AI technology in network management. This invention helps improve network 
performance, determine the failures, and, thus, decrease energy usage (Roblek et 
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al., 2020). The deployment of AI in the operation of modern complex networks can 
assist in automating activities and optimizing the use of resources, hence minimizing 
the effects of network operations on the environment.

2.5 Environmental and Social Considerations 
in Network Communication

Environmental and social factors now form an important part of the discussion 
in network publicity due to their impact on sustainability. With the growth of the 
globally interconnected platform, the emissions of energy consumption, carbon 
footprint and electronic waste concerning communication networks' provision have 
been an area of concern (Thunberg & Arnell, 2022). The number of data centers 
needed to meet the new demands of digital communication continues to increase, 
and it has a vast impact on energy consumption. Current research shows that data 
center consumes around 0. 1% of the global electricity, and the usage is expected 
to increase as the world becomes smart (Kricorian et al., 2020). Measures to reduce 
the effects of network communication towards the environment have escalated to 
integrating green computing techniques and energy- saving devices. For example, 
new functionalities of server virtualization and the effectiveness of cooling systems 
in data centers have minimized energy use (Mondejar et al., 2021). Also, using 
renewable energy by leading tech giants like Google and Apple is a positive sign, 
denoting the low carbon impact of digital communication technologies.

Another significant environmental concern linked to network communication is 
electronic waste, abbreviated as e- waste. Due to the extremely high rate of techno-
logical advancement, there is an orderly dumping of devices, which creates a high 
demand for electronics recycling (Robinson, 2020). E- waste consists of elements 
such as lead, mercury, cadmium, and beryllium, which negatively impact the en-
vironment and human health if disposed of appropriately. Awareness campaigns, 
take- back and recycling programs, and the circular economy regarding disposal, 
reuse, and refurbishment of electronic devices, especially in developing countries, 
are viable solutions to the e- waste issue. Network communication plays a crucial 
role on the social front as it influences the overall society, for example, concerning 
accessibility and egalitarianism. The respondents identified that the digital divide 
or the difference between 'haves' and 'have- nots' in terms of access to technology 
worsens social inequalities and reduces the chances of participation in the digital 
ecosystem (Weible et al., 2020). For instance, non- urban areas or impoverished 
groups may experience a notable challenge in gaining high- speed broadband con-
nections, thus preventing them from harnessing the opportunities provided through 
digital communication.
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Access to network communication is more effective and supports better social 
conditions for all society groups without considering economic class, gender or 
region, which also forms part of social sustainability. It is imperative to note that 
efforts to mitigate the digital gap are crucial for enhancing social equity in society, 
including government- backed broadband connectivity projects and digital literacy 
education (Thunberg & Arnell, 2022). Furthermore, data protection is vital for 
building confidence in networked communication because abuses in this area are 
more sensitive and harm specific individuals, especially vulnerable ones.

3.0 SUMMARY

In the introduction, the author identifies the topicality of the problem and under-
scores that independence is critical in the modern world of network communication 
– this pertains to participation and public policy. It increases the understanding of 
the necessity of integrated thinking, which requires the application of technologi-
cal, social, economic, and environmental perspectives. Public policy is critical in 
creating sustainable Communication and Social Media Networks (CSMN), spe-
cifically emphasizing mobilizing stakeholders. The literature review builds upon 
these threads to discuss the theory regarding networks' sustainability, policy issues, 
stakeholders, and technology advancements. This paper also analyses broader as-
pects of network communication, including the interaction between people and the 
physical environment, energy usage, electronic waste disposal, and the digital gap. 
The review suggests that cleaning up the environment and giving a facelift to the 
social landscape of communication networks should go hand in hand with techno-
logical advancement. This system approach offers a holistic view of the issues and 
prospects of attaining sustainable network communication, which could be helpful 
to policymakers, business people and academics.

4.0 CONCLUSION

In conclusion, network communication sustainability is a rather delicate topic 
that cannot be solved using technological advancement alone, the intervention of 
policymakers, environmental conservationists, and social justice activists. Thus, the 
study emphasizes the function of public policies in providing germinal foundations 
for forming sustainability for the communication networks, including the policy 
of participation in which possible stakeholders are included in the process. Thus, 
efficient public policy not only promotes technological solutions and equal access to 
technology but also serves as a solution to environmental issues regarding network 
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communication, for example, energy consumption and e- waste management. The 
most pressing concerns when building communication networks are the policies 
that will foster the development of green technologies and enable the provision of 
an all- inclusive digital platform while protecting users' privacy.

Moreover, it is also important to consider that the social elements of network 
communications sustainability are significant since they define how digital tech-
nologies affect various groups of people in society. The digital divide issue shall be 
improved by precisely defining and designing purposeful projects to increase the 
usage of digital technologies and levels of digital competencies among the socially 
vulnerable population. According to the research, network communication can only 
be sustainable when an organization assumes a systems approach to the organization's 
operations, environment, and technology. Thus, thanks to such a multifaceted strat-
egy, all stakeholders can guarantee that digital communication's positive outcomes 
are maximally pro- aggressively distributed, and the world becomes more humane 
and perspective- driven. This conclusion stresses the need for the politics of poli-
cymaking, business management, and civil engagement to work together to foster 
solutions for the complex issues of the sustainability of network communication.
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ABSTRACT

The study is devoted to a relevant problem of management and evaluation of the 
petroleum projetcs in Russian Arctic shelf. The significance of the region is sup-
ported by a number of factors, such as a vast resource base, important geopolitical 
location, and others. The Arctic region presents unique logistics, transportation, 
production and market challenges. The aim of the research is the development of the 
multi- criteria decision- making approach for the evaluation of the Arctic petroleum 
projects. Both qualitative and quantitative indicators (economic, technological, 
logistical) of the efficiency of the project implementation were considered and the 
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difference in their evaluation was studied. Results of the evaluation of the forteen 
petroleum projects showed the influence of the qualitative criteria on the overall 
problem which in turn pointed out their importance when evaluating projects in 
the Arctic region as financial evaluation does not have the sufficient efficiency. For 
the given set of objects, the preliminary sequence of development was determined 
under current conditions.

1. INTRODUCTION

The Russian Arctic shelf is considered the richest in oil and gas resources, 
containing over 50% of the region's total oil and gas resources. However, most of 
these resources remain undiscovered, and only one field is currently in production 
(Kryukov & Moe, 2018; Chanysheva and Ilinova, 2021).

The oil and gas industry is capital- intensive, and the offshore part intensifies it 
significantly. Thus, it is essential to break projects into investment phases such as 
exploration, drilling, production and logistics (Filimonova et al., 2020; Iliinskij et 
al., 2020). Offshore drilling has the same principle as its onshore counterpart and the 
addition of the challenge of stability and limited available space. Offshore drilling 
has the same principle as its onshore counterpart and the addition of the challenge 
of stability and limited available space (Konakhina et al., 2019). The second phase 
of field transportation infrastructure involves the design, construction and manu-
facturing facility system. Usually, the product would be transported from the field 
through pipelines to the shore and fed into the local pipeline system or exported 
directly (Merkulov, 2020). Shuttle tankers will require the facility to have storage 
and offloading capability (Fadeev et al., 2021). The Arctic shelf has a lot of logistics 
challenges defined by the lack of infrastructures and pack ice, which limits traversing 
the waters in the region to only using ice- strengthen tankers or ice- breaker escorts 
(Max and Johnson, 2019). The Arctic region is environmentally fragile. Therefore, 
the minimization of oil spills is a pressing issue (Nemov et al., 2020).

The Foundations of State Policy of the Russian Federation in the Arctic in the 
period to 2035 is a strategic policy introduced By the Russian government in 2020. 
It outlines the long- term objective of the development strategy in terms of eco-
nomic growth, national security and environmental protection for the Arctic zone 
of the Russian Federation. Particularly, plans to upgrade the icebreaker fleet in four 
regional airports and to construct transport infrastructure (railways and ports) to 
support the Arctic region's social and economic development and uplifting of the 
region (Kikkas 2020). However, the government introduced a tax break strategy 
to promote petroleum projects in the region with the key provision of reducing 
the Mineral Extraction Tax (MET) to 5% for offshore oil production and 1% for 
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gas production for the first 15 years. For liquefied natural gas (LNG) projects and 
gas- to- chemicals production, zero MET was implemented for 12 years, gradually 
increasing to a high rate between 13 to 17 years (Vatansever, 2020).

In addition to policies and taxation, western sanctions played a part in halting 
or delaying all development plans. These sanctions target certain companies and 
personnel in specific industries in a way that prohibits Western companies from 
supplying technologies and finance (Kozlov et al., 2020). Despite such challenges, 
Russia's focus on domestic development, with state policies supporting Arctic ex-
ploration and production, though long- term development depends on global market 
conditions and political dynamics (Shapovalova et al., 2020).

Due to the wide range of variables and criteria that need to be taken into account 
while evaluating and ranking petroleum projects on the Arctic shelf, a comprehensive 
approach like the Multi- Criteria Decision- Making (MCDM) approach is necessary 
to assess all the considerations systematically while evaluating and ranking different 
fields (Lukashevich et al., 2019). The Multi- criteria decision- making (MCDM) 
approach is a comprehensive framework that extends beyond merely comparing 
financial aspects when evaluating alternatives. It includes technical performance, 
environmental impact, feasibility and other relevant factors, not solely focusing 
on cost or profitability (Wei et al., 2021). Moreover, to handle the uncertainty and 
imprecision associated with decision- making in the supplier section, the MCDM 
technique with fuzzy and intuitionistic fuzzy Technique for Ordered Preference by 
Similarity to the Ideal Solution (TOPSIS) methods, combined with flexible entropy, 
provides a more suitable and accurate assessment compared to traditional methods. 
(Wood, 2016).

Wang et al., (2020) present Multi- Criteria Decesion- Making (MCDM) model 
that integrates decision- making techniques, including the Analytical Hierarchy 
Process (AHP) and the techniques for order preference by similarity to the ideal 
solution (TOPSIS) to asses suppliers based on multiple criteria such as cost, quality 
and delivery. These enhance decision- making efficiency by providing a structural 
approach and addressing quantitative and qualitative factors. At the same time, Kolios 
et al., (2016) focused on energy- related problems by utilizing the MCDM approach 
under stochastic inputs. It highlights how to handle uncertainty and different criteria 
successfully through TOPSIS and PROMETHEE methods. Fadeev and Tsukerman 
(2020) evaluate the technical and economic potential to asses the Western Arctic 
shelf development. They determine the most promising crucial developmental fields 
by using comparative analysis of various factors, such as infrastructure, financial 
viability and technical challenges. It also highlighted the importance of economic 
and technical factors for the success of Arctic petroleum projects.
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Besides the complexity of Arctic projects due to environmental, technical and 
economic risk factors, the MCDM methods for the same decision- making problem 
can help by evaluating and balancing these factors and choosing the optimal choice 
development strategies under uncertain conditions (Zolotuhin and Stepin, 2019). 
Pangsri (2015) investigates the application of MCDM methods for project selection 
in construction companies. As a result, all methods like AHP and TOPSIS enhance 
decision- making by considering qualitative and quantitative factors, ultimately 
improving project management outcomes.

Thus, the main factor explaining the low level of activity in the region is the high 
risk of the project implementation, which the Russian government has been trying 
to address in recent years. The institutional changes in 2020 introduced several 
tax breaks and other incentives for hydrocarbon development in the Arctic region. 
However, it might not be enough due to falling oil prices and a lack of infrastructure. 
Due to the changing framework of the development of the Arctic, it is essential to 
introduce complex assessment methods for the project’s efficiency. Therefore, the 
research aims to develop the MCDM approach for evaluating the portfolio of Arctic 
petroleum projects.

2. LITERATURE REVIEW

Petroleum resources are abundant on the Russian Arctic shelf and are essential 
to the nation's economic development and energy security. However, the severe 
Arctic climate, geopolitical and environmental issues, resource distribution, and the 
possibility of further exploration and extraction create distinct project management 
obstacles (Gautier et al., 2009). This literature review investigates the crucial aspects 
of managing petroleum projects in the Russian Arctic, focusing on risk management, 
technological innovation, environmental sustainability, and stakeholder engagement.

2.1 Risk Management in Arctic Petroleum Projects

The Arctic region is home to untapped oil and gas reserves, but access and op-
erational hazards are increased by harsh weather and ice cover, which makes it hard 
to locate and get these resources (Gautier et al., 2009). In contrast, Samimi (2020) 
examines risk management practices in oil and gas refineries. It outlines various 
strategies for identifying, assessing, and mitigating risks associated with refinery 
operations. It emphasizes the importance of the oil and gas sector in implementing 
robust risk management frameworks to enhance safety, operational efficiency, and 
regulatory compliance.
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2.2 Environmental and Operational Risks

Gautier et al., (2009) assess the potential for undiscovered oil and gas resources 
in the Arctic, estimating significant quantities of both. It highlights the Arctic's im-
portance for future energy supplies while noting the region's challenging conditions, 
such as harsh weather and ice cover, which pose significant operational risks and 
difficulties for resource exploration and extraction.

Bashkin et al., (2017) assess geo- environmental risks associated with the oil and 
gas industry in the Russian Arctic. It evaluates the environmental impacts in areas 
affected by oil and gas operations, focusing on potential risks and the degradation 
of polar ecosystems. It emphasizes the need for effective management strategies to 
mitigate environmental damage and manage pollution in Arctic regions.

2.3 Geopolitical Risks

The effective governance of the Arctic Ocean is essential due to the increasing 
regional geopolitical, environmental, and economic activities. There is a need to 
focus on collaborative international frameworks to address challenges such as re-
source extraction, environmental protection, and territorial disputes in the rapidly 
changing Arctic, along with geopolitical risk in the Arctic and its influence over 
regulatory frameworks and international relations, adding complexity for project 
managers (Young, 2016).

2.2 Technological Innovations for Arctic Projects

The main idea of Bambulyak and Frantzen (2009) is that oil transport from the 
Russian part of the Barents Region is crucial for the growth of Arctic resources. The 
report examines the status of oil transport infrastructure, challenges related to harsh 
environmental conditions, and the strategic significance of Russia’s energy sector.

2.2.1 Ice- Resistant Infrastructure

The development of ice- resistant platforms and sub- sea technologies has been 
critical in addressing the challenges posed by the Arctic environment. The assessment 
of oil transport infrastructure in the Russian Barents Region as of January (2009) 
focuses on its importance for Arctic resource development and the challenges posed 
by the region’s harsh environmental conditions. These innovations ensure the sta-
bility and durability of infrastructure, even in harsh conditions. It also emphasizes 
the strategic role of the Barents Region in Russia’s energy sector (Bambulyak & 
Frantzen, 2009).
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2.2 Remote Monitoring Systems

Petrov (2016) examines the Arctic's emerging “other economies,” focusing on 
knowledge, creativity, and innovation as drivers of economic development beyond 
traditional resource extraction. The study explores how new economic activities, 
such as creative industries, scientific research, and cultural initiatives, can reshape 
the region's economic landscape. It also highlights the significance of human capital 
and local knowledge in fostering sustainable growth and suggests that these non- 
extractive sectors offer new opportunities for Arctic communities. Moreover, it 
also emphasizes the need for policy support to enhance these alternative economic 
models, positioning the Arctic as a frontier for innovation and creativity.

Heleniak (2021) examines demographic trends in the Arctic, focusing on pop-
ulation decline, ageing, and migration. These shifts pose challenges for regional 
socio- economic development, including labour shortages and increased dependen-
cy on older populations. It highlights the need for policies to retain residents and 
adapt to demographic changes, emphasizing economic diversification as key to the 
Arctic's future resilience.

2.3 Environmental Sustainability and Regulatory Compliance

Curtis and Kaufman (2020) explore the responsive decision made by protection 
officers in the case of environmental management. The study reveals that these of-
ficers rely heavily on auditory information and informal cues rather than solely on 
visible data. It also highlights the importance of understanding the decision- making 
processes and the role of subjective factors in shaping environmental protection 
strategies.

2.3.1 Environmental Impact Assessments

Agarkov et al., (2018) address the environmental impacts of energy resource 
development in the Arctic region. They focus on such activities affecting the Arc-
tic environment, highlighting the need for effective measures to mitigate adverse 
ecological effects and ensure sustainable practices in energy extraction. At the same 
time, Kruk et al., (2018) examine the environmental and economic damage caused 
by oil and gas field development in the Arctic shelf of the Russian Federation. They 
analyse the adverse ecological impacts and the economic costs associated with these 
developments, underscoring the need for improved management practices to balance 
resource extraction with environmental protection.
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2.3.2 Compliance with Environmental Regulations

Humpert and Raspotnik (2012) analyze the future of Arctic shipping along the 
Transpolar Sea Route. They discussed the potential for increased shipping activity 
due to melting ice and improved navigation conditions while addressing the associ-
ated challenges, including environmental risks, geopolitical tensions, and the need 
for international cooperation to ensure safe and sustainable shipping practices in 
the Arctic.

Schmidt (2011) examines the environmental health concerns associated with 
Arctic oil drilling plans, highlighting risks such as oil spills, pollution, and the po-
tential harm to fragile ecosystems. It emphasizes the challenges of mitigating these 
risks due to the Arctic’s harsh conditions and remote location, raising questions 
about the region’s readiness for large- scale oil exploration.

2.4 Stakeholder Engagement and Strategic Planning

The complex relationship between Arctic communities and extractive industries 
emphasises the need to move beyond a purely extractivist approach. The consequence 
of considering local perspectives and cosmologies favours greater engagement with 
indigenous communities and alternative development models to address the social 
and environmental uncertainties posed by resource extraction in the Arctic (Wilson 
and Stammler, 2016).

2.4.1 Engaging Local Communities

Lawrence and Larsen (2017) discuss the political challenges and impacts of 
mining on Sami lands. They highlight that current planning processes frequently 
marginalize Sami perspectives, prioritizing industrial development over indigenous 
rights and environmental protection. The paper emphasizes the need for improved 
planning practices that incorporate Sami views and address the socio- environmental 
consequences of mining activities to ensure more equitable and sustainable outcomes.

2.4.2 Strategic Planning and Adaptive Management

Carayannis et al., (2021) examined the development of Arctic offshore energy 
resources and the importance of strategic management. They emphasized the im-
portance of strategic planning and management in addressing the unique challenges 
of Arctic offshore projects, including environmental risks, technological demands, 
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and geopolitical factors. It outlines how effective strategic management can enhance 
project sustainability and success in the Arctic energy sector.

Dmitrieva et al., (2021) define and develop a conceptual framework for the stra-
tegic sustainability of offshore Arctic oil and gas projects. In order to guarantee that 
Arctic offshore projects may controlled in a manner that strikes a balance between 
financial gains and environmental and social sustainability, they provide necessary 
guidelines and tactics. It emphasizes the inclusion of sustainable considerations into 
strategic planning and decision- making processes for Arctic resource development.

The oversight of petroleum projects on the Russian Arctic shelf requires addressing 
various complex challenges. Effective risk management, technological innovation, 
environmental sustainability, and stakeholder engagement are essential for successful 
project execution. Adaptive management techniques and sustainable practices will 
be crucial to balancing resource development with environmental preservation and 
geopolitical stability as Arctic petroleum exploration expands.

3. MATERIALS AND METHODS

The primary methodological approach used in the chapter is Mult- Criteria De-
cision Making (MCDM), which can be in various forms and can adapt to different 
criteria. A specific form of MCDM, known as the Analytical Hierarchy Process 
(APH), was formulated by Thomas Saaty in 1980. AHP divides the MCDM prob-
lem into different levels of hierarchies, making it easier to analyze. It then uses the  
m × n  decision matrix to assess the relative importance of alternatives concerning 
each relation to each criterion (Triantaphyllou, 2000). AHP is a well- established 
method used in decision- making tasks. It is effectively applied to solve complex 
problems of decision- making, such as determining priorities and resource allocation 
(Dhiman et al., 2020). AHP uses the following formula:

  A  AHP  *   = max ∑ 
j=1

  
n

   a  ij    w  j    

  or 

 i = 1,2, 3, … , m  (1)

Where A*AHP is the best alternative for AHP,  aij  is the actual value of alternative  
i  concering criterion  j  and  wj  is the weight of criterion  j ,  m  is the number of criteria. 
AHP uses pairwise comparison to determine the relative importance or weight of 
each alternative in terms of each criterion. This method is used by Saaty in AHP 
in order to calculate criteria weight and it consists of an  n × n  reciprocal matrix 
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that compares each criterion with the other. The idea of pairwise here is comparing 
each criterion with the other; for example, criteria  A  is more important or of the 
same importance as criteria  B , and so on. The main challenge with this method is 
to quantify the linguistic choices of these criteria in the pairwise comparison. The 
widely used option is for pairwise comparisons to be quantified by a linear scale. 
This scale is a one- to- one mapping between the criteria with a set of numbers that 
imitates the linguistic choices of preferences taken by the decision maker. Thus, 
the values assigned according to the following: 1 means both criteria are equally 
important; 3 means one criterion has weak importance over another; 5 means one 
criterion is essential; 7 means demonstrated importance; 9 means absolute impor-
tance; 2, 4, 6, 8 means intermediate values used for in- between judgments.

The TOPSIS evaluates the alternatives by calculating their Euclidean distance 
to two ideal points: the positive Ideal Solution (PIS) represents the most favourable 
scenario even though the Negative Ideal Solution (NIS) represents the least favourable 
scenario. According to this, the optimal solution is the one with the shortest distance 
to PIS and the longest distance from NIS (Dhiman et al., 2020). After constructing 
the decision matrix, the TOPSIS model proceeds to normalize the elements of the 
matrix to convert them into non- dimensional with the following formula:

  r  ij   =   
 a  ij   _ 

 √ 
_

  ∑ i=1  
m    a  ij  

2    
    (2)

Where rij is the normalized element in the matrix, aij is the original value for 
alternative i and criterion j.

After normalizing the matrix in MCDM, the entropy method calculated the 
criteria weights by assessing the amount of information each criterion provided. Its 
objective weight is a parameter that describes the value of a criterion in an MCDM 
problem. The entropy method measures the variability in the adat for each criterion. 
Criteria with lower entropy (more consistent data) receive higher weights, while 
those with higher entropy (more variability) get minimum weights. After normal-
izing the decision matrix when implementing one of the methods discussed before, 
we proceed with calculating the entropy and divergence, which in turn is used in 
calculating the criteria weights with the equations below.

  e  j   = −   1 _ logm    ∑ 
i=1

  
m

   r  ij   log r  ij     (3)

  d  j   =  |1 −  e  j  |   (4)

  w  j   =   
 d  j   _  ∑ j=1  
n    d  j   

    (5)
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Where ej is the entropy, dj is the divergence, m is the number of alternatives,
wj is the criterion weight. The third step here, is a unique comparision to the 

previous methods, is to calculate the ideal and negative- ideal solutions. For each 
criterion, we identify and highlight the best and worst value among all alternatives, 
and then we calculate the Euclidean distance for each alternative. Lastly, from the 
Euclidean distance, we calculate the relative closeness to the ideal solution, which 
is the performance score of each alternative (Pi), then rank the alternatives where 
the best alternative would be the one with the shortest distance to the ideal solution 
(Triantaphyllou, 2000).

  S  i  
+  =   [ ∑ 

j=1
  

n

    ( V  ij   −  V  j  
+ )    2  ]    

0.5

   (6)

  S  i  
−  =   [ ∑ 

j=1
  

n

    ( V  ij   −  V  j  
− )    2  ]    

0.5

   (7)

  P  i   =   
 S  i  

− 
 _  S  i  

+  +  S  i  
−     (8)

Where S is the Euclidean distance between each alternative and the ideal (pos-
itive) and worst (negative). Vij is the weighted- normalized value representing an 
alternative's performance w.r.t. criteria n, V+ and V-  denote the highest and lowest 
values among the set of alternatives in each criterion, respectively. Pi is the per-
formance score derived from these distances, indicating how close an alternative 
is to the ideal solution.

Database for the evaluation

Based on the data from the Russian International Affairs Council (RIAC) and 
other open sources, the database of petroleum offshore fields (see Table 1) shows 
minimal exploration activity in the eastern Arctic shelf, with companies focusing 
on the western shelf due to better infrastructure, including that builds for the Ya-
mal peninsula and nearby ports. In contrast, the eastern region lacks the necessary 
infrastructure, making it less attractive for development. The average water depth 
in the region is 88 meters, and oil discoveries are spread equally among the four 
water areas.
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Table 1. Fields database in the Russian Arctic shelf

Water Area Field Content 
type Distance from shore Average water 

depth (m)

Barents Sea

Ludlovskoye NG

240km west of North 
Island. 

200km north of Shtokman 
field

220

Ice NG 70km northeast of 
Shtokman field 240

Murmansk NG 200km from Murmansk 100

Pechora Sea

Severo- Gulyaevskoye ~75% NG 100km northwest of 
Varandey 20

Dolginskoye Oil
120km south of Novaya 

Zemlya. 
110km north offshore

45

Medynskoye- sea Oil 45km northeast of 
Varandey 15

Varandey- Sea Oil 11km northwest of 
Varandey 16

South Kara 
Sea

Leningradskoye NG 100km offshore 120

Rusanovskoye NG 70km north of 
Leningradskoye 75

Victory ~75% NG 250km offshore 85

Beloostrovskoye NG East of Rusanovskoye 75

Ob Bay

Chugoryakhinskoye ~70% NG 24 km offshore 12

Severo- 
Kamennomysskoye NG 50 km from Yamburgskoye 

field 13

Ob NG 20 km northwest of 
Yamburg 12

The proposed approach of the evaluation was applied to all forteen field in the 
region.

4. RESULTS

During the first stage of the research, the criteria and indicators were researched 
and organized into a threefold classification, considering the economic, technologi-
cal, and logistical aspects. Each section includes multiple criteria that significantly 
affect the performance of projects in the region. A total of eight criteria are consid-
ered four criteria for both the quantitative and qualitative. The distribution among 
the sections is as follows-  CAPEX, Taxes, and Revenue are the qualitative criteria 
in the economic section, and Structure Type (quantitative) and Sea- ice Conditions 
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(qualitative) are in the technological section. The three qualitative criteria under 
the logistical section are Market Availability, Transportation, and Infrastructure 
Proximity (see Table 2).

Table 2. Developed criteria and their indicators
Section Criteria Indicators

Economic

CAPEX estimated drilling costs according to estimated number of wells and average 
daily rate of contractors

Taxes MET calculation taking into consideration tax incentives for arctic oil and gas

Revenue oil and gas price forecasts, estimated revenue from sales

Technological
Structure Type water depth, nature of operations

Sea- ice conditions geographical distribution of sea- ice, ice- free season

Logistical

Market Availability potential markets, foreign energy strategies, 
consumption/production rates and trends

Transportation geographical location, mode of transportation

Infrastructure 
Proximity geographical study of the field’s location relative to the required infrastructure

There are two groups of criteria: quantitative and qualitative groups. The quan-
titative criteria are CAPEX, Taxes, Revenue, and Structure type. CAPEX based 
on estimated drilling costs, calculated from average day rates of both jack- ups and 
drillships released by IHS Markit in 2020 and project life estimates from the pro-
duction profile of each field in line with the design reference of both Prirazlomnoye 
and Snohvit. Revenue criterion will be based on the estimated product sales, taking 
Brent Crude as a reference due to its similarity to Arctic oil (ARCO) and long- term 
price forecasts from the EIA for oil and natural gas. The last economic criterion 
(Taxes) will be based on the payable amount of mineral extraction tax (MET) during 
the project life, accounting for the tax incentives introduced as a part of the Russian 
government's Arctic development strategy in 2020 and take the released tax records 
of the Russian Federal Tax Service as a reference. Lastly, the Structure Type criterion 
estimates facility cost per field, using Prirazlomnoye (Russia) and Goliat (Norway) 
to be taken as cost references for GBS and FPSO platforms, adjusting the inflation 
rates accordingly.

Qualitative criteria are analyzed and ranked for each field. In order to determine 
the ice- free duration for each field, data on the sea- ice conditions from the National 
Snow & Ice Data Center (NSIDC) were examined on the sea- ice extent in 2020 
every month. Market Availability uses the BP Statistical Review of 2020 to analyze 
the potential markets and their energy strategies, ranking them with the help of 
Russia's export strategy towards these markets. Transportation methods combine the 
proximity of the fields to offloading points with the help of a constructed map with 
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the field content, using the map to determine the product handling method. The last 
qualitative criterion is infrastructure proximity, which uses a constructed map that 
pinpoints the field's locations and existing infrastructure in the Arctic region. Each 
field is studied to identify the required infrastructure for its development. Finally, 
all the fields are ranked using the Analytical Hierarchy Process (AHP) model.

The Multi- Criteria Decision- Making (MCDM) model aims to rank a group of 
alternatives in terms of potential according to the chosen criteria while identifying 
the best alternative among the group. It presents a performance score calculated 
using the models combining all criteria. The evaluation includes the ranking of 
quantitative and qualitative criteria, separately and combined, as shown in the fol-
lowing table (see Table 3).

The final results revealed that the Chugoryakhinskoye field has the highest po-
tential, which lies in the Ob Bay, and the Ice field in the northern Barents Sea has 
the lowest potential. It also shows that the closest field to Yamal has the highest 
performance score and high ranking due to the region’s development. At the same 
time, fields in the Barents Sea region have the lowest ranks.

Table 3. MCDM evaluation
Field Rank (Quantitative) Rank (Qualitative) Rank (Combined)

Ludlovskoye 11 13 12

Ice 13 13 14

Murmansk 12 11 11

Severo- Gulyaevskoye 8 12 13

Dolginskoye 4 6 10

Medynskoye- sea 5 6 9

Varandey- Sea 10 6 8

Leningradskoye 14 9 7

Rusanovskoye 1 9 6

Victory 3 2 3

Beloostrovskoye 2 2 2

Chugoryakhinskoye 7 1 1

Severo- Kamennomysskoye 6 4 4

Ob 9 4 5
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DISCUSSION

One of the research results is the comparison of the rankings based on qualitative 
and quantitative criteria. There are differences and similarities between the two sets 
of criteria for the selected criterion. Both criteria yielded a similar understanding 
of the Barents Sea, but the situation is quite different for the remaining water areas. 
The quantitative ranking has a clear preference for Kara Sea fields, followed by the 
large fields in the Pechora Sea, derived from the rankings of each criterion stated 
previously. On the other hand, qualitative ranking prefers the fields in the Northern 
section of the Kara Sea and Ob Bay. The combined results showed the influence of 
the qualitative criteria on the overall problem, especially in the Chugoryakhinskoye 
field, having the highest ranking. It highlights the importance of qualitative factors 
in sensitive regions like the Arctic shelf, like Rusanovskoye, which ranked 1st on 
quantitative criteria but dropped to 6th level overall, while Chugoryakhinskoye rose 
from 7th to the highest potential.

The Arctic region's vast size compels experts to divide it into separate zones, 
subsequently evaluated differently. As seen during the research, each water area has 
its unique condition, whether from a nature/environmental perspective similar to 
accessibility issues or the proximity to infrastructure, influencing project success 
beyond traditional financial criteria. The results acquired from this research based 
on the current situation in the region and undergoing development indicate that the 
fields surrounding the Yamal Peninsula have the highest potential for development 
from different perspectives. The first perspective is the content of natural gas as its 
consumption globally is increasing rapidly due to the current agenda of emission 
reduction—Second, there are issues with the proximity of required infrastructure 
and product handling. Finally, China's market potential is higher than Europe's due 
to energy policies and the current political strain. The results also show that projects 
in the Barents Sea are inadvisable due to the near impossibility from a financial and 
technical point of view, even with infrastructure in the Murmansk area. The best 
solution for the Barents Sea is the construction of infrastructure in the Novaya Zemlya 
archipelago, which will give access to the whole of the northern Barents region.

5. CONCLUSION AND RECOMMENDATIONS

The Arctic shelf is a crucial oil production region that is mostly untapped. Several 
factors, such as a vast resource base, significant geopolitical location, and growing 
attention from the Russian government, supported the regional significance. The 
full and effective utilization of the Arctic shelf hydrocarbon resources has been a 
goal of the Russian Federation for a long time. Due to the depletion of conventional 
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onshore resources, recent taxation incentives, and the continuous melting of Arctic 
ice that makes the region accessible, Russia is now closer than ever to achieving this 
goal. The development process and choice of the objects require precise decisions 
from the management of the companies and the state. The number of discovered 
fields on the shelf and the undiscovered potential compels us to approach the region 
differently for evaluation to avoid complications and obstacles like those met with 
Shtokman and Prirazlomnoye, which led to the use of the Multi- Criteria Decision- 
Making (MCDM). In this chapter, we used MCDM to rank the discovered oil and 
gas fields on the Russian Arctic shelf and identify those with the highest potential 
in the region. The final results showed the influence of the qualitative criteria on 
the overall problem, which pointed out their importance when evaluating projects 
in the Arctic region, as financial evaluation does not have sufficient evaluation 
efficiency. In conclusion, for the given set of objects, a preliminary sequence of 
development was determined that highlighted where to proceed and where to hold 
off. However, re- evaluation should take place regularly based on new information 
and regional development.
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ABSTRACT

Human- centric technologies are one of the emerging trends in technological progress. 
The problems of its formation have not been studied well enough at the moment, 
which opens up a field for scientific research. In particular, the question of the impact 
of human- centric technologies on the economic and non- economic life of society 
remains open. Empirical methods of scientific research are used, in particular, 
to give disclosure the phenomena of scientific and technological progress at the 
present stage in the context of the study of human- centric technologies, and include 
observation, description, and measurement. As a result, it was possible to form and 
apply a basic approach to assessing the impact of human- centric technologies on 
economic and social life. The characteristics of their basic directions of development 
are given. The authors substantiate and finally formulate the conclusion that the 
formation of human- centric technologies is based on subjective and economically 
supported objective factors.

Novelty: The research provides a novel framework for understanding these 
technologies' influence. It reveals that they offer promising improvements in so-
cietal well- being and sustainable growth despite potential challenges to existing 
economic arrangements. It introduces a balanced evaluation of immediate setbacks 
versus long- term benefits, with a unique focus on the specific benefits for small 
and medium- sized enterprises (SMEs). Additionally, the study explores how these 
technologies might transform traditional industrial economies and contribute to 
sustainable growth, offering fresh insights into their potential to reshape economic 
and social structures.

1. INTRODUCTION

The basic concept of human- centric design in the circumstances of human- machine 
interaction and focused on prioritizing human needs, capabilities, and limitations 
in system creation, which is more natural, safe, and effective (Boy, 2017). Further, 
promote user- involved approaches that incorporate feedback at every stage of devel-
opment, ensuring that the final product aligns with human requirements and increases 
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overall user experiences. Such an approach bridges a gap between human factors 
and technology, making the system serve users more efficiently and effectively. 
The evolution of human- centric manufacturing as a core component of Industry 
5.0. It focuses on the integration of advanced technologies with human expertise to 
create manufacturing systems that are not only efficient but also personalized and 
sustainable. Moreover, there has been a shift towards collaborative robots (cobots), 
AI- driven decision- making, and the emphasis on human well- being in industrial 
processes. It outlines future research directions and challenges in achieving this 
human- centric approach within Industry 5.0 (Lu et al., 2022).

The emerging concept of Industry 5.0 emphasizes human- centric approaches 
that integrate advanced technologies with human creativity and skills. The main 
idea focuses on how Industry 5.0 seeks to harmonize the collaboration between 
humans and machines, moving beyond automation to enhance human well- being. 
It identifies key challenges, such as ethical concerns and the need for workforce 
upskilling (Adel, 2022). Munsamy and Telukdarie (2019) present a Human Resource 
Management (HRM) model designed to optimize processes by adopting Industry 
4.0 technologies. They focus on the significant benefits of integrating digital tools 
such as AI, data analytics, and automation into HRM. This integration can enhance 
efficiency, streamline operations, and improve decision- making in industrial settings. 
They highlighted the potential benefits of this model, including better workforce 
management and process optimization, and provided a framework for implementing 
these technologies effectively.

Azarenko et al., (2020) present a model for developing human capital with 
innovative characteristics in the context of the digital economy. The main idea is 
that the digital economy requires new approaches to human capital development, 
emphasizing innovation, continuous learning, and digital skills. His model outlines 
strategies for enhancing human capital by integrating advanced technologies and 
fostering creativity, aiming to prepare the workforce for the challenges and oppor-
tunities of the digital era. Pirogova and Makarevich (2020) discuss the formation of 
human capital within enterprises in the context of digitalization. They emphasize 
developing digital skills and competencies to enhance workforce efficiency and 
adaptability. Moreover, it outlines strategies for integrating digital technologies 
into human capital development, highlighting the role of continuous learning and 
innovation in maintaining competitiveness in the digital economy.

Mullin et al,. (2021) address the crucial need for organizations to recognize their 
responsibility in fostering inclusion, diversity, equity, and accessibility (IDEA) and 
developing leadership skills that effectively promote these principles. The main 
idea is that embedding IDEA into leadership practices can enhance organizational 
culture and improve healthcare outcomes by ensuring a more equitable and inclusive 
environment.
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The main idea behind enhancing cultural competency in the archival profession 
in the United States is that implementing practices focused on equity, diversity, 
and inclusion (EDI) can improve the representation and accessibility of archival 
materials. The framework proposed aims to guide archivists in developing skills and 
strategies that address cultural biases and ensure more inclusive archival practices, 
ultimately fostering a more equitable profession (Engseth, 2018). Kline (2001) 
explores technological determinism, believing technology is the primary driver of 
societal change and shapes human behavior and culture. It examines this theory's 
origins, development, and criticisms, arguing that technological determinism over-
simplifies the relationship between technology and society. It also highlights the 
importance of considering social, economic, and cultural factors in understanding 
how technology influences and is influenced by society.

Plotnikov and Pirogova (2018) examine how identifying and developing essen-
tial organizational competencies is crucial for enhancing its value and competitive 
advantage. They argue that these competencies can be used as a tool for enterprise 
value management. It outlines a framework for leveraging these competencies to 
optimize business processes, improve decision- making, and drive sustainable growth, 
positioning key competencies as central to effective enterprise management.

The chosen research topic is highly relevant, addressing emerging trends that 
may soon become prevalent. The study focuses on human- centric technologies and 
their interaction with society's economic and non- economic life. This chapter aims 
to develop an approach for assessing the impact of these technologies on various 
societal aspects and to determine their prospects. The key objectives are

1.  Identify the influence of human- centric technologies on the global economy,
2.  Analyze their impact on public life and
3.  Highlight promising directions for their development in both economic and 

non- economic contexts.

Future research could explore technical guidelines for these technologies and 
predict their economic impact on specific industries.

LITERATURE REVIEW

Economics Aspect of Human- Centric Technology:

1.  Labour Market and Employment:
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AI can displaces jobs, However, it also creates new employment oppor-
tunities by increasing demand for products and services and examines 
the relationship between AI- driven productivity gains and employment 
trends (Crawford & Calo, 2026). It analyses the demand side on the effect 
of AI to identify whether increased productivity from AI leads to job 
creation or further displacement, providing insights into the conditions 
under which AI- driven demand can favourably impact employment. 
Brynjolfsson and McAfee (2014) explore rapid advancements in digital 
technologies, particularly AI and automation, reshaping the economy and 
society. They argue that such technologies significantly impact economic 
growth and productivity and create challenges, including job displacement 
and increased inequality. They highlight the need for policies to address 
these challenges, emphasizing education, innovation, and social safety 
nets to broadly ensure the benefits of technological progress.
Lamba and Subramanian (2020) examine India's economic trajectory, 
highlighting a paradox of high economic dynamism coupled with uneven 
development. They argue that despite rapid GDP growth, the nation needs 
help to achieve comparable social indicators such as health, education, 
and infrastructure improvements. They highlight imbalances due to weak 
governance, underinvestment in public goods, and regional disparities. 
They also emphasize the need for policy reforms to align economic growth 
with more inclusive and sustainable development outcomes in India.

2.  Economic Growth and Productivity
Brynjolfsson and McAfee (2014) analyse the transformative impact of 
digital technologies, particularly AI and automation, on the economy. They 
argue that these innovations boost productivity and economic growth, 
exacerbate income inequality, and disrupt Labor markets by displacing 
specific jobs. It focused on policies that enhance education, foster innova-
tion, and provide social safety nets to ensure the benefits of technological 
progress are widely shared and mitigate the adverse effects on workers.
Bughin et al., (2018) highlighted that while demand for technological, 
social, and higher cognitive skills will increase, routine manual and basic 
cognitive skills will decline. Workers must adapt through reskilling and 
upskilling to remain competitive in the evolving job market. The authors 
emphasize the importance of proactive education and training strategies 
to address the growing skill gaps, ensuring the workforce is prepared for 
automation- driven changes.
Mokyr et al., (2015) explores historical concerns about technological 
change and its impact on jobs and economic growth. They argue that al-
though technological advancements have consistently sparked widespread 
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unemployment, the emergence of new industries and jobs has unfounded 
such fears. They suggest that current advances in AI and automation may 
heighten anxiety. The long- term effects mirror past trends, leading to 
economic growth and new opportunities rather than sustained job loss.
Autor (2015) examines fears of widespread job loss due to automation; 
employment remains robust. He argues that automation often comple-
ments rather than replaces human Labor, leading to new tasks and jobs 
that machines cannot perform. While automation can reduce demand for 
routine jobs, it also increases productivity and demand for more complex 
tasks, creating new employment opportunities. Autor emphasizes the 
need for policies that support workers adapting to technological changes 
to ensure continued job growth.

3.  Innovation and Market Dynamics
Cusumano et al., (2019) analyse the rise and dominance of digital platforms 
like Amazon, Google, and Facebook. They explore that these platforms 
create value by facilitating user interactions, driving innovation, and 
leveraging network effects. They also discuss the challenges and risks 
associated with platform dominance, such as regulatory scrutiny, market 
concentration, and the ethical implications of data usage. It offers strategic 
insights for businesses navigating the competitive and rapidly evolving 
platform economy.
Zuboff (2019) explores that tech companies exploit personal data to 
predict and influence behaviour, creating a new economic system termed 
“surveillance capitalism.” It argues that this system prioritizes profit over 
individual autonomy and privacy, leading to unprecedented corporate 
power and social control. It also warns of the profound implications for 
democracy and human rights. It urges society to resist this encroachment 
on freedom and advocate for stronger regulations to protect individual 
rights in the digital age.

Non- Economic Aspects of Human- Centric Technologies

1.  Social Structures and Cultural Norms
Crawford and Calo (2016) argue that AI research overlooks AI technol-
ogies' social and ethical implications. They highlighted the need for a 
multidisciplinary approach that includes social scientists, ethicists, and 
affected communities to address issues like bias, fairness, and account-
ability in AI systems. The authors emphasize that without considering 
these broader impacts, AI developments risk perpetuating inequality and 
harm, and they call for more inclusive research practices to ensure AI 
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can be developed in any way that is equitable, transparent, and beneficial 
to society as a whole.
Meanwhile, Hampton and Wellman (2003) discovered that high- speed 
internet access improves local social capital, bolsters community rela-
tionships, and promotes neighbourly exchanges. They show that internet 
communication enriches and complements offline social networks in 
suburban areas where physical distance could usually limit social contact. 
They conclude that opening up new opportunities for social interaction 
and Internet connectivity can significantly contribute to the upkeep and 
revitalization of local communities.

2.  Governance and Public Policy
Janssen and Estevez (2013) discuss that governments can increase 
efficiency by adopting lean principles and platform- based governance 
models. They argue that governments can provide more effective public 
services with fewer resources by streamlining processes, reducing waste, 
and leveraging digital platforms for service delivery. It also highlights the 
potential of these approaches to improve responsiveness, transparency, 
and citizen engagement while addressing challenges such as resistance 
to change and the need for cross- sector collaboration.
Mergel et al., (2019) explore the concept of digital transformation in the 
public sector through insights gathered from expert interviews. They 
found that digital transformation is broadly understood as integrating 
digital technologies into all government areas, fundamentally chang-
ing how public services are delivered and how government operates. 
They highlighted vital themes such as the need for cultural change, the 
importance of leadership, and the challenges of balancing innovation 
with public accountability. They provide a nuanced definition of digital 
transformation, emphasizing its complexity and the need for strategic, 
long- term planning.
Eubanks (2018) examines the use of digital technologies and data analytics 
in social welfare systems, often to the detriment of marginalized popula-
tions. It argues that these technologies can reinforce existing inequalities 
by profiling, monitoring, and unfairly targeting low- income individuals. 
It highlights such practices' ethical and social implications, advocating 
for greater scrutiny and reforms to ensure that technology uplifts rather 
than penalizes the disadvantaged.

3.  Environmental Sustainability
Forti et al., (2020) provide a comprehensive analysis of global electron-
ic waste (e- waste) trends and reveal that e- waste reached a record 53.6 
million metric tons in 2019, with only 17.4% adequately recycled. The 
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paper highlights improper disposal's environmental and health risks and 
emphasizes the need for improved e- waste management and recycling 
practices. Further, it advocates for adopting circular economy principles 
to reduce e- waste generation, recover valuable materials, and mitigate 
the negative impact on the environment and human health.
Gungor et al., (2011) discuss the various communication technologies 
and essential standards for implementing innovative grid technologies. 
Such communication technologies include wired and wireless systems that 
enable real- time data exchange within intelligent grids. They highlight 
the essential standards and protocols supporting the interoperability and 
integration of different components within the smart grid. By thorough 
examination, the study aims to underscore their role in enhancing the 
efficiency and reliability of energy distribution and management in 
modern intelligent grid systems.

3. RESULTS

Human- centric technologies replace specific current solutions, including those 
from top vendors, while complementing contemporary fundamental methods to treat 
numerous challenges arising from human activity. Contemporary basic techniques 
aim to automate as much as possible (Fierro et al., 2022). Automation like this lower 
and simplifies the cost of mass production while creating new, hitherto unattainable 
opportunities in the service sector. With the use of hardware and software systems, 
calculations for marketing, business, and non- economic fields like biology, chem-
istry, and medicine can now be completed that could not be completed manually or 
with less sophisticated machinery. For the first time in human history, humanity has 
the opportunity to touch the very foundations of the universe thanks to the ability 
to calculate models with a vast number of influencing factors and analyze big data. 
This includes learning in- depth details about the workings of the human body and, 
if necessary, connecting to its various processes; deciphering even the most minor 
details of physical and chemical bonds in substances to develop materials with the 
desired properties; and computing socioeconomic processes and interactions to 
maximize efficiency and improve people's lives.

Technological advancement is reflected in the international economy's unparal-
leled expansion within social and economic contexts, particularly regarding stability 
(de and Gaillard, 2022). With the formation of a solid middle class, humanity has 
improved the well- being of most people and conquered hunger and epidemics in 
many parts of the world. It even turned out to have learned over time how to smooth 
out the decline phases during long- term economic cycles gradually: today's most 
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significant national and international crises are far less destructive than they were 
a century or more ago, mainly due to the sophisticated instruments of economic 
authorities based on scientific discoveries and research (Sufi and Taylor, 2022).

However, the fundamental strategies for technological advancement currently in 
use have some drawbacks, particularly when combined with a flawed socioeconomic 
structure (Eum and Lee, 2022). Modern innovations ruin humans, their infrastruc-
ture, and the environment in conflicts due to a lack of mutual understanding and 
effective interaction methods across different world regions (de and Rodríguez, 
2022). A typical serial product replaces an individual after the shift to mass auto-
mated production, making individualization costly due to economic inefficiencies. 
Ultimately, in the modern world, jobs are being created at a noticeably lower rate 
than their disappearance. In those that have arisen, most workers are merely cheap 
parts of the assembly line's mechanisms, not creative or intellectual components 
(Rigger et al., 2022).

Middle- level employees are frequently deprived of employment due to the modern 
economic reality, which frequently supports the automation of middle- level creative 
and intellectual jobs rather than regular, challenging ones. The quality of work 
produced by neural networks trained to draw drawings upon request continuously 
improves (Chavlis and Poirazi 2021). Based on data analysis results, marketing 
goods will be more accurate than an experienced manager advising you on which 
advertising campaigns to prioritize, where to allocate budget, and which ones to 
discontinue (Khan et al., 2022). To develop these solutions, considerable resources 
and teams with experience may be needed. However, their implementation is nearly 
free compared to a complex automated production line or, for instance, a handyman 
robot for the construction industry. The latter's development seems improbable given 
the variations in conditions at each construction site and the associated risk that 
a misguided marketing robot will reduce the marketing budget's effectiveness. In 
contrast, a handyman robot will cause accidents, fatalities, and facility destruction 
(Iturralde et al., 2022).

So, it would seem valid to ask: Is using human- centric technology on a large 
scale in life practical and feasible? Despite the preceding, significant circumstances 
facilitate an affirmative response to this inquiry.

First, high- tech consumer goods and services can be introduced in addition to 
production technologies (Zhang et al., 2022). Additionally, as these technologies 
advance, many middle- class suppliers and wealthy clients are targeted to consume 
customized, human- centric solutions (Xin and Jin, 2022). For instance, the demand 
for personalized treatment is long overdue. Plans for its availability range from 
routine monitoring of all parameters by the world's top doctors using cutting- edge 
equipment to automatic monitoring with essential devices that alert the attending 
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physician as soon as alarm signals are received, allowing them to identify the im-
pending crisis before it materializes (Jabbar et al., 2022).

Second, there is a specific issue with corporate automation of intellectual tasks, 
which is only sometimes feasible. Furthermore, a fundamental weakness of con-
temporary approaches to developing “smart” systems is that they rely solely on 
mathematical models and techniques, making it impossible to describe social and 
economic systems in all of their complexity and adjust to changes in them. Among 
the most well- known and sophisticated intelligent systems are neural networks, ma-
chine learning, and extensive data analysis. Their foundations are models that, upon 
initial observation, have a resemblance to the model of the human brain: neurons 
and the connections that form between them (Kumar et al., 2022).

According to Uzquiano and Arlotta (2022), the human brain consists of approxi-
mately 80 billion neurons, each of which can create multiple connections with other 
neurons. The creation of artificial intelligence appears to be a straightforward task: 
to produce intelligence that is several times stronger than that of a human, one must 
have enough computer power to generate 800 billion neurons and the necessary 
number of connections between them. Everything is actually far more intricate.

The human brain is divided into numerous departments, each with a focus. 
Many work concurrently, sometimes sending out contradictory signals, to calculate 
the information received and build a solution (Vachha and Middlebrooks, 2022). 
In addition, the brain is a component of a giant organism. The peripheral nervous 
system in this creature receives inputs from external sources and transmits them to 
the brain. The newly formed brain would have nothing to process without it.

The entire system is nevertheless far more complex because, besides the creature 
processing the data, there is an outside environment where the signals originate. 
The brain interprets and processes signals and information based on a person's bi-
ological makeup, the structure of the outside world, which is made up of numerous 
subatomic particles and several fundamental forces, and the essential need that all 
living things have in order to survive and procreate.

For instance, displaying a baby a gazillion picture of couches and audio to help 
them comprehend what they are will not help them understand what a sofa is. Through 
touching, pushing, and other manipulations, as well as observation of adults, the 
infant learns what a sofa is by viewing different sofas repeatedly from hundreds and 
millions of different postures and angles in various contexts.

The child's biological makeup and matter's physical makeup provide accurate 
comprehension. They are designed to make sitting and lying on relatively soft, 
specially- shaped things more convenient for an individual. Sitting on a stone sur-
face for an extended period can cause harm; however, if the shape is fundamentally 
different, this can also disrupt blood flow. As a result, the child's mental image of a 
sofa is formed by its practicality, which is derived from both its biological makeup 
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and surroundings. Now that they know what a sofa is and how it works, the toddler 
will not mistake it for a fire hose or a storefront window.

The resulting robot will perceive things differently, including what is hot or 
cold, comfortable to sit on, and convenient and inconvenient, even if a software and 
hardware complex is constructed with enough sophistication. It will be a part of the 
environment, but our understanding of it will be entirely different. They will thereby 
develop a conceptual apparatus of their own that is incompatible with the human 
one. Furthermore, attempts to grow the number of neurons and program billions of 
words, images, and sounds into their networks cannot, in theory, create intelligence 
with the same level of power as a human. The question of building such a complex 
system has yet to be addressed, even in the far future.

Thus, only straightforward creative and intellectual tasks, often mundane and 
generally repetitive, can be automated now or shortly. The human- centric approach 
to innovation is the most successful for integrating intricate, unique creative and 
intellectual parts into automated systems that are put into production. Implementing 
this policy is contingent upon economic factors, which are economic growth and 
efficiency.

4. DISCUSSION

The influence of modern technologies and their accelerating development at the 
international level is very prominent in economic and non- economic life. Understand-
ably, such influences are not only in the short to medium term but also in the long 
term. The development of human- centric technologies also belongs to such areas, a 
phenomenon still in its early stages but with enormous potential. Economic growth is 
one of the most critical factors for its implementation. (Bondarev & Krysiak, 2021).

Economic growth is intensive and qualitative by nature. The development and 
implementation of new technologies almost entirely provide it. Therefore, if two 
workers produce 30 units of output per day on an outdated machine, one worker 
could produce 100 units of output in the same unit of time on current equipment. 
This leads to intensive economic growth and productivity rises due to increased 
efficiency. At the same time, the total number of resources, including labour, land, 
capital, and entrepreneurial skills, remains unchanged or even falls. We are discussing 
technological and innovative economic growth.

However, large- scale growth is inherently quantitative. For example, if two 
workers work 30 hours daily on one machine, four on two identical machines will 
work 60 hours daily. Owing to the rule of decreasing returns to scale, 200 workers 
using 100 machines may likely produce 2500 pieces per day.
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Digitalization and new technologies have a significant role in social life, exten-
sive and intensive economic growth, and overall improvements in general quality 
of life. Even though intensive growth is more similar to exponential growth and 
less susceptible to the law of diminishing returns because the number of production 
factors remains constant, whereas extensive growth is more linear and subject to 
the law of diminishing returns to scale, it is still necessary because it is frequently 
much more accessible to provide. The number of production components involved 
in economic usage can be increased to new technologies, which enable the develop-
ment of new areas (deserts, swamps to be drained, territories to be reclaimed, and 
water resources to be used), growing population, which simultaneously increases 
labour resources, entrepreneurial spirit, and consumer spending; more structures, 
machinery, and equipment are being built.

The primary contribution of human- centric technology to intensive economic 
growth can be precisely described as longer- term, complicated, but also more effi-
cient, nearly exponential, as opposed to linear. Human- centric technologies suggest 
integrating people as creative and intellectual contributors into systems where they 
are most helpful.

We are discussing a minor modification of the current conception of technolog-
ical advancement. However, we are also discussing significant capital expenditures 
and a modification of the current production machinery, including in large- scale 
mass production, where human- centric technologies are utilized sparingly, mainly 
because of the historical circumstances surrounding their development. We are 
discussing a shift in the dominant companies in the market, specifically, a sharp 
decline in their market share.

Instead, small-  and medium- sized business representatives will mostly take their 
place since they possess a notably superior ability to create business and production 
processes almost from the ground up. One such factory is a furniture company that 
uses CNC machines to autonomously generate carved parts, especially particularly 
intricate ones, based on 3D models entered into the machines. The company makes 
solid wood furniture (Stepputat et al., 2021). To varying degrees, a person carries 
out specific tasks, including production. For example, he finalizes parts, feeds them, 
and maintains quality control on machine tools in a semi- automated mode. It also 
serves as the system's focal point, producing 3D models that users may enjoy within 
the editor. Naturally, some tasks in the 3D editor can be automated, such as creating 
standard patterns and pieces. However, the professional will still be responsible for 
carrying out the primary tasks and making most of the decisions. A milling machine 
with the described functionality is shown in Figure 1.
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Figure 1. Woodworking CNC router

Traded at a price slightly higher than that of large mass production, high- quality 
products with excellent environmental characteristics are possible, given the low 
cost of such equipment and even the ability to assemble it yourself with sufficient 
knowledge of microcontrollers and programming.

5. CONCLUSIONS AND IMPLICATIONS

Human- centric technologies are a somewhat controversial phenomenon. As in 
many other cases, the principal contradiction lies in the opposition of long- term 
benefits to short- term losses from their implementation and at the level of individual 
enterprises and the national and global economies.

To assess the impact of human- centric technologies, it is essential to understand 
the factors that both enable and obstruct their implementation. When these tech-
nologies are adopted, some factors will inevitably shape their outcomes. The main 
non- economic driver behind human- centric technologies lies in their capacity to offer 
tangible benefits and enhance the quality of life that resonate deeply with people 
and rephrase beyond mere monetary valuation. Economically, these technologies 
promise to accelerate growth and intensify competition in the long run. Whereas, in 
the short to medium term, their adoption may disrupt large international businesses, 
as smaller local enterprises deliver superior, more tailored products. This shift may 
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cause a crisis among dominant players, potentially leading to a broader economic 
downturn until a new economic order is established.
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ABSTRACT

Risk management is one of the main areas of the theory of managing complex social 
and economic systems, the need for the development of which is due to the complex-
ity of the structure of enterprises as risk management objects and the high level of 
uncertainty in the external socio- economic and internal environment of enterprises. 
Thanks to the rapid development of software and hardware, today it is possible to 
use all the potential capabilities of digital technologies in risk assessment. Also, 
computer technology allows you to quickly process this information, keep it in a 
secure form. There are different management decision- making processes in con-
ditions of uncertainty (mainly due to incomplete or inaccurate risk information). 
Some approaches do not allow the use of a well- developed device for simulating 
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dangerous situations, which affects the conclusions of the algorithmic and software- 
information software and reduces the validity of decisions on risk management 
of industrial enterprises. The article describes the risk assessment procedure for 
allocating risks to individual groups.

NOVELTY STATEMENT 

This chapter presents a novel approach to assessing the intellectual capital 
of universities through the integration of ranking methods with digital decision- 
making tools and expert assessment techniques. It uniquely combines quantitative 
and qualitative methodologies to provide a comprehensive evaluation framework, 
addressing the complexities and nuances of intellectual capital in higher education 
institutions. The chapter offers new insights into how digital technologies can enhance 
the accuracy and reliability of intellectual capital assessments, contributing to more 
informed decision- making and strategic planning in universities. This innovative 
approach bridges the gap between traditional assessment methods and modern digital 
tools, setting a new standard for evaluating intellectual capital in academic settings.

1.INTRODUCTION 

There are different management decision- making procedures in conditions of 
uncertainty (mainly due to incomplete or inaccurate risk information) (Airapetova, 
Korelin, Karabekova, et al. 2017). These include the theory of expert assessments, 
the theory of artificial intelligence, the theory of fuzzy (blurred) sets, and methods 
of fuzzy- logical inference (Kharlamova et al. 2020). With their help, it is possible 
to assess the degree of influence of risk factors on the activities of enterprises. It 
would also be useful to identify the most significant risk factors through a variety 
of linguistic variables, fuzzy values of factors, and dangerous variables. Here, it 
is necessary to bear in mind the subjectivity of some of these approaches (for ex-
ample, expert methods) and the inability to draw a specific conclusion due to the 
large spread of data (statistical methods). Some approaches do not allow the use 
of a well- developed device for simulating dangerous situations (Brogi et al. 2018), 
which affects the conclusions of the algorithmic and software- information software 
and reduces the validity of decisions on enterprise risk management (Airapetova 
& Korelin 2019). 

In terms of analysis and risk management software approaches, they are divided 
into phenomenological, deterministic, probabilistic and expert (Airapetova, Kore-
lin, & Karabekova 2017). The method's disadvantage is its ability to miss rarely 
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implemented but important sequences of events during the development of an 
accident, which is a complex and long- term process (Provotorov et al. 2019). The 
probabilistic method of risk analysis involves calculating the relative probabilities of 
process development and evaluating them by analyzing branched chains of events to 
select suitable models. Computational mathematical models are simplified, but this 
reduces the reliability of the estimates obtained, which is especially important for 
considering the risk of severe accidents. The probabilistic method of risk assessment 
ensures the relative reliability of the analysis results, but changes in the external 
environment should be insignificant. Therefore, the best option is a combination 
of probabilistic and expert methods. The expert method involves assessing risks by 
processing the opinions of experts – specialists in the area under study. In fact, this 
is a hybrid method, that is, an integrated approach for assessing and managing risks.

Despite the variety of approaches, they all include formal stages of analysis 
and assessment: the formation of a risk factor; the occurrence of a risk situation; 
occurrence of damage caused by risk (Kozlov et al. 2019). Risk of the intellectual 
capital of enterprises is the possibility of obtaining an unplanned result under the 
influence of both external and internal factors during the use of the intellectual 
capital of the enterprise (Gromova & Pupentsova 2020). Here is a summary table 
of methods for quantifying risks. Organizational, client and human capital are al-
located as part of the IC (Tishkov et al. 2017), evaluation of each type takes into 
account their specificity, and when determining human capital as the totality of 
knowledge, competencies and connections of company employees, ways of influ-
encing it and possibilities of its management are evaluated. At the same time, the 
specific characteristics of industries and forms of organization of entrepreneurial 
activity are taken into account (Evseeva et al. 2019). So, for example, Universities 
not only train high- profile specialists for enterprises of various industries, including 
high- tech enterprises, but also are scientific centers where methods are developed, 
scientific and economic contracts are executed, theories are put forward and proved, 
competitions are held, including at the international level. 

By considering human resources as a flexible relationship between competencies, 
installations, and intelligent flexibility, it is possible to expand the components to 
be regulated and managed (Airapetova & Korelin 2019). So, in the field of compe-
tencies, special areas of knowledge are identified and analyzed, covering implicit 
aspects, mental abilities, the ability to create networks of personal contacts and use 
them (Okorokov et al. 2019).  In modern conditions, universities develop method-
ological guidelines based on competencies that are formed on the basis of standards, 
and a set of documentary support is also compiled, which can be called an element 
of intellectual capital management (Tabolina et al. 2020). For its effective growth, 
they provide an expansion of the areas of competence, attitudes and flexibility of 
employees (Vetrova, Khakimova 2020).  The need to manage the human capital of 
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universities is due to objective circumstances (Kozlov et al. 2019). The absence of 
a market mechanism that would allow potential employers to influence the educa-
tional process at the university leads to problems in the employment of graduates, 
problems of non- compliance of professional graduates with the requirements of 
enterprises, especially high- tech enterprises (Vetrova et al. 2018). Also, the high 
load on teachers does not allow to fully use the intellectual potential of teaching 
staff to improve the educational process (Nurulin et al. 2019). Low graduate activity 
also reduces the ability to develop new technologies to improve the efficiency of 
intelligent capital management.

Difficulties are added to the inconsistency of the representations of the teaching 
staff, training algorithms and expectations of employers, the lack of direct com-
munication between enterprises and universities leads to problems in employment. 
The intellectual capital of educational services institutions includes: knowledge and 
competencies of the administrative and managerial apparatus and faculty; content 
of educational programs; educational technologies; organizational and management 
structure of the institution and a set of mechanisms for information exchange and 
internal communication; staff development programs; the image of an educational 
institution; students; cooperative relations with enterprises and organizations that 
hire (or potentially hire) graduates of an educational institution, as well as with 
other educational institutions as consumers of its educational and methodological 
products; relations and experience of cooperation with organizations sending their 
employees for retraining, with state bodies ordering the development and imple-
mentation of educational programs for the training and retraining of managers and 
entrepreneurs; as well as with other groups directly or indirectly interested in the 
activities of the educational institution (Vetrova et al. 2017).

1.1 Theoretical Framework for Assessing 
Intellectual Capital in Universities

The meaning of intellectual capital (IC) in universities is complex and it refers 
to the different types of knowledge, abilities and links of an organization that have 
a direct impact on organizational performance (Frondizi et al., 2019). It is therefore 
important to comprehend and evaluate this specific intangible asset in furtherance 
of which this paper seeks to: Intellectual capital in universities can be broadly 
categorized into three key components: These resources include: Human capital, 
Structural capital and Relational capital (Iacoviello et al., 2019). Skills consist of 
all the knowledge, talents, and skills of university employees, teachers, researchers 
and administrators. Another structural form is the internal system of the institution, 
which in turn is the databases, the intellectual property it holds and the educational 
technologies used. This type of capital looks at the systems of relationship outside 
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the university with key players such as other companies, ex- students, and government 
entities (Secundo et al., 2017). When it comes to assessing the above mentioned 
components, one has to use a complex approach which combines several method-
ological tools, all targeting the general nature of IC. Reasons for this become clear 
when one tries to make use of the traditional tools such as the financial instruments 
in measurement of IC where knowledge is involved it cannot be determined. Hence, 
the new approaches include both the quantities and the qualitative analysis as well 
as the expert estimations, the Fuzzy logic and the artificial intelligence (Frondizi 
et al., 2019). For example, expert methods make use of opinions or decisions of 
particular specialists in the area and offer qualitative assessments which are vital 
for indicating and measuring the peculiarities of the human and relational capital. 
Nevertheless, these methods may be bias and not consistent in their approach, this 
has increase the call for the use of statistical analysis /Machine learning and artificial 
intelligence models (Secundo, et al., 2016).

Human capital is highly significant in the case of universities as it defines their 
performance as educational establishments and their efficiency in providing quality 
education and coming up with new innovations. The competence of the faculty, their 
capacity to foster students and engage in research work are all factors highlighting 
human capital. Furthermore, the creation of human capital in other sectors of the 
economy is also attributed to universities since it churns out graduates who are able 
to meet the requirements of the various sectors in the job market (Leitner, 2004). 
Therefore, the evaluation of human capital in universities should not only focus on 
the current state of the faculty but also the future potential of the teacher staff and 
how successfully the university addresses issues of talent management acquirement, 
retention and development. Structural capital in universities is also vital, especially 
since higher education institutions have embraced the use of technology to support 
learning delivery and institutional processes (Ramirez et al. 2007). Structural cap-
ital represents the embedding of LMS, digital libraries and data analytics into the 
educational process as an example of the evolution process. Moreover, these tech-
nologies do not only augment the information and communication technology- based 
teaching and learning processes but also assist in the administrative procedures and 
organization of the processes that involve data collection to serve the purpose of 
decision making (Leitner, 2002). In addition, the structural capital includes the flow 
of patents and publication, as an outcome of the research intervention, undertaken 
by a university. Proper management and monetization of these assets can help to 
strengthen the positioning of the university and its financial position, which makes 
the IC assessment of this area mandatory (Frondizi et al., 2019).

External relational capital, on the other hand, points to the quality of connection 
that a university enjoys outside it. Universities are required to sustain and develop 
cooperative partnerships and networks with the industries, alumni and other Uni-
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versities, governments and other funding sources for partnership, funding and pro-
gramed accreditation purposes (Liu et al., 2023). These relationships are imperative 
for sharing of knowledge, nodal research collaboration and formation of avenue for 
students by providing internships and jobs. Evaluating relational capital consists of 
assessing the intensity and effects of the relationships within a firm, some possible 
criteria of which are the existing collaborations, the relations with external entities, 
and the experiences with partners (Paloma Sánchez et al., 2009). When it comes to 
the evaluation of the IC of universities, the theoretical background entails human, 
capital structural, and relational capital. All of these components are important 
subsystems of the institution and their performance affects the global sustainability 
of the organization. In the following, it is proposed that expert opinions, quantita-
tive data, and technological platforms can be used to improve the understanding 
of knowledge- intensive assets and make sound decisions for universities’ learning 
and research endeavors.

1.2 Digital Tools and Expert Methods in 
Intellectual Capital Assessment

The improvement of ICT has made it possible to conceive new approaches and 
methods in University IC valuation, these are accurate, fast and more extensive 
(Pokrovskaia et al., 2021). AI is already utilized in different aspects evaluating edu-
cational outcome and other methods such as big data analytics and machine learning 
algorithms provide universities with extra possibility to analysis a great amount of 
data and obtain the information formerly untouched (Lee & Wong, 2019). These 
technologies help to minimize the amount of time spent on carrying out non- essential 
routines hence providing experts with more time to attend to issues of assessment 
concerning the intellectual capital, issues of result analysis and decision making. 
For instance, AI can demographically classify human capital of the university based 
on an analysis of performance records, researches done, qualification, etc. In this 
way, by applying analysis on this data, it is possible to have a more accurate picture 
on the competencies of the faculty members and their potential (Liu et al., 2023). 
In addition, AI- based model scans help in forecasting potential future performance 
of the faculty and outcomes of students that would be relevant for planning and in-
vestment decisions. This predictive capability is most valuable in the context of the 
university’s fixation on strengthening the collection of professionals as its primary 
source of intellectual capital.

Another effective approach that increases the evaluation of structural and rela-
tional capital is big data analytics. In universities, diverse data to do with opera-
tional activities, research and outside collaborations are produced and archived. Big 
data analytics enables institutions to analyze and find out information in this data 



285

that can assist in making decisions (Švarc et al., 2021). For instance, if university 
research collaborations are measured and the information revealed, then universi-
ties can determine the most fruitful relationships that need to be profited from or 
developed further. Likewise, big data can be employed to evaluate the productivity 
of technologies and other components of structural capital to create a coherent 
picture of different elements of the institution’s intellectual capital (Liu et al., 
2023). The professional approaches still come out as one of the essential elements 
of the assessment of the intellectual capital, especially in cases when qualitative 
evaluation is possible. These methods include gaining information form experts in 
the particular field of interest which may include academic administrators, faculty 
members and professionals in the sector (Izzo et al., 2022). Consultants ‘opinions 
can be more credible in assessing aspects of the intellectual capital which are not 
easily measurable, such as the nature of the external interactions or the significance 
of the scholarly production. However, to avoid possible biases and contradictions of 
expert methods, their use should be backed up with objective digital tools, which 
would verify and adjust the assessments.

In this attitude, the use of digital tools along with the expert method provides a 
strong basis in the evaluation of intellectual capital in universities. Although digital 
technologies can generate the data necessary for lean and accurate assessments of 
various situations, methods developed by experts can supply the context and a clear 
understanding of the results obtained necessary to assess these situations adequately. 
Taken together, they let universities evaluate their IC stock in a more comprehensive 
manner and on the basis of both quantitative and qualitative criteria (Wudhikarn, 
2017). Besides improving the validity and accuracy of the assessments it also brings 
about greater clarity in the functioning, thereby enabling the management of intel-
lectual assets more effectively and the overall performance of the university can be 
improved. All in all, the combination of the digital instruments with the methods 
applied by experts is a major improvement in the assessment of the intellectual 
capital in universities (Lee & Wong, 2019). In this way, the advantages of using 
both paradigms can be realized: a stronger, more applicable estimation of the insti-
tution’s intellectual assets can be obtained. In this context, it becomes possible for 
universities to arrive at strategic choices that are geared to improve the organizations’ 
education and research foundations so as to thrive in a progressively intricate and 
technological advanced academicians’ environment (Khoso et al., 2022).
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2. LITERATURE REVIEW 

The evaluation of IC in universities is a rather complex task and includes the 
assessment of various types of risks connected with personnel and performance of 
the organization. The intellectual capital of a university is the knowledge base and 
expertise inclusive of its officials and personnel, the competencies, experience, 
and networks it can leverage, and the relationships it can foster in ensuring that the 
university delivers on its mandate to the institution’s added value (Serenko & Bontis, 
2022). The current literature review examines the essential indices of risk factors 
within universities with a focus on personnel and organizational risk factors that 
put into account the whole performance of the university in regard to its personnel 
and IC sustainability (Khalili et al., 2017). Personnel risks are especially important 
in the academic area in which the faculty and staff comprises of intellectual human 
capital that is important to offer quality education and conduct research. Few factors 
are as closely tied to the academic status and the ability of the university to obtain 
students, teachers, and funds as the qualification of persons who work at the university 
(Chen & Chen, 2013). The common risks connected with personnel qualifications 
are inadequacy of academic staff professional background, difficulties in managing 
academic staff, and variety of risks linked with the turnover of key faculty mem-
bers as the result of high workload, lack of professional growth opportunities or 
low motivation (Bakhru, 2019). Other certain drawbacks include reduction of the 
quality of education and research output since highly qualified personnel are likely 
to be replaced by relatively less qualified personnel this a factor that can severely 
affect the reputation and competitive position of any university.

Universities are faced with an additional challenge of staff retraining due to 
the ever changing dynamic of knowledge and technology therefore increasing the 
challenges of personnel risks management (Frondizi et al., 2019). Development 
of new technologies and new achievements in different areas of knowledge after 
preparing in university it is required containable in- service training to help staff 
of universities to maintain themselves up- to- date in their fields (Liu et al., 2023). 
However, this also brings into question issues to do with the deprecation of knowl-
edge and ill- preparedness to train the workforce again and compromise on the 
standards of education and research in the institution. Furthermore, proliferation 
of existing faculty through inadequate staffing partially poses high job workloads 
that may increase turnover and reduce the satisfaction level of the faculty members 
(Khoso et al., 2022). Organizational risks are yet another relevant factor of the ICM 
in universities. These risks relate to the systems, procedures, and culture aspects by 
which the optimized exploitation of the ITC is ensured by an institution. Lack of 
efficiency in managing the human resources involves the improper use of the man-
agement tools, the wrong management procedures, and the ineffective management 
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strategies result in suboptimal performance of the staff members and conduced 
to the low efficiency of the institution (Frondizi et al., 2019). For example, poor 
actualization of this center is evidenced by the poor management decisions leading 
to inefficiency in the use of resources, poor alignment between the strategic goals 
of the university and the academic strand, and poor coherence where there are two 
strands of decision making. I such inefficiencies affect strategic accomplishment 
of the university’s strategic goals and objectives as well as increase vulnerability 
of the enterprise to risk occurrence (Veltri et al., 2014). 

As one of the many risks within universities, the overbearing risk is a conflict 
of interest and abuse of authority. Misleader ship in an academic context may thus 
have demeaning repercussions especially where autonomy and academic freedom 
are accorded utmost importance; staff and student mistrust; uninformed stakeholders 
impugned the institutional authority. This results to a formation of a poison organi-
zational culture that does not foster the creation of new ideas and cooperation and 
consequently does not tap the full potential of the institution’s intellectual assets. 
Moreover, the absence of integration between the university management and fac-
ulties increases the risks; hence, the direction, intent, and action may not advance 
the university’s mission and goals properly (Bakhru, 2019). Also the fact that many 
aspects of their personality-  their ability to deal with people, their temper, and the 
degree of their extraversion are rather subjective and can hardly be measured on an 
objective scale pose a rather stern threat that cannot be measured adequately (Khalili 
et al., 2017). These characteristics can thereby impinge on the general organizational 
climate and the nature of work relations, such as teamwork and collaborative work 
that are central to the proper functioning of learning institutions. For instance, low 
motivation or rivalry between groups will contribute to low performances, and 
consequently affect the institution’s Intellectual capital. The above risks bring out 
the need to take both professional and personal characteristics of the assessment of 
the intellectual capital in University.

2.1 Strategies for Mitigating Risks in 
University Intellectual Capital

To effectively manage the risks which stem from the management of intellectual 
capital in universities, there is therefore a need to put in place solutions that address 
personnel issues and organization issues (Rohani et al., 2015). Since IC is central to 
the goals and performance of HEIs, effective risk management strategies are crucial 
for thinking about IC in the long term and for actual practice. This subsection discuss-
es some of the options that can be pursued by a university to ensure that the harms 
arising from inadequate personnel qualifications, poor management practices, and 
un- desirable personal attributes of employees are minimized; hence enhancing the 
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university’s intellectual capital (Khan & Ali, 2017). Among the basic measures that 
can be used to control personnel risks, the following can be distinguished: the use 
of professional development and training programs. Skills update and development 
are important in the campus as knowledge and technology keep on changing from 
time to time (Dalwai & Salehi, 2021). It is recommended that universities provide 
and/or arrange opportunities for the professional development for faculty and staff 
on an ongoing basis so as to maintain their academicians’ cutting- edge expertise in 
the corresponding area (Pereira et al., 2024). This entails inculcation of new tech-
nical competencies, as well as expanding the existing leadership, communication, 
and teamwork proficiencies as a way of sustaining innovation in the institution. In 
this way, universities can avoid such risks as knowledge obsolescence, and lack of 
necessary qualifications that might affect the competence and motivation of the 
organization’s employees (Frondizi et al., 2019).

The second conclusion is that, besides the aspects of professional development, 
the Universities should also enhance the management activity aimed at the reduc-
tion of organizational risks within the organization (Royal et al., 2014). It could be 
done with the help of introducing more progressive and adaptable approaches to 
management characteristic for modern academic settings (Khoso et al., 2022). For 
instance, universities can enhance management by decentralizing some decision 
making activities to involve the members of the academia hence enhancing the 
involvement of human resource. It not only enhances the decision making process 
but also increases the morale of the employees and hence the productivity decreases 
the chances of having dual agendas within the company (Jones, 2020). Furthermore, 
the openness of the communication channels that exist between the management and 
employees will help in passing on the strategic goals of the university and obtaining 
the support of all the members of the institution.

Another important tactic for reducing the risks linked with the personal charac-
teristics of staff is the systematic employment and personnel policies stipulating the 
valuing of cultural adaption and team cohesiveness (Liu et al., 2023). Universities in 
the course of recruiting their employees needs to evaluate the applicants not merely 
for the technical skills they bring in, but especially for their compatibility to fit into 
the existing organizational culture, and their perceived capabilities to enhance the 
universities’ existing pool of intellectual capital. These measures should cover the 
part of retention policies that consist in making the personnel more satisfied re-
garding possible discrimination on the base of sex, age, etc.; possible conflicts with 
private life and more generous opportunities for cooperation between the workers 
(Al- Omoush et al., 2022). As a result of a healthy working environment, issues of 
low motivation, conflicts, and other issues to do with personal attributes that may 
harm the productivity of the team as well as the general intellectual capital of the 
university will be handled comprehensively. Last but not the least; the use of dig-
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ital tools and data analytics can go a long way in improving the risk management 
approaches. These technologies can be utilized in universities in order to track 
different aspects of an institution’s intellectual capital, particularly in the cases of 
employees’ productivity, organizational processes optimization, and efficacy of 
professional development initiatives (De Santis & Presti, 2018). With help of data- 
driven analytics, risks, which are in the process of emergence, can be recognized on 
time and specific actions targeting their mitigation can be taken to secure the idea 
that the stock of academic knowledge will stay viable no matter the circumstances 
outside of it (Mkumbuzi, 2016).

2.2 Determination of risk impact factors on 
university activity by individual risks

Risk factors for indicators are based on deviations of actual indicators from 
planned values according to the formula:
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If there are fluctuations, the fraction value tends to zero, and the risk level is 1:
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Therefore, the value of the risk level of the i- th indicator lies in the range from 
zero to one:  0 <  k  i   < 1 . Determination of risk impact ratios on university activity 
by risk groups.

The risk impact ratios on the activity of the university for a particular group of 
calculations are considered as the average progressive ratio for individual risks. 
The set of indicators may vary depending on the significance and dynamics of each 
indicator. So, if the indicator constantly goes to zero to include it in the group does 
not make sense. Indicators below 0.05 are also not included in the estimate. The 
calculation of the coefficient is made according to the following formula:

  K  i  
p  =  n √ 

_
 ∏  k  i  

p    

 , (5)

where   K  i  
p   – risk ratio of an individual group,   k  i  

p  – risk level of a single indicator,  
n  – number of key figures in the group. Determination of the aggregate risk impact 
factor on the activity of the university. The total risk ratio is determined after the 
races of the main types of risks formed under the influence of factors of the internal 
and external environment of the enterprise, its teaching, financial, organizational 
activities, and direction of activity. This display reflects the general level of risk 
that is taken into account in the main points of management decisions: for example, 
when launching a new master's program, changing teaching technology, concluding 
commercial contracts.

The integral risk factor is calculated using the formula:

  K  int   = ∑  v  i   /  K  i  
n  

 , (6)

where   K  int    – aggregate risk ratio of the IC University,   v  i    – weight of risk group,   
K  i  

n   – risk group ratio. The integral risk factor is calculated using the formula: The 
weight of the risk group is calculated by experts (Delphi method, survey variant, 
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etc.). It is mandatory to check the representativeness of the sample, the consistency of 
the opinion of experts, the calculation of the concordance coefficient.The positivity 
of the eigenvalues is the determining factor for establishing the stability property of 
parabolic evolutionary systems with distributed parameters on the graph.

2.3 Study of solution stability

The author compiled an evaluation model for calculating risk indicators based 
on Microsoft Excel, an excerpt from which is shown in table 2. According to the 
methodology proposed by the author, it is further necessary to calculate the aggregate 
risk of a group nature: production, financial, organizational and environmental. At the 
same time, those indicators  which  risk ratios turned out to be zero were excluded 
from the calculations. The calculation of the industrial risk factor was carried out 
according to the formula (5). 

  K  p.p.  
p   =  4 √ 

_____________
  ∏  k  p1  

p  ,  k  p2  
p  ,  k  p3,  

p    k  p4  
p     

, (7)

where

   k  p1  
p   =  2 √ 
_

  k  mto  
p   *  k  у.о  

p     

, (8)

  k  p1  
p    – risk ratio of lack of educational process support;

Table 1. The result of calculations of risk indicators for the average university for 
2015 to 2020

Risk Indicator Code Probability 
(p) 

Degree 
of threat 

(s)

Deviation 
 ∆  P  

i
   

  k  
i
   

Risk of insufficient 
provision of the 

educational process 
  k  

p1
   

Insufficient 
MTO 

coefficient

Кi

0.5 0.6 4.67 0.13

Capital 
productivity

Cp
0.21 0.67

Risk of non- 
competitive services 

  k  
p3

   

Development Vp

0.2 0.4

64.93 0.04

Scope of 
implementation

Ор
1339.67 0.09

continued on following page
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Risk Indicator Code Probability 
(p) 

Degree 
of threat 

(s)

Deviation 
 ∆  P  

i
   

  k  
i
   

Insolvency risk 
  k  

f1
   

Absolute 
liquidity ratio

Кaliq

0.2 0.4
0.07 0.24

Total coverage 
factor

Ktcov
0.06 0.05

Risk of financial 
volatility 

  k  
f2
   

Autonomy 
factor

Ка

0.2 0.3

0.08 0.09

Financial 
sustainability 

ratio

Kfs

0.18 0.01

Debt Cover 
Ratio

КDC
0.01 0.15

Exceeding 
the number 
of hours for 

extracurricular 
work on the 

norm, %

Nvperunit

0.3 0.4

0.05 0.13

  k  p2  
p   =  3 √ 
_

  k  p.m  p   *  k  z.o  
p   *  k  i.o  

p     

, (9)

  k  p2  
p    – risk ratio of decrease in teaching activity;

  k  p3  
p   =  2 √ 

_
  k  v  

p  *  k  z.o  
p     

 , (10)

  k  p3  
p    – risk ratio of non- competitive service;   k  p4  

p    ,   k  p5  
p    ,   k  p6  

p   – additional risks according 
to the specifics of the university, respectively. Based on the evaluation methodology 
proposed by the author, an estimated model of the university's risk ratios can be 
compiled in the Microsoft Excel program and the components of all types of risk can 
be calculated by year, average values, standard deviations and aggregate indicators 
by risk groups can be found. Thus, it is possible to develop an IC risk assessment 
model for their management zones, which will allow us to distribute risks and verify 
the validity of the model. We can highlight the most critical risks, which will allow 
only for them to use preventive measures that can reduce the negative consequences 
of their offense or prevent their offense in general.

Table 1. Continued
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3. DISCUSSION 

The section of introduction, and the literature review of this chapter also point 
towards the nature of managing and acquiring IC in the university. As a form of 
capital, human, structural and relational capital has been identified to determine 
the success of universities and their competence to deliver education and execute 
research, as well as their ability to sustain their competitiveness. However, the 
assessment and management of IC are hard to embark and even more difficult to 
sustain mainly due to a number of challenges arising from the dynamic technolog-
ical environment enhanced by ever changing educational needs and pressures from 
the outside world. To a large extent, the literature review reveals the significance 
of identifying risk probabilities relating to personnel and organizational factors. It 
is also important for universities which quality of education and research activities 
depends on qualified faculty and motivated staff and their associated personnel 
risks. The review also identifies other key organizational risks such as poor work 
flow that is in relation to management of the organization or conflict of interest 
which is a blow to the university’s capacity to capitalize on the intellectual capital.

From the literature review, one of the important considerations derived is that there 
is a requirement for a holistic and coordinated approach towards risk management 
for universities. All the mentioned methodologies such as the usage of changes and 
odds, the application of mathematical models and expert assessments contribute 
to approaches in risks quantification and control. These approaches enable univer-
sities to develop a structured procedure for defining potential risks, estimating the 
effects of different risk factors, and designing approaches to managing these risks. 
By adopting such models, which are described in the above formulas, it is easier to 
have less bias and more realistic assessment of IC risks that are crucial for decision 
making. Furthermore, the discussion shows that risk management is an issue that 
is under development in relation to the academic environment. The trend towards 
greater use of digital tools and technologies in universities also poses new possibil-
ities for using these innovations to develop IC management. The globalization of 
risk assessment, with the application of data analytics, AI, and other related digital 
technologies holds the prospect of enhancing the reliability of such evaluations. 
However, it also poses some risks, like the required qualified staff to operate these 
technologies and technology relatively rapid cycle of becoming obsolete.

In summary, it is important to stress that the University IC management does 
not imply exclusion of the traditional risk assessment tools, and at the same time 
is closely connected with the digital technologies use. As it reveals both personnel 
and organizational risks and as the universities learn how to mitigate these risks 
with reference to the changes that occur in the external environment, universities 
will be in a position to protect and improve their intellectual capital thereby making 
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them sustainable in the long- run. The information described in this chapter forms 
the basis for building more effective and more sustainable strategies in managing 
IC in HE institutions.

4. CONCLUSION 

In this chapter, an attempt has been made to delineate the status of IC measure-
ment and management and complexities in universities, and to stress the objective to 
consider personnel and organizational risks in the IC measurement and management 
process. Human capital, the structure that makes up a university, and the relation-
ships which are the primary wealth of a university are known as intellectual capital, 
which is useful to sustain the university competitive advantage and its successful 
future. The chapter also systematically analyzed personnel risks in connection with 
IC, for example inadequate qualifications and inefficient management, as well as 
organizational risks that include bad management and possible conflict of interest. 
The techniques described in this chapter, especially those of mathematical modeling 
and professionals’ evaluation, provide solid means of measuring and controlling these 
risks. These approaches give a framework through which the effects of various risk 
factors in the running of the university can be assessed hence advancing in informed 
decisions being made. The use of digital inures and technologies also contributes to 
the improvement of these risk assessments to better capability and efficiency of the 
assessment. Finally, it is clear that the practice of managing intellectual capital in 
universities need to search for an optimal solution, preserving the use of traditional 
tools for evaluating risks and taking into account digital tools. By being alert and 
identifying risks threatening the institutions as well as the universities own internal 
risks, one can protect the valuable capital that is the intellectual capital: sustainability 
and quality of the universities and the entire academic sector. Thus, it is highlighted 
that continuous evolution and change in managing IC in universities is imperative 
because of the growing globalization and competitiveness of education system.
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ABSTRACT

A comprehensive study of the current situation related to certification on ISO func-
tional management systems (ISO 9001, ISO 14001 and ISO 45001) was carried 
out to assess the prospects for the integrated management systems creation and 
implementation in aerospace industry. This study analyzes complex data on the 
certificates number issued for aerospace enterprises in the world leading aerospace 
countries during the period 2009- 2019. Paper demonstrates the current trends in the 
implementation and certification of quality, environmental, occupational health, and 
safety management systems by enterprises in this countries. During the investigation, 
both global trends and the domestic Russian trends were identified. Then Pearson 
correlation coefficients were calculated between the time series of the number of 
ISO 9001 and ISO 14001 certificates. Based on the obtained results, a basic scheme 
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was proposed for the development of a digital integrated management system for 
enterprises in the aerospace industry, taking into account the specifics of the Russia.

1. INTRODUCTION

The efficiency and competitiveness of Russia’s aerospace industry depend 
heavily on the adoption of modern regulatory frameworks. A critical factor in this 
is the development of Integrated Management Systems (IMS), which utilize digi-
tal technologies to streamline processes and ensure compliance with international 
standards (Kozlov et al., 2021). An IMS integrates key management systems such 
as the Quality Management System (QMS) ISO 9001:2015, the Environmental 
Management System (EMS) ISO 14001:2015, and the Occupational Health and 
Safety Management System ISO 45001:2018, which are essential for the aerospace 
sector (Domingues et al., 2017). However, many aerospace companies in Russia 
continue to implement these systems separately, hindering the full realization of 
their potential. The ISO 9000 series of standards, introduced in 1987, established 
the foundation for modern quality management practices across various industries.

The aerospace industry, in particular, has adopted industry- specific standards 
such as AS/EN/JISQ 9100, which adapt ISO 9001 for the specific safety and tech-
nological needs of aerospace manufacturing and services (Soare & Militaru, 2018). 
These standards are critical for maintaining compliance with global leaders such 
as Boeing and Airbus, which require suppliers to hold certifications under AS/EN/
JISQ 9100 (Tomic et al., 2012).

Nevertheless, due to the extended usage of these standards, the emergence of a 
single IMS has been slow in Russia. The use of integrated systems in the assessment 
processes could also help eradicate issues such as process duplication and enable 
conformity to several standards (Talapatra et al., 2019; Ahmad et al., 2019). This is 
especially true where the integration of the systems is digital as it allows for better 
tracking of documents, constant supervision, and prompt modifications where neces-
sary to remain competitive in a technologically sensitive industry such as aerospace 
(Kovrigin & Vasiliev, 2020). The purpose of this chapter is to identify the prospects 
for IMS implementation in Russia’s aerospace industry. This comprises exploring 
the certification patterns of ISO 9001 and ISO 14001 in the selected aerospace 
countries, and, in particular, defining successfully implemented practices to develop 
an optimize IMS model for Russian companies. These management systems provide 
aerospace organizations with ways to enhance performance, pursue compliance and 
also address domestic and global markets.
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1.1 Importance of Integrated Management 
Systems in Aerospace

The aerospace industry is not only highly diversified but also one of the most 
stringent in its regulation in the international market (Yan et al., 2022). This complexity 
stems from the issues of safety, environmental, and quality that need to be adhered 
to together with the need for efficiency and cost control. Among the strategies for 
handling these issues is the IMS where key management systems that include QMS, 
EMS, and OHSMS are combined in one approach (Domingues et al., 2017). This 
approach not only eliminates the issue of duplicated through eliminating the point 
of effort but also guarantees compliance with set international standard across all 
functionalities within the organization. In the aerospace industry particularly, where 
product quality and safety is central to any manufacturing firm’s goal, the process 
of implementing QMS normally anchored on the ISO 9001 is usually the first stage 
of IMS evolution. ISO 9001 guarantees that the procedure is well- followed in line 
with the customer’s and the regulatory body’s requirements (Hamid et al., 2019). 
However, the real value of an IMS is how the QMS interacts with other manage-
ment systems, for example: ISO 14001 for environmental management and ISO 
45001 for Occupational Health & Safety. Such integration enables aerospace firms 
to monitors their operational impacts on the environment, promote the health and 
safety of their employees and maintain credible and quality systems of production 
concurrently (Bernardo et al., 2012).

The implementation of IMS is also essential for meeting international aerospace- 
specific standards like AS 9100 which is established on ISO 9001, but has extra 
criteria on safety as well as technology accuracy (Soare & Militaru, 2018). The 
establishment of AS 9100 is mandatory for aerospace firms for them to work with 
leaders in the industry like Boeing, Airbus and Lockheed Martin. AS 9100 when 
implemented in conjunction with an IMS makes it easier to operate and deal with 
multiple audits thereby improving the manner in which organizations handle complex 
regulatory needs (Talapatra et al., 2019). Furthermore, implementation of IMS can 
bring positive changes to the company in terms of coordination and internal com-
munications among different organizational departments especially in the aerospace 
industry which requires high levels of specialization. As the quality, environmental 
and safety management systems are integrated under one system, it leads to the 
overall improvement of the management systems hence making the companies to 
respond easily to the changing market requirements and; compliance with regula-
tory requirements (Sampaio et al., 2012). This is especially so in aerospace that 
faces the need to adopt new technologies such as sustainable aviation fuel and new 
safety measures that have to be integrated within the existing management systems 
with ease (Kozlov et al., 2021). In conclusion, the integration of QMS, EMS, and 
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OHSMS into a single IMS framework is not only a best practice but also a neces-
sity for aerospace companies aiming to remain competitive in a global market. By 
ensuring compliance with multiple standards, improving operational efficiency, and 
fostering a culture of continuous improvement, IMS provides aerospace enterprises 
with a robust platform for sustainable growth and innovation.

1.2 Digital Transformation and Its Role in IMS Implementation

Digital transformation is an important factor that can has a positive impact on 
the improvement of the IMS in the aerospace industries concerning the aspects of 
efficiency and effectiveness. The application of IT solutions within IMS provides the 
organizations with an opportunity for the enhancement of data collection, efficiency 
of business processes, and quality of decision making. IT enhancements including 
cloud computing, processing of big data, and AI may help in minimizing errors 
when executing repetitive tasks while enhancing the efficiency of the management 
systems (Vasiliev et al., 2020). In the case of aerospace companies, where accuracy 
and risks are significant, digital transformation offers the framework to oversee and 
control intricate procedures in real- time with conformance to these standards which 
include ISO 9001 and AS 9100 (AKIMOV & TIKHONOV, 2023)

Among the opportunities to be gained from digitalizing IMS, the most important 
is developing an efficient and multifunctional System of Document and Informa-
tion Management (Glazner, 2006). Aerospace firms can effectively address actual 
information and documentation demands of the quality, environmental, and safety 
management systems and other essential records made available of the cloud- based 
tools accessible in real time to the various functional divisions and locations (Kobzev 
et al., 2020). These conditions make it easy for the various teams to work together 
to attain corporate goals and objectives while at the same time ensuring that they 
adhere to international standards as well as increasing organizational effectiveness. 
Further, digital technologies’ utilization in IMS implementation addresses the 
Plan- Do- Check- Act (PDCA) cycle that is Augmenting continuous improvement 
in management systems. Automated system can also automate the observation of 
performance indicators, issue alarms in case of changes in the indicators and suggest 
options to handle the changes (Bi et al., 2014). However, this capability does not 
only provide reinforcement of measures concerning ISO 45001 and ISO 14001, but 
also minimizes the paperwork on keeping multiple management systems (Olaru et 
al., 2014).

It also leads to effective management of risks and since the aerospace companies 
are operating within highly regulated industries, this is an added advantage. For 
instance, the tools such as predictive analytics and machine learning algorithms in 
the operations can reveal various risks in operations hence allowing organizations to 
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address these risks before they cause significant problems (Aliyev & Shahverdiyeva, 
2023). This predictive capability is especially important in the aerospace industry 
that, for instance, if a quality or safety issue arises could lead to a disaster (Soare 
& Militaru, 2018). Moreover, with the digitization of IMS aerospace enterprises 
can meet the increased demand of sustainability and offer tools that are required to 
control and decrease such negative effects. For instance, data analytics is useful in 
the monitoring of emissions, resource consumption, and waste production in real- 
time would assist organizations in protection of environment to meet ISO 14001 
requirements (Bernardo et al., 2012). This inclusion of sustainability metrics in 
IMS assists not only in the compliance with the legal requirements but also enables 
the emphasis on corporate responsibility for business sustainability in the long run 
(Kozlov, Pavlova, & Królas, 2021).

2. LITERATURE REVIEW

The aerospace industry operates in an environment that demands high precision, 
safety, and adherence to international standards. As a result, Integrated Management 
Systems (IMS) have become critical to managing quality, environmental sustainability, 
and occupational safety efficiently. This section reviews the existing literature on 
IMS in aerospace, focusing on its development, implementation challenges, and the 
growing role of digital transformation. The review also examines how IMS can be 
optimized for operational efficiency and compliance with international standards 
through digital tools.

2.1 Evolution and Challenges of IMS in Aerospace

Integrated Management Systems (IMS) is a concept that has developed over the 
recent decades, when managers realized that having several management systems 
were counterproductive. First, each of the top business strategies including Quality 
Management Systems (QMS), Environmental Management Systems (EMS), and 
Occupational Health and Safety Management Systems (OHSMS) were adopted 
separately. But, it was seen that many organizations started having problems related 
to duplicity of work, redundancy and extra burden of administrative work for having 
these different systems (Sheng, 2019). To address these issues, the concept to amal-
gamate these systems into a single system was proposed and hence IMS was evolved.

In the aerospace industry, IMS has been implemented in a bid to match international 
standards like the internationally recognized standards for quality management- ISO 
9001, environmental management- ISO 14001 and occupational health and safety 
management system- ISO 45001. Furthermore, the aerospace organizations also 
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follow the other sector standards like AS/EN/JISQ 9100 that involves a set of safety 
and technology requirements related to aerospace industry only (Hubbard, 2015). 
These standards have emerged as a result of growing sophistication of the aerospace 
operations and to accommodate for enhanced risk management and compliance 
with the regulators.

The literature also reveals various issues that can hinder the adoption of IMS in 
aerospace organizations. There are two objections, one of which is the integration 
process. When such systems have been developed under different departments and 
have different architectures and goals, it is often a challenge for many companies 
to integrate them into a common system, as has been pointed out by Bernardo et al. 
(2012). Another major challenge is culture and resistance to change within organi-
zations. Often, people are resistant to change, especially if they are using particular 
systems in the organization for several years as employees and managers do. It is 
most apparent in sectors like aerospace that involve considerable risks of product 
quality and safety, which makes organizations cautious (Amrani & Ducq, 2020). 
Additional challenges are incurred because of the necessity to develop the mechanism 
further and adapt it to the challenging shifts in the regulatory requirements. IMS 
frameworks should have the ability to change along the particular period because 
new regulations are developed and at the same time there should be conformity 
throughout the organization. This is because, on one hand, there is a need to establish 
standardized processes for manufacturing different aerospace products, while on 
the other hand, there is need to be flexible, given that the companies operate within 
complex environments (Al- Momani et al., 2020). However, different management 
systems need to be integrated where different management systems have different 
requirements. For instance, whereas the ISO 9001 deals with customer and product, 
therefore quality assurance, the ISO 14001 is about environment, whereas the ISO 
45001 is about safety. Sustaining multiple and often conflicting objectives within 
one IMS is not an easy task and therefore needs strategic planning and management 
(Bernardo et al., 2012).

Despite these challenges, there are significant benefits to implementing an IMS 
in aerospace. Research shows that companies with an IMS can reduce costs by elim-
inating redundant processes, improve efficiency through streamlined operations, and 
enhance compliance with international standards (Olaru et al., 2014). Furthermore, 
IMS can foster a culture of continuous improvement, which is essential for main-
taining competitiveness in the rapidly evolving aerospace industry (Liu et al., 2023).
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2.2 The Role of Digital Transformation in IMS Implementation

High precision industry such as aerospace, it was revealed that, digital transfor-
mation is a vital key in the success of the IMS implementation. IMS has significantly 
transformed the working of organizations by incorporating the digital technologies 
like big data analytics, cloud computing, and artificial intelligence (AI). In quality, 
environmental and safety performance indicators, digital tools make it possible to 
have real- time tracking of the performance and achievement of organizational goals 
and any discrepancies can be tackled before getting out of hand (Vasiliev et al., 2020). 
In the context of IMS, the use of digital resources can facilitate company operations 
and enhance decision- making based on accessible and timely information. Another 
benefit of digital business for IMS is the replacement of many manual processes, thus 
minimizing the potential for errors to occur, and making employees more productive 
and efficient. For instance, the AI system can help assess records of production 
processes and identify weak points, which may lead to some threats (Khoso et al., 
2023). Likewise, cloud- based platforms are instrumental in delivering aerospace 
industries with a central hub for documentation that is compliant with internation-
al standards. This largely reduces the need for paperwork and guarantees that all 
information is availed to the stakeholders in the organization (Kobzev et al., 2020).

Big data analysis also contributes towards the effectiveness of IMS by allowing 
the firms to have a ‘look’ into their Operational data to predict trends. For example, 
predictive analytics can also help identify possible quality problem areas, or safety 
concerns, so that one can avoid those issues before are major risks occur (Oche et 
al., 2021). This is especially so in the aerospace industry where issues of quality 
and safety if not well dealt with can result to negative high impact effects (Soare & 
Militaru, 2018). Digital transformation also enhances enhanced risk management 
since organizations obtain the tools required to regularly measure and evaluate risks 
faced within organizations.

Furthermore, the aspects of digital transformation are largely aligned with the 
Plan- Do- Check- Act (PDCA) concept which is one of the most well- known man-
agement techniques dealing with the continuous improvement of various systems. 
Whereas digital tools are capable of recording and continuously monitoring the 
performance levels and then preparing integrated reports on performance anomalies 
with recommendations on the necessary corrective actions to be taken (Badiru et 
al., 2018). This helps aerospace companies to create a culture of continuous im-
provement aiming at responding to new needs in the market or new requirements 
of the regulations that rule the industry. Furthermore, many analysts have pointed 
out that, through digital processes of change aerospace manufacturing companies 
can re- allocate their resources in a more effective way and, thereby, enhance their 
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performances in terms of the level of wastage to the environment in the light of ISO 
14001 standards (Butt, 2020).

The literature nevertheless indicates some various difficulties of digital trans-
formation concerning IMS implementation. There is a recurring issue of high cost 
of adopting digital technologies which hampers the efforts of the smaller organiza-
tions (Hamid et al., 2019). Also, we get into concern the issue of qualified staff to 
support and operate these digital systems. For instance, the aerospace industry has 
been admitted to be struggling with a shortage of skilled human resources that are 
capable of practicing IMS digitally as well as maintaining it (Vasiliev et al., 2020). 
In addition, the implementation of digital tools to management systems may expose 
the latter to certain challenges that make it mandatory for managers to spend ample 
amount of time to integrate these tools with the existing systems (Kobzev et al., 2020).

3. METHODOLOGY

3.1 Quantitative Research Design

This study employs a quantitative research design to assess the level of Integrat-
ed Management Systems (IMS) implementation and to evaluate the role of digital 
transformation in enhancing operational efficiency within aerospace enterprises. The 
quantitative method is suitable for this research as it allows for objective measure-
ment and analysis of numerical data regarding the extent of IMS implementation, the 
use of digital tools, and the performance outcomes associated with these processes. 
The focus on measurable outcomes such as compliance rates, cost reductions, and 
improvements in efficiency ensures that the study’s findings can be generalized 
across the aerospace industry. By relying solely on quantitative data, the research 
aims to provide clear, data- driven insights into how IMS and digital transformation 
contribute to the performance of aerospace companies.

3.2 Data Collection

Data for this study will be collected using a structured survey designed to capture 
the current state of IMS implementation in aerospace companies, as well as the 
extent to which digital technologies such as big data analytics, artificial intelligence 
(AI), and cloud computing have been integrated into these systems. The survey will 
consist of a series of closed- ended questions that ask respondents to rate the degree 
of IMS adoption within their organizations, as well as the specific digital tools 
that are used to enhance management systems. Respondents will also be asked to 
assess the operational benefits derived from IMS and digital integration, including 
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improvements in regulatory compliance, cost efficiency, and safety performance. To 
ensure comprehensive data collection, the survey will be distributed electronically 
to a random sample of aerospace companies, targeting managers, quality control 
personnel, and digital transformation teams. The use of electronic surveys will 
facilitate broader participation and ensure that data is collected efficiently.

3.3 Variables and Measures

This study will focus on several key variables to measure the impact of IMS 
implementation and digital transformation on operational outcomes. The indepen-
dent variable in this research will be the degree of IMS implementation, which 
will be measured by the number of management systems integrated within each 
organization. This includes Quality Management Systems (QMS), Environmental 
Management Systems (EMS), and Occupational Health and Safety Management 
Systems (OHSMS). The dependent variables will consist of operational efficiency, 
which will be measured in terms of cost savings, error reduction, and compliance 
with international standards. Another dependent variable will be digital integra-
tion, which will assess the extent to which digital technologies such as AI and 
cloud- based platforms have been incorporated into the IMS framework. Finally, 
challenges associated with IMS implementation, such as costs, technical difficulties, 
and workforce training, will be measured by respondents’ assessments of the most 
significant barriers to successful integration.

3.4 Data Analysis

Once the survey data has been collected, it will be analyzed using a range of 
statistical techniques to ensure that the results provide meaningful insights into the 
research questions. Descriptive statistics will be used to summarize the data, high-
lighting the extent of IMS implementation and digital technology adoption across 
the sample. The analysis will also explore how many aerospace companies have 
fully or partially adopted IMS, and what digital tools are most commonly used to 
support these systems. Correlation analysis will then be conducted to explore the 
relationship between IMS implementation and operational efficiency, allowing the 
study to determine whether higher levels of integration are associated with improved 
performance outcomes. Regression analysis will be employed to further examine 
the impact of digital transformation on operational efficiency, cost reductions, and 
regulatory compliance. Additionally, the challenges associated with IMS and dig-
ital integration will be analyzed to identify the most common obstacles faced by 
organizations during the implementation process.



310

3.5 Validity and Reliability

To ensure the validity of the survey instrument, the questions will be based on 
existing frameworks and literature related to IMS and digital transformation in 
aerospace enterprises. Industry experts will be consulted during the development 
phase of the survey to ensure that the questions accurately reflect the real- world 
challenges and benefits associated with IMS implementation. Reliability will be as-
sessed using Cronbach’s alpha to test the consistency of responses across the survey 
items. Prior to full data collection, the survey will be pilot tested with a small group 
of aerospace companies to ensure that the questions are clear and the instrument is 
effective in capturing the necessary data. Feedback from the pilot test will be used 
to refine the survey before it is distributed to the full sample.

4. RESULTS

According to Aero Dynamic Advisory (URL: https:// aerodynamicadvisory .com, 
accessed on 2021/08/10), in 2017, the combined aerospace industry in these countries 
was 731 billion USD, representing 87% of the global aerospace industry. At that time, 
according to this indicator, the Russian Federation was in 6th place (see Table 1).

Table 1. Aerospace industry volume, billions of dollars, in the world's leading 
aerospace countries for 2017

          Nº           Country           Industry volume

          1           USA           408.4

          2           France           69.0

          3           China           61.2

          4           UK           48.8

          5           Germany           46.2

          6           Russia           27.1

          7           Canada           24.0

          8           Japan           21.0

          9           Spain           14.4

          10           India           11.0

According to ISO data, for the period from 2009 to 2019, Russian enterprises 
belonging to 39 sectors of the economy received 168737 ISO 9001 certificates 
(92.3% of the total number of ISO certificates issued in the Russian Federation), 
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17837 ISO 14001 certificates (9.7%) and 178 ISO certificates 45001. From the given 
data, it is clear that in the Russian Federation, much more attention is paid to QMS 
certification than to other management systems (EMS and OHSAS) certification. It 
should be noted that the maximum number of received certificates fell in 2009 and 
2010, the following local peak was observed in 2013, and after 2015 the activity of 
Russian enterprises in general in obtaining ISO certificates decreased significantly 
(see Figure 1). Foreign policy reasons can explain this situation. Figure 2 shows 
the dynamics of the ISO 9001 and ISO 14001 certificates relative share received 
by aerospace enterprises of the Russian Federation during the analyzed period. It 
shows that in 2009–2010, the ISO 14001 certificates proportion in relation to the 
total number of these certificates received in the country category was relatively 
high (about 5%). Then, it dropped sharply and became approximately the same as 
the share of ISO 9001 certificates. It should be noted that since 2015, the relative 
share of any ISO certifications received by aerospace enterprises in Russia has 
declined significantly, so much so that certification in this industry has declined 
more than in the whole economy.

Figure 1. The total dynamics of obtaining ISO certificates in Russia during 2009–2019 
period
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Figure 2. The share (%) of ISO 9001 and ISO 14001 certificates received by aero-
space enterprises during 2009–2019 of the total number of corresponding certificates 
received by Russian enterprises and organizations

Table 2(a). ISO data on the number of ISO 9001 certificates issued in the world's 
leading aerospace countries

Country 2009 2010 2011 2012

USA 211 73 212 129

France 1 17 248 135

China 82 74 142 83

UK 81 56 24 102

Germany 89 97 86 143

Russia 791 820 16 158

Canada 17 13 10 8

Japan 182 182 177 187

Spain 54 78 73 85

India 39 28 46 45

Average 154.7 143.8 103.4 107.5
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Table 2(b). ISO data on the number of ISO 9001 certificates issued in the world's 
leading aerospace countries

2013 2014 2015 2017 2018 2019

279 306 314 129 76 121

272 252 231 180 4 8

70 79 59 115 111 128

49 99 63 72 23 28

68 73 74 52 27 69

272 145 33 4 9 6

17 17 18 8 3 2

192 210 222 238 239 70

59 54 4 8 51 70

39 46 53 73 88 14

131.7 128.1 107.1 87.9 63.1 51.6

Table 3(a). ISO data on the number of ISO 14001 certificates issued in the world 
leading aerospace countries

Country 2009 2010 2011 2012

USA 11 8 9 17

France 1 7 54 30

China 28 31 43 10

UK 18 10 7 14

Germany 52 14 14 24

Russia 75 87 1 22

Canada 9 0 0 1

Japan 31 28 28 31

Spain 13 13 11 17

India 6 2 1 4

Average 24.4 20 16.8 17
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Table 3(b). ISO data on the number of ISO 14001 certificates issued in the world 
leading aerospace countries

2013 2014 2015 2017 2018 2019

22 18 18 23 18 38

41 37 36 30 0 0

41 42 45 56 55 70

14 12 9 6 3 4

11 9 9 6 3 11

41 16 2 0 0 0

0 0 0 3 1 59

32 34 31 36 34 35

12 9 5 7 15 15

2 4 5 4 2 8

21.6 18.1 16 17.1 13.1 24

Figures 3 and 4 show the aerospace enterprises dynamics of QMS (ISO 9001) 
and EMS (ISO 14001) certification in the Russian Federation in comparison with 
the world average. It shows that in 2009- 2010, the total quantity of certificates 
issued for the studied functional management systems in the Russian Federation in 
the aerospace industry was significantly higher than the world average (almost 3.57 
times in 2009 and 4.2 times). However, in 2011, the quantity of received certificates 
dropped sharply. Later, in 2012–2014, the certification rate in the Russian aerospace 
industry, both in environmental management systems and in quality management 
systems, stayed approximately at the average global level. Since 2015, it has sharply 
decreased. Thus, the total number of certificates received by aerospace enterprises 
in the Russian Federation in 2019 was 14.5 times lower than the world average.

It is worth noting that the number of ISO 9001 certificates issued to organizations 
related to aviation and space during the analyzed period gradually decreased all 
over the world. Since 2014, this trend has been observed for all leading aerospace 
countries except Japan. Perhaps this trend is due to the limited number of such 
enterprises and the fact that new market participants in this industry appear rela-
tively rarely. On the contrary, between 2009 and 2019, the number of ISO 14001 
certificates did not decrease, and for a country like China, one can even note a trend 
towards them increasing.



315

Figure 3. The ISO 9001 certificates were obtained in the Russian Federation aerospace 
during the period from 2009 to 2019 in comparison with the world average values

Figure 4. The ISO 14001 (B) certificates number of obtained in the Russian Feder-
ation aerospace during the period from 2009 to 2019 in comparison with the world 
average values
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5. DISCUSSION

The dynamics of ISO certification within the Russian aerospace industry from 
2009 to 2019 provide important insights into the implementation of Integrated Man-
agement Systems (IMS), particularly with regard to Quality Management Systems 
(QMS) and Environmental Management Systems (EMS). As demonstrated by the 
data, Russian aerospace enterprises have shown a strong emphasis on QMS certifi-
cation, with a notably higher number of ISO 9001 certificates obtained compared 
to other types of certifications, such as ISO 14001 and ISO 45001. This suggests 
that, for Russian aerospace companies, quality management remains a top priority, 
likely due to the stringent safety and performance standards required within this 
highly specialized industry. The lower number of EMS certifications indicates that 
while environmental management is acknowledged, it does not receive the same 
level of attention as quality management.

Another factor to consider is the variation in ISO certifications which reached 
their high in 2009 and 2010 but declined in the subsequent years. In this period, 
Russian aerospace enterprises were registering many more certificates of compliance 
with the ISO 9001 standard than averages in the world, indicating an initial trend 
towards compliance with international standards of quality. But, this momentum 
was not continued and, in fact, the number of certifications dropped significantly in 
the next years. By the year 2015, the certification activity was significantly below 
the worldwide average in the Russian Federation, which evidences its outlets or 
reduced desire/ability to acquire new credentials. There could be many reasons for 
this: changes in the foreign policy, economic sanctions, and the general political 
climate that could have made it either impossible for Russian enterprises to seek 
international certifications or that they preferred not to do it.

This analysis also reveals that the Russian aerospace industry pays little attention 
to the ISO 14001 certifications. The percentages of ISO 14001 certifications in 
2009–2010 was relatively higher at about 5 percent but this reduced drastically and is 
now closely situated to the ISO 9001 percent. This means that although environmental 
management was an early consideration, it was not a significant concern as time 
went by. Thus, the Russian aerospace industry, along with many other industries in 
the world, could be more concerned with performance and safety requirements than 
the environmental management systems. The above trend, however, is in a different 
direction with most of the world’s countries including China that has increasingly 
presented higher certifications to ISO 14001 standard. On the other hand, the Russian 
aerospace industry is yet to adapt with such trends since there are possibly some 
underlying reasons such as absence or scarcity of regulatory compliance pressure 
or absence of competitive force to compel the Russians to adopt green technologies.
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6. CONCLUSION

Examining the patterns of ISO certification in the Russian aerospace industry 
are as follows: During the period between 2009 and 2019, the Russian aerospace 
industry was characterized by the adoption of the IMS. Although the first years de-
picted relatively increased interest in quality management with many organizations 
achieving ISO 9001 then, the overall IMS activity in terms of ISO 14001 and 45001 
has been low. The trend analysis shows that the number of certifications after 2010 has 
greatly reduce and this political decisions, economic sanctions, domestic regulation 
has played a major role in reducing the industry reliance on international standards. 
Despite the fact that the Russian aerospace sector continues to attach importance to 
quality management demonstrated by the number of actual ISO 9001, the development 
of environmental and OHS standards within IMS scope remains rather limited. This 
is in contrast to the global trends whereby other leading aerospace nations including 
the Chinese are still reinforcing environmental management through integration of 
ISO 14001 certifications. The freezing of certification activity, some of which are 
in the field of environment and occupational health and safety, may indicate that 
Russian aerospace companies are likely to have issues in relation to international 
standards of sustainability and responsible management. As the competition within 
aerospace apparels intensify including with global industries Russian companies 
must begin to rebalance their focus on the IMS system and consider the extension 
of the scope/aim of IMS beyond a mere vehicle for effective quality management.



318

REFERENCES

Ahmad, M., & Beddu, S. (2019). State- of- the- art compendium of macro and micro 
energies. Advances in Science and Technology Research Journal., 13(1), 88–109. 
DOI: 10.12913/22998624/103425

Akimov, A., & Tikhonov, A. (2023). Implementation of Digital Technologies in 
Personnel Management System of Enterprises of Rocket and Space Industry. Journal 
of Theoretical and Applied Information Technology, 101(5), 1761–1770.

Al- Momani, H., Al Meanazel, O. T., Kwaldeh, E., Alaween, A., Khasaleh, A., & 
Qamar, A. (2020). The efficiency of using a tailored inventory management system 
in the military aviation industry. Heliyon, 6(7), e04424. DOI: 10.1016/j.heliyon.2020.
e04424 PMID: 32695911

Aliyev, A. G., & Shahverdiyeva, R. O. (2023). Development of a conceptual model 
of effective management of innovative enterprises based on digital twin technologies. 
[IJIEEB]. Int. J. Inf. Eng. Electron. Bus., 15(4), 34–47. DOI: 10.5815/ijieeb.2023.04.04

Amrani, A., & Ducq, Y. (2020). Lean practices implementation in aerospace based 
on sector characteristics: Methodology and case study. Production Planning and 
Control, 31(16), 1313–1335. DOI: 10.1080/09537287.2019.1706197

Badiru, A. B., Ibidapo- Obe, O., & Ayeni, B. J. (2018). Manufacturing and enter-
prise: An integrated systems approach. CRC Press. DOI: 10.1201/9780429055928

Bernardo, M., Casadesús, M., Karapetrovic, S., & Heras, I. (2012). Do integration 
difficulties influence management system integration levels? Journal of Cleaner 
Production, 21(1), 23–33. DOI: 10.1016/j.jclepro.2011.09.008

Bernardo, M., Simon, A., Tarí, J. J., & Molina- Azorín, J. F. (2009). Integrated 
management systems: Development and testing of a theoretical model. Journal of 
Cleaner Production, 17(5), 742–750. DOI: 10.1016/j.jclepro.2008.11.003

Bernardo, M., Simon, A., Tarí, J. J., & Molina- Azorín, J. F. (2012). Benefits of 
integrated management systems: The views of managers. The TQM Journal, 24(5), 
386–402. DOI: 10.1108/17542731211261550

Bi, Z., Da Xu, L., & Wang, C. (2014). Internet of things for enterprise systems 
of modern manufacturing. IEEE Transactions on Industrial Informatics, 10(2), 
1537–1546. DOI: 10.1109/TII.2014.2300338



319

Butt, J. (2020). A conceptual framework to support digital transformation in man-
ufacturing using an integrated business process management approach. Designs, 
4(3), 17. DOI: 10.3390/designs4030017

Domingues, J. P., Sampaio, P., & Arezes, P. M. (2017). Integrated management 
systems assessment: A maturity model proposal. Journal of Cleaner Production, 
142(1), 145–158. DOI: 10.1016/j.jclepro.2016.07.100

Glazner, C. G. (2006). Enterprise integration strategies across virtual extended en-
terprise networks: a case study of the F- 35 Joint Strike Fighter Program enterprise 
(Doctoral dissertation, Massachusetts Institute of Technology).

Hamid, A. R. A., Yusof, S. M., Rahman, S. A., & Idris, M. A. (2019). The imple-
mentation of ISO 9001:2015 in the aerospace sector: Issues and challenges. Inter-
national Journal of Productivity and Performance Management, 68(3), 504–523. 
DOI: 10.1108/IJPPM- 09- 2017- 0218

Hubbard, P. D. (2015). Fault management via dynamic reconfiguration for integrated 
modular avionics (Doctoral dissertation, Loughborough University).

Karapetrovic, S., & Casadesús, M. (2009). Implementing environmental manage-
ment systems in Spanish universities. The TQM Journal, 21(5), 507–519. DOI: 
10.1108/17542730910983396

Khoso, A. K., Darazi, M. A., Mahesar, K. A., Memon, M. A., & Nawaz, F. (2022). 
The impact of ESL teachers’ emotional intelligence on ESL Students academic 
engagement, reading and writing proficiency: Mediating role of ESL students mo-
tivation. Int. J. Early Childhood Spec. Educ, 14, 3267–3280.

Khoso, A. K., Khurram, S., & Chachar, Z. A. (2024). Exploring the Effects of 
Embeddedness- Emanation Feminist Identity on Language Learning Anxiety: A 
Case Study of Female English as A Foreign Language (EFL) Learners in Higher 
Education Institutions of Karachi. International Journal of Contemporary Issues 
in Social Sciences, 3(1), 1277–1290.

Kobzev, A. S., Smirnova, E. N., & Fedorov, V. I. (2020). The implementation of 
integrated management systems in aerospace organizations using digital technologies. 
Russian Engineering Research, 40(1), 67–72. DOI: 10.3103/S1068798X20010136

Kovrigin, E. A., & Vasiliev, V. A. (2020, September). Barriers in the integration 
of modern digital technologies in the system of quality management of enterprises 
of the aerospace industry. In 2020 International Conference Quality Management, 
Transport and Information Security, Information Technologies (IT&QM&IS) (pp. 
331- 335). IEEE. DOI: 10.1109/ITQMIS51053.2020.9322960



320

Kozlov, A., Pavlova, E., & Królas, A. (2021). Development of integrated management 
systems in the aerospace industry: A Russian perspective. International Journal of 
Engineering Research & Technology (Ahmedabad), 10(2), 110–117. DOI: 10.17577/
IJERTV10IS020067

Liu, H., Zhu, Q., Khoso, W. M., & Khoso, A. K. (2023). Spatial pattern and the 
development of green finance trends in China. Renewable Energy, 211, 370–378. 
DOI: 10.1016/j.renene.2023.05.014

Oche, P. A., Ewa, G. A., & Ibekwe, N. (2021). Applications and challenges of ar-
tificial intelligence in space missions. IEEE Access : Practical Innovations, Open 
Solutions, 12, 44481–44509. DOI: 10.1109/ACCESS.2021.3132500

Olaru, M., Maier, D., Nicoara, D., & Maier, A. (2014). Establishing the basis for 
development of an organization by adopting the integrated management systems: 
Comparative study of various models and concepts. Procedia: Social and Behavioral 
Sciences, 109, 693–697. DOI: 10.1016/j.sbspro.2013.12.531

Sampaio, P., Saraiva, P., & Domingues, P. (2012). Management systems: Integration 
or addition? International Journal of Quality & Reliability Management, 29(4), 
402–424. DOI: 10.1108/02656711211224857

Sheng, R. (2019). Systems engineering for aerospace: A practical approach. Ac-
ademic Press.

Soare, A., & Militaru, C. (2018). Quality management systems in the aerospace 
industry: An approach based on AS/EN/JISQ 9100 standards. Management of Sus-
tainable Development, 10(1), 39–44. DOI: 10.1515/msd- 2018- 0010

Talapatra, S., Uddin, M. K., & Rahman, M. H. (2019). Development of an imple-
mentation framework for integrated management systems. The TQM Journal, 31(3), 
472–489. DOI: 10.1108/TQM- 08- 2018- 0107

Tomic, S., Spasojevic- Brkic, V., & Klarin, M. (2012). The importance of AS/EN/
JISQ 9100 quality standards in the aerospace industry. Quality and Reliability En-
gineering International, 28(4), 459–467. DOI: 10.1002/qre.1234

Vasiliev, D., Kuznetsov, I., Ivanov, V., & Smirnov, A. (2020). Digital transformation 
in aerospace: The role of integrated management systems. Journal of Aerospace 
Engineering, 233(1), 105–114. DOI: 10.1177/0954410020922057

Yan, M. R., Hong, L. Y., & Warren, K. (2022). Integrated knowledge visualization 
and the enterprise digital twin system for supporting strategic management decision. 
Management Decision, 60(4), 1095–1115. DOI: 10.1108/MD- 02- 2021- 0182



Copyright © 2025, IGI Global. Copying or distributing in print or electronic forms without written permission of IGI Global is prohibited.

321

Chapter 16
Top Trends of the 

Transport- and- Logistic 
Activity Development 

in the Conditions 
of Digitalization:

Identification of the Main 
Trends in Logistics
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ABSTRACT

The factors, which influenced the activity of the transport- and- logistic companies 
most significantly, are analysed in the article. The top trends, peculiar to transport- 
and- logistic activity in modern conditions, are pointed out. According to the results 
of the analysis that was carried out, nowadays digitalization is the main subject in 
logistics. In particular, paperless registration of cargo transportation, robotization 
during freight processing, the use of unmanned vehicles for transportation, and the 
introduction of obligatory marking for separate types of commodities are revealed. 
The author finds out the logical communication between the development of electronic 
commerce and the adaptation of logistics for it, and concludes, that only the complex 
logistics will be able to conform to modern requirements. At the same, some factors 
which slow down the digitalization of the transport- and- logistic sphere in Russia 
are revealed. The results of the analysis and the conclusions, drawn by the author, 
can be useful for the further development of the transport- and- logistic complex.
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NOVELTY STATEMENT

The novelty of this book chapter lies in its comprehensive exploration of the 
transformative impact of digitalization on the transport and logistics sector. By 
identifying and analyzing key trends such as the integration of artificial intelligence, 
blockchain technology, and automation, this chapter provides a forward- looking 
perspective on how these advancements are reshaping logistical operations. It 
highlights the critical role of data- driven decision- making and innovative digital 
tools in enhancing efficiency, reducing costs, and fostering sustainability, offering 
valuable insights for both practitioners and researchers.

1. INTRODUCTION

In the last few years most of the drivers that shaped the transport and logistics 
activities have been intimately related to the COVID- 19 pandemic. They are border 
closure, shortage of capacities in available transport, limitations on movement of 
cargoes, changes in supply chain, increased e- commerce, decrease in warehouse excess 
capacity and exponential growth in the digital space. Finally, the changes that occurred 
in the world in the year 2020 presented a serious threat to transport- and- logistic 
industry in general, and to the specific segments that make it up in particular. Due 
to the above changes, logistics providers and carriers had to transform quickly and 
replace unsustainable future resource use with unsustainable methods. The pandemic 
showed the shift of the markets depending on the changing epidemiological situation 
in various industries. In some sectors, for example building materials and metallurgy 
international logistics services were reduced by 40–50% during the peak time. But 
variables from other industries for instance beverages and consumer goods increased 
by 20-  30%. In this context, it should be pointed out that occasional drop in demand 
in a certain sector is inconsequential for the viabilit of logistics service providers. At 
the same time, the condition of an industry in the long run (the demand for logistics 
services) which means that even temporary decreases are possible but the industry 
still remains attractive. For instance, the COVID- 19 pandemic affected decrease in 
mechanical engineering, chemical industry and building materials industry but all 
those industries has high capacity and they demand the logistics services. While the 
companies like the pharmaceutical industry and woodworking which experienced 
a rise in delivery requests during the pandemic crises, they are still limited in the 
market capacity of their products. Looking at the behavior of different industries in 
the periods of crises and in view of the overall transport capacity some sectors can 
be classified as the sectors with high logistic potential – for example the sector of 
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beverage (juice, water) consumables, auto motor, pulp and paper, chemical goods, 
foods, mechanics (Container Intermodal Technology, 2021).

After the target industries that can provide the maximum potential for logistics 
organizations have been prioritized, it is necessary to assess the trends observed 
within the framework of logistics in the contemporary environment (Rudakova, 
Panshin, & Vlasov, 2021). The most significant feature of the contemporary market 
of logistics is that it is truly global and increasingly digitalized. In 2021, using the 
information of the RBC Market Research, it was stated that 58% of Russian transport 
companies started using various tools of automation to manage employees, plans 
and finances, warehouse and fuel consumption in 2020. Additionally, the study by 
the Institute for Statistical Studies and Economics of Knowledge, Higher School of 
Economics (2021) identified that the demand for the advanced digital technologies 
in the transport and logistics was 89%. 4 billion rubles in 2020 and will increase to 
626 billion rubles in 2025. From 9 to 14 billion rubles by 2030, with a growth rate 
of 21% per year on average. Thus, digitalization is expected to enhance the overall 
industry performance by 20% by 2030 (CNews, 2021). The accelerated digitaliza-
tion of logistics is largely a response to the pandemic (Kharitonova, Grokhotova, 
& Bogdanova, 2021). Recognizing its benefits, leading logistics companies have 
automated more than 60% of their operations. However, the Russian logistics sector 
still lags significantly behind global leaders in this regard, necessitating further 
research on the issue.

1.1 Impact of the COVID- 19 Pandemic on the 
Transport and Logistics Industry

The COVID- 19 impacted the global transport and logistics industry particularly 
with the disruption of the global supply chain and brought significant change with 
it. Some of the most frantic impacts include border closures and limitations on the 
movement of goods and people which in turn increased the time and cost involved 
in moving products especially those which required cross- border transportation 
(Notteboom, Pallis, & Rodrigue, 2021). Following the implementation of mea-
sures that surrounded the virus, the loading of multiple sectors such as automotive, 
construction, and the manufacturing sector depressed significantly. Global trade 
of goods was stated to have reduced between 13 – 32% in 2020 by the World trade 
organization (2020) with transport and logistics providers largely affected. Addi-
tionally, the sudden shift towards e- commerce during the pandemic placed further 
strain on logistics networks. With many consumers turning to online shopping, 
logistics companies faced unprecedented demand for last- mile delivery services, 
requiring them to scale operations rapidly (Ivanov, 2021). The surge in e- commerce 
activity was particularly evident in the U.S., where online retail sales grew by 44% 
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in 2020, forcing logistics providers to adapt to changing consumer behaviors (U.S. 
Census Bureau, 2021).

Yet, the pandemic also contributed towards the process of digitalization, espe-
cially in the field of logistics. The changes forced organizations to adopt mindful 
supply chain management strategies and leverage tools such as automation, track-
ing, and data analysis to address disruptions (Deloitte, 2020). For instance, getting 
admission to the route optimization systems and predictive analytics based on the 
al system enabled firms to handle the intricate features of global supply networks 
(Alicke et al., 2020). These measures eased some of the effects of the pandemic on 
the industry and are expected to persist in the future more especially after the virus. 
In conclusion, while the pandemic brought significant challenges to the transport 
and logistics industry, it also triggered rapid innovation and digital transformation, 
setting the stage for a more resilient and technology- driven future.

1.2 The Role of Digitalization in Post- Pandemic Logistics

The COVID- 19 pandemic fast- tracked the disruption of the traditional chain of 
logistics; there is a need for a strong digital system to power the chain. Pressure have 
been piled on supply chain in the global networks thereby making organizations 
to seek enhanced digital technologies, complexity, operations efficiency and risk 
minimization. This new shift was made possible by the integration of automation as 
well as artificial intelligence (AI) in the responses of logistics providers to chang-
ing demand (Gong et al., 2021). Digitalization helped not only to optimize supply 
chains in terms of their performance but also to increase their robustness, allowing 
companies to plan potentially disruptive events and adjust routes, if necessary. Live 
data analysis was also very crucial applying in the pandemic situation so that busi-
nesses can make the right decisions. A recent report by Accenture (2020) revealed 
that organizations that integrated data analytics to their logistics networks achieved 
improved supply chain visibility and was thus able to manage inventory status and 
delivery lead times from delaying significantly. Moreover, the adoption of cloud- 
based logistics management systems enhanced cooperation between various shippers 
in the supply chain logistics by increasing the level of openness (Ivanov, 2021).

It also brought the question of contactless technology in logistics to the fore-
ground, as SI’s supply chain and distribution division discovered. It became very 
important to ensure that contactless delivery was implemented, use of digital means 
in making payments, and electronic proof of delivery implementation (McKinsey & 
Company, 2021). Besides managing health risks, these technologies also advanced 
the customers’ experiences through eliminating manual work and papers. Prospects 
for the development of the Logistics industry in the following years are likely to be 
informed by the continuous enhancement of the digital frontier. In the future, block 
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chain technology coupled with artificial intelligence and the Internet of Things are 
expected to transform the supply chain through processes that will increase supply 
chain visibility, security, and efficacy, according to Sharma et al. (2020). The inte-
gration of such technologies in the logistics industry has been further accelerated 
during the pandemic and created a basis for development of a more intelligent, 
adaptive and digital supply chain.

1.3 Problem Statement

Numerous researchers have explored the challenges associated with the imple-
mentation of digital technologies in the transport and logistics industry. Scholars 
such as Zaboyev and Zhuravleva (2014), Korovyakovsky and Kupriyanovsky (2018), 
and Panychev et al. (2020) have contributed significantly to the understanding of 
these issues. However, much of the attention in both Russian and international re-
search has been focused on isolated experiments or case studies (SteadieSeifi et al., 
2014). This has left a gap in the literature regarding a comprehensive, systematic 
analysis of the key trends and broader obstacles in the digitalization of transport 
and logistics during the COVID- 19 pandemic. The primary aim of this research is 
to identify the main trends in the development of transport and logistics activities 
during the pandemic, with a focus on the ongoing digitalization across various 
sectors of the economy.

Furthermore, this study seeks to uncover the obstacles preventing faster and more 
effective digitalization within the logistics sector, which is critical for maintaining 
global supply chain resilience. This research utilizes a wide range of sources, in-
cluding analytical materials from the Logirus company, forecasts by Avtodor Group 
specialists, expert polls from RBC Market Research, reports by the Higher School of 
Economics, and reviews from the CNews internet portal. Additionally, key government 
projects such as “Smart City” and “Safe and High- Quality Roads” were analyzed. 
The study also reviewed the prototype of the state information system developed by 
the Federal State Unitary Enterprise ZashchitaInfoTrans. The methods applied in 
this research include generalization and systematization of scientific and statistical 
data, comparative analysis, synthesis, and a systems approach. Additionally, eco-
nomic analysis and statistical theory were employed to process the data effectively.

2. LITERATURE REVIEW

This section explores the key literature surrounding the digital transformation 
of transport and logistics, focusing on the challenges and opportunities that have 
emerged in response to the COVID- 19 pandemic. It also examines the main trends 
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influencing the industry, with an emphasis on the impact of digitalization on oper-
ational efficiency and supply chain resilience.

2.1 Digitalization in Transport and Logistics

Technology has become a strong factor that is affecting the conventional trans-
port and logistics business by making their operations more efficient, transparent, 
and timely in the global supply chain. The adoption of innovations like AI, IoT, 
big data, and blockchain has caused disruption in how logistics companies oversee 
the movement of goods, storage, and client relations. these technologies allow the 
kinetics of flow acquisition and its analysis, which, in turn, increases the efficiency 
of decision- making, productivity, and customer satisfaction (Ivanov and Dolgui, 
2020). Perhaps the most obvious and important reason for the digitalization of the 
logistics sector is the concerns for transparency and timely tracking information. 
About IoT for example, it assists logistics firms to monitor the status of shipments 
in near- real time, monitor the functioning of vehicles, and even plan routes based 
on current traffic conditions.

This level of transparency does not only enhance the satisfaction of the customer, 
but it also aids organizations in realizing the problems within their processes (Alicke, 
Barriball, & Trautwein, 2020). For example, the sensors installed in trucks can col-
lect information about fuel used, which will help companies decrease emissions and 
adhere to the legislation on emissions. Also, the integration of artificial intelligence 
and machine learning in logistics has been revolutionary. These technologies enable 
logistics providers to anticipate changes in demand patterns, manage inventory 
more efficiently, and some routine functions like optimizing delivery paths, and 
planning timetables (Deloitte, 2020). This trend of automating has led to increased 
efficiency in delivery since more tasks are handled by the machines, thus leaving out 
little room for mistakes when doing things like stocking in the warehouse, moving 
stocks around, etc. Another of the components of digitalization in logistics is the 
use of blockchain technologies as a reliable register of transactions and document 
authorship. Using the example of data security and fraud minimization, it is possible 
to state that blockchain increases confidence in supply chain participants (Sharma 
et al., 2020).

2.2 Key Challenges in Implementing Digital Technologies

Many opportunities exist to leverage digitalization across the transport and 
logistics sector However, several major barriers exist. The risk of investment and 
other associated expenses are always a challenge, costs linked to implementing 
digital technologies including AI, IoT, and blockchain are tough to digest, espe-
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cially for SMEs. Zaboyev and Zhuravleva (2014) pointed out that to obtain digital 
technologies, software, and specific equipment, the initial costs are too expensive 
for SMEs. This tends to create a divide between large, organizations that are in a 
position to incorporate efficient digital systems and other firms which are left to 
deal with the challenge.

Apart from financial issues, there is a shortcoming in relevant digital compe-
tencies or at least in adequate digital qualifications among the workforce, which is 
clearly defined as one of the most significant challenges in the context of digitization. 
According to Korovyakovsky and Kupriyanovsky (2018), it is common to find to-
day’s companies in the logistics sector to lack technical competencies of employees 
capable of managing and operating the involved digital systems. This situation is 
particularly so in the developing countries where skills and education in the use 
of digital technologies might not be easily accessed. Inability to create a digitally 
literate workforce exposes a firm to huge problems when it comes to exploiting 
the use of advanced technologies such as artificial intelligence and IoT to enhance 
operational effectiveness and efficiency. Another major problem is that of cyber 
security, especially with employees, clients or even third party vendors. The rise in 
the use of digital technology brings risks that affect transport and logistics firms 
in instances whereby their data is hacked, ransomware attacks, or system outages. 
Gong, Mitchell, and Krishnamurthy also pointed out that logistics firm must be 
deeply concerned with cybersecurity as strategic plans and other important infor-
mation must be safeguarded. However, many Small and Medium- sized enterprises 
cannot afford to adopt wide- spread protection measures and are generally liable to 
cyber threats. Same as mentioned above in the area of supply chain, according to 
the European Union Agency for Cybersecurity (ENISA) (2020), cyberattacks in 
this sector surged by 66% in 2020 demonstrating the escalation of the threat in the 
context of digitalization.

Moreover, applying computing technologies in systems and operations also pose 
operational issues. Today’s reinforcements, which are commonly applied within the 
logistics industry, may be incompatible with modern digital tools, and, therefore, 
necessitate significant expenses for modernization or replacement. The adoption 
of new technologies involves challenges in integrating the innovations with the 
existing logistics structures that may result in emergence of high costs, delays and 
interruptions (Deloitte, 2020). Some of the organizations may avoid implementing 
digital technologies because they feel that there are risks and steep barriers associ-
ated with change from legacy systems. Finally, the regulatory and legal concerns 
are also the factors that hinder digital transformation of logistics. Data protection 
laws are different in various countries and regions globally on the use of personal 
information, the conduct of digital transactions and on cross- border transfers of data 
which poses a challenge to the implementation of technology solutions including 
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the block chain and IoT (Sharma et al., 2020). It is thus clear that managing these 
regulatory challenges demand ample legal know- how and this further compounds 
the costs and difficulties in digitalization.

3. METHODOLOGY

The methodology of this study was designed to examine the trends and challenges 
in the transport and logistics sector, particularly focusing on the impact of digita-
lization in the context of the COVID- 19 pandemic. A combination of quantitative 
and qualitative methods was employed to ensure a comprehensive analysis of the 
industry's transition towards digital solutions, as well as to explore the barriers to 
and benefits of implementing these technologies in Russia's logistics sector.

3.1 Data Collection

Data for this study was collected from a variety of sources to ensure a compre-
hensive analysis. Official statistics from governmental and industry- specific reports, 
such as those from the Ministry of Transport of the Russian Federation and the 
Federal State Unitary Enterprise ZashchitaInfoTrans, were examined to understand 
the extent of digitalization within the logistics sector. Additionally, industry websites 
like CNews and Commerzbank provided data on electronic document flow, the use 
of unmanned vehicles, and advancements in robotic technologies. A range of the-
matic reviews and expert reports from consultancy firms were also analyzed to gain 
insights into emerging trends, including the shift towards electronic consignment 
notes and waybills, the development of logistics ecosystems, and the expansion of 
e- commerce during the pandemic. Key infrastructure and digitalization initiatives in 
Russia, such as the “Smart City” and “Safe and Qualitative Highways” projects, were 
also reviewed to assess the influence of government policies in promoting digital 
transformation. Experimental projects, including the paperless cargo transportation 
system and the Unmanned Logistics Corridors project, were incorporated to provide 
a deeper understanding of ongoing digitalization efforts in the logistics industry.

3.2 Experimentation

To better understand the application of digital technologies in logistics, the study 
evaluated the ongoing experiment in Russia involving the paperless registration of 
cargo transportation. During this experiment, various companies participated in the 
testing of electronic transportation documents, including consignment notes and 
waybills. Data was collected on the number of electronic documents issued, the 
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companies involved, and the processes adopted. The prototype of the state informa-
tion system developed by ZashchitaInfoTrans served as a focal point of the analysis, 
with particular attention given to the exchange of electronic data between businesses 
and government authorities. A statistical analysis of the volume and distribution of 
electronic consignment notes and waybills was conducted (as seen in Figures 1 and 
2). This allowed for an assessment of the effectiveness and efficiency of electronic 
document flow within the transport sector. The project included participation from 
17 companies and involved more than 525 electronic documents, providing real- time 
insights into the operational efficiencies gained from digitalization.

3.3 Qualitative Analysis

A qualitative approach was employed to assess the barriers to the mass adoption 
of digital technologies, particularly electronic document flow, within the logistics 
sector. Interviews and consultations were held with industry experts, representatives 
from government bodies, and participants in the paperless cargo transportation ex-
periment. This provided insight into issues such as high implementation costs, the 
lack of standardization in document formats, and the challenges related to system 
integration and cybersecurity. Additionally, case studies of the implementation 
of digital logistics systems, such as the BaseTracK Logistics SF technology and 
autonomous vehicle testing in Russia, were used to assess the benefits of digitaliza-
tion. Factors such as time savings, reduced fuel consumption, and improved cargo 
tracking were measured and analyzed based on data from companies participating 
in these digitalization efforts.

3.4 Comparative Analysis

Comparative analysis was employed to evaluate the differences in the adoption 
of digital technologies across various regions of Russia. By comparing the digi-
talization processes in major logistic hubs, such as Moscow and St. Petersburg, to 
those in smaller regions, such as the Tver and Tyumen regions, the study identified 
geographical discrepancies in the pace of digital transformation. This was further 
supported by data on the development of warehouse infrastructure and the growth 
of e- commerce logistics in the regions.

3.5 Analytical Tools

The study utilized several analytical tools to process and interpret the collected 
data effectively. Descriptive statistics were employed to describe and summarize 
key patterns within the data, particularly focusing on the distribution of electronic 
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transportation documents among operators and carriers. This method also helped 
quantify the efficiency gains reported by companies that had adopted digital technol-
ogies, offering insight into how digitalization is impacting operational performance 
across the logistics sector. Comparative analysis was another essential tool used 
to assess the differences in adoption rates of digital technologies between various 
regions and companies. By comparing digitalization efforts in major logistics hubs 
with those in smaller regions, the study was able to identify geographic disparities 
and understand the broader economic impact of implementing digital solutions. 
This analysis also helped to highlight the variation in outcomes between large 
corporations and smaller, resource- constrained enterprises, providing a nuanced 
understanding of how digital transformation is progressing at different levels of 
the logistics industry. In addition to quantitative approaches, qualitative content 
analysis was applied to analyze interviews, thematic reviews, and expert reports. 
This method was particularly useful in exploring the barriers to digitalization, such 
as high costs, lack of infrastructure, and regulatory challenges. By examining the 
narratives provided by industry experts and participants in the logistics sector, the 
study was able to capture the complex social and policy dynamics that influence 
the adoption of digital technologies. This approach also offered valuable insights 
into the role of government regulations and initiatives in shaping the digital future 
of the logistics industry.

4. RESULTS

The analysis of the collected data, using descriptive statistics, comparative 
analysis, and qualitative content analysis, revealed several significant trends and 
insights regarding the digital transformation of the transport and logistics industry 
in Russia. These findings are categorized based on the specific areas of electronic 
document flow adoption, regional differences in digitalization, and the barriers and 
facilitators to further technological adoption.

4.1 Adoption of Electronic Document Flow

The study of the descriptive statistics helped to establish that electronic docu-
ment flow has not been advanced equally throughout the T&L sector with regard to 
consignment notes and waybills. As shown in the figures 1 and 2 electronic transpor-
tation documents are much distributed among the operators as well as the carriers. 
In particular, the large companies of ICL- KPO VS and Korus Consulting used the 
electronic consignment notes more frequently by issuing 160 and 69 documents 
respectively during the experiment. It was also observed that the adoption rates of 
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new technologies were slower with the LCCs and independent carriers mainly due 
to the constraints of resources vis- à- vis automation. Such gaps raise questions as to 
whether, although the prospects of digitalization are acknowledged, its application 
is highly biased towards the large and more resource- endowed players.

In addition, the study revealed that the companies that took part in the experiment 
were able to enhance efficiency by reducing paperwork, minimizing errors and 
shortening decision- making cycle hence noting a cut of 5- 10% on overall operations 
cost. Such efficiency improvements were observed mainly where companies used 
automated systems for fuel control and monitoring, route scheduling and cargo 
tracking. Therefore, the implementation of these digital solutions proved the ability 
of the sector to generate huge economic returns once conducted in large scale.

Table 1. Distribution of electronic documents by operators and carriers
Operator/Carrier Name Number of Electronic Consignment Notes Number of Electronic Waybills

ICL- KPO VS 160 69

Korus Consulting 69 45

Editsoft 46 2

Others 42 9

The descriptive analysis shows significant variability in the adoption of electronic 
document flow among logistics operators and carriers. Larger companies, such as 
ICL- KPO VS and Korus Consulting, issued the majority of electronic consignment 
notes, accounting for 160 and 69 documents respectively. In contrast, smaller oper-
ators contributed fewer electronic notes, reflecting the uneven adoption of digital 
technologies across the sector (see Figure 1).
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Figure 1. Distribution of the total quantity of electronic consignment notes, among 
the operators

Similarly, the distribution of electronic waybills also varied, with Resource 
Trans and Auto PEK handling the highest numbers (69 and 45, respectively), while 
smaller carriers contributed minimally to the total waybill count (see Figure 2). This 
highlights that larger carriers are more likely to adopt electronic documentation, 
potentially due to better resources for digital infrastructure.

Figure 2. Distribution of the total quantity of electronic waybills, among the carriers
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4.2 Regional Differences in Digitalization

Cross- sectional analysis provided evidence of the variation among the regions 
with regards to the use and integration of digital technologies in the logistics sec-
tor. The logistics hubs in the Russian Federation including Moscow, St. Petersburg 
and Krasnodar region was found to adopt a high level of digitalization with more 
than forty percent of logistics companies participating in programs including the 
Unmanned Logistics Corridors. Meanwhile, some of the least developed regions 
inclining Tver and Tyumen regions demonstrated lower rates of usage due to downs 
in the availability of infrastructure as well as lower investments in the diffusion of 
digital technologies.

Moreover, the provinces that receive higher governmental support and infrastruc-
ture investment like ‘Smart City’, ‘Safe and Qualitative Highways’ also achieved 
higher progress of digitalization. Such regions were inclined to engage in such 
experiments as the paperless cargo transportation system that has illustrated that 
public policy and private investment are critical to the development of digital sys-
tems. The results of the comparison suggest that more specific initiatives should be 
implemented in order to remove the gap between large and developed metropolitan 
areas and remote, often less- developed regions.

Table 2. Regional comparison of digitalization adoption in logistics

Region
Percentage of Companies Adopting Digital 

Solutions
Participation in Government 

Initiatives

Moscow 65% Yes

St. Petersburg 60% Yes

Tver Region 30% No

Tyumen 
Region 25% No

4.3 Barriers and Facilitators to Digitalization

Consequently, the qualitative content analysis pointed to the following challenges 
affecting the adoption of digital technologies in the logistics sector. A significant 
challenge mentioned was the high implementation costs with emphasis on the situa-
tion where SMEs had to embark on implementation. Some of the leading challenges 
mentioned by many small businesses include the high cost of infrastructure required 
to support digital solutions like the AI- based algorithms and tools for predictive 
analytical models, RPA, and advanced fuel- monitoring systems. Moreover, the 
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shortage of qualified workforce with specific knowledge of the technology also be-
came an issue that was evident most in the rural and less developed areas. However, 
the analysis also identified several enablers of digitalization. Businesses that had 
earlier adopted digital solutions to their supply chains and operations were able to 
adapt to closures and other such disruptions and their functions did not get severely 
affected. Besides, other policies and regulation such as the ones that enable the use of 
electronic consignment notes and waybills were deemed vital in the transformation 
towards paperless documents. Seaports also contributed to the digitalization of the 
sector through initiatives such as experimentation, as exemplified by the Unmanned 
Logistics Corridors program.

Table 3. Key barriers to digitalization in logistics

Barrier
Percentage of Companies 

Affected Key Challenges Identified

High Implementation Costs 55% Initial infrastructure investment

Lack of Skilled Workforce 40% Shortage of technical expertise

Cybersecurity Concerns 35% Lack of robust cybersecurity measures

Integration with Legacy 
Systems 45%

Difficulty in integrating with old 
systems

4.4 Impact of Digital Solutions on 
Efficiency and Cost Reduction

For further understanding, the descriptive statistics and the qualitative content 
analysis revealed that the companies which adopted the digital systems registered 
efficiency gains. A 40 000- ton reduction of paper usage year to year helped the 
company achieve environmental and cost saving objectives. The companies realized 
up to a 10% fuel saving per trip attributable to real- time optimization route and a 
2% reduction in overall transportation generic costs, cargo monitoring, and real time 
tracking. Furthermore, the firms that incorporated robotic systems and automated 
cargo handling procedures mentioned a raised warehouse production by 10 percent 
and reduced down time by 20 percent. These improvements were credited to the 
use of Information Technology systems that improved the synchronization of the 
warehouse and transport logistics, and also, virtual decision of various aspects of 
the operations of the cargo.
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Table 4. Efficiency gains and cost reductions from digitalization
Efficiency Metric Average Improvement (%) Cost Savings (%)

Fuel Consumption 10% 10%

Warehouse Productivity 10% N/A

Overall Transportation Cost 2% 2%

Paper Document Reduction 40,000 tons annually N/A

5. DISCUSSION

This chapter examines the state of digital transformation in the Russian transport 
and logistics industry, with reference to the COVID- 19 crisis. The findings sug-
gest that noteworthy changes occurred in the improvement of electronic document 
flow and automation, yet the level of transformation is rather unbalanced between 
aforementioned operators/regions. These implications are important for practitioners 
and policymakers in an attempt to increase digital integration within the logistics 
industry. Perhaps the most significant discovery is the fact that digital uptake in 
logistics operators and carriers is still not even. ICL KPO VS and Korus Consulting 
are among the larger players and are faster in deploying electronic consignment notes 
and waybills while the slow process is evident with the small players and independent 
players. This is in line with previous literature showing that larger organizations are 
more likely to have the financial and technological capabilities to support digital 
solutions (Zaboyev & Zhuravleva, 2014). While larger organizations are likely to 
better address these financial challenges, since they generate rather than spend large 
amounts of money, smaller organizations face problems with initial investment in 
digitalization which often comprises costs of personnel training, hardware acquisi-
tion, and new software integration (Korovyakovsky & Kupriyanovsky, 2018). This 
points to a trend of increasing polarization of digital benefits where only comput-
erized, well- resourced companies are able to fully capitalize on the efficiency and 
cost- reducing prospects that digitalization offers.

The varying level of digital literacy across regions also contribute heavily to this 
problem. The analysis showed that logistic centers like Moscow and St. Petersburg 
are ahead of other regions in digital penetration. This is consistent with the pattern 
presented in the literature on regional economic development where governmental 
and infrastructural support enhances the readiness to adopt new technologies (Alicke 
et al., 2020). Thus, such regions’ participation in the state initiatives such as ‘Smart 
City’ and ‘Safe and Qualitative Highways’ grants those territories infrastructure 
and funding requirement for Digital transformation. On the other hand, the regions 
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which receive little governmental funding and have more limited access to economic 
capital tend to have lower rates of adoption, thus increasing the gap between the 
developed and the developing world.

The views on barriers to digitalization were also represented as a major finding 
of the study. Several challenges that came to the lime light were high costs, Skilled 
human resource restraint, and cyber security risks. The cost involved in the use or 
adoption of the digital technologies especially to the SMEs, hinders such organiza-
tions to match with powerful and technologically superior organizations. However, 
the skills in managing and maintaining these technologies are scarce making the 
adoption of these technologies even harder. The implication of this research find-
ing is in line with Gong, Mitchell and Krishnamurthy (2021) assertion that there 
is a dearth of talents that companies in logistics industry, especially in developing 
countries, can hire to foster digital disruption. Furthermore, a problem of cyber 
security was observed since logistics companies depend much on digital systems 
thus exposing them to cyber criminals. Other studies have also highlighted this as a 
key issue of concern especially as digitization intensifies thus calling for enhanced 
cybersecurity measures (Sharma et al., 2020). Still, it is evident that there are 
considerable advantages in going digital. It has been found out that organizations 
which incorporate digital technologies have registered significant improvements 
in productivity, decreased fuel usage, accelerated decisions, and generally lower 
expenses. These findings alert with technology literature especially in the use of 
intelligent technologies such as AI and IoT with the potential of increasing the 
efficiency of operations and decreasing the effect of human mistakes on logistics 
performance (Ivanov & Dolgui, 2020). For example, adoption of new technologies 
in rout optimization and fuel control reduced fuel expenses by 10% per flight due 
to implemented automated technology. In addition, the employment of electronic 
document flow has minimized the usage of paper documents which in turn reduced 
the impact on the environment as well as time issues; thus, the prospects of digita-
lization in logistics for sustainable development would be boosted.

These findings have implications for the scenario of logistics industry in the 
future. To make the experiments more efficient, there is a necessity to allocate the 
support more evenly across the regions and the types of the companies, while the 
focused support of the small operators and less developed regions is still required. 
This could include supporting SMEs with incentives such as subsidies in order 
to encourage the use of digital services or more investment in the region’s digital 
systems to make digital changeover more effective across the board. Furthermore, 
efforts to shape the skills deficiencies through education and training intervention 
is very crucial in preparing the workforce for management and sustained support of 
these emerging technologies. Furthermore, there is the need to embrace cybersecurity 
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since there is a rise in the adoption of technology in organizations to prevent loss 
of valuable information and the honesty of the logistics business.

6. CONCLUSION

The use of new technologies can become key strategies for modernizing the 
transport and logistics industry in Russia and making further improvements to its 
performance, product delivery costs, and environmental impact. The results of this 
research show both the main successes and the key issues concerning the implemen-
tation of various digital tools, including electronic document flow and automation. 
The bigger companies and logistics centers of urban areas are the early adopters 
of these technologies while the SMEs and rural areas face financial, structural, 
and skills constraints. The study also discovered that those companies, which have 
embraced the process of digitalization, have also received the following benefits, 
which include the following; They have been in a position to cut down their expenses, 
gain a better understanding of their decision- making processes and also minimized 
the use of papers and fuel. However, the increased inequality in the distribution of 
digital technology and disparities between big and small enterprises and between 
the developed and less developed areas suggest the need for differential efforts.

Thus, the adoption of digital technologies in the logistics sector should be facili-
tated by the communication policymakers in terms of financial subsidies especially 
for SMEs and regions with low development. Furthermore, the development of the 
digital infrastructure and workforce skills availability is also essential for lifting the 
logistics company’s productivity potential and adopting the advanced technologies. 
Other issues that should not go unattended are the security issues since there is a 
high propensity for cybercrimes due to increased reliance on digital platforms.
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