


IC3K 2024
Proceedings of the

16th International Joint Conference on
Knowledge Discovery, Knowledge Engineering and

Knowledge Management

Volume 3: KMIS

Porto - Portugal

November 17 - 19, 2024

Sponsored by
INSTICC - Institute for Systems and Technologies of Information, Control and Communication

ACM In Cooperation
SIGAI - ACM Special Interest Group on Artificial Intelligence

In Cooperation with
AAAI - Association for the Advancement of Artificial Intelligence

APPIA - Portuguese Association for Artificial Intelligence



Copyright © 2024 by SCITEPRESS – Science and Technology Publications, Lda.

Edited by Le Gruenwald, Elio Masciari and Jorge Bernardino

Printed in Portugal

ISSN: 2184-3228

ISBN: 978-989-758-716-0

DOI: 10.5220/0000193400003838

Depósito Legal: 536889/24

https://kmis.scitevents.org

kmis.secretariat@insticc.org



BRIEF CONTENTS

INVITED SPEAKERS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . IV

ORGANIZING COMMITTEES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . V

PROGRAM COMMITTEE . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . VI

AUXILIARY REVIEWERS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . VII

SELECTED PAPERS BOOK . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . VII

FOREWORD . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . IX

CONTENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . XI

III



INVITED SPEAKERS
Carlo Sansone

University of Naples Federico II
Italy

Nirmalie Wiratunga
Robert Gordon University, Aberdeen

United Kingdom

João Gama
University of Porto

Portugal

IV



ORGANIZING COMMITTEES

CONFERENCE CHAIR

Jorge Bernardino, Polytechnic of Coimbra - ISEC, Portugal

PROGRAM CO-CHAIRS

Le Gruenwald, University of Oklahoma, School of Computer Science, United States

Elio Masciari, University of Napoli Federico II, Italy

SECRETARIAT

Ana Rita Paciência, INSTICC, Portugal

GRAPHICS PRODUCTION AND WEBDESIGNER

Inês Teles, INSTICC, Portugal

WEBMASTER

João Francisco, INSTICC, Portugal

Carolina Ribeiro, INSTICC, Portugal

V



PROGRAM COMMITTEE

Leon Abdillah, Bina Darma University, Indonesia

Nekane Aramburu, University of Deusto, Spain

Michael Arias, Universidad de Costa Rica,
Costa Rica
Benjamin Aziz, Buckinghamshire New University,
United Kingdom

Giuseppe Berio, University of South Brittany,
France
Claudio Biancalana, Roma Tre University, Italy

Kelly Braghetto, University of São Paulo, Brazil

Adriana Burlea-Schiopoiu, University of Craiova,
Romania
Marcirio Chaves, Pontifical Catholic University of
Rio Grande do Sul, Brazil

Eric Cheng, The Education University of Hong
Kong, Hong Kong

Vincent Cheutet, Université de Lyon, INSA Lyon,
DISP (EA4570), France

Chin Wei Chong, Multimedia University, Malaysia

Ritesh Chugh, Central Queensland University,
Australia
Mikael Collan, Lappeenranta University of
Technology, Finland

Laurent d’Orazio, University of Rennes, France

James Denford, Royal Military College of Canada,
Canada
Mihaela Dinsoreanu, Technical University of
Cluj-Napoca, Romania

Michael Dzandu, University of Westminster,
United Kingdom

Kurt Engemann, Iona College, United States

Rik Eshuis, Eindhoven University of Technology,
Netherlands
Benoit Eynard, Sorbonne University, University of
Technology of Compiegne, France

Joan-Francesc Fondevila-Gascón, CECABLE
(Centre d’Estudis sobre el Cable), UPF, URL, UdG
(EU Mediterrani) and UOC, Spain

Matteo Gaeta, University of Salerno, Italy

Francisco García-Sánchez, University of Murcia,
Spain

Severin Grabski, Michigan State University,
United States
Gabriel Guerrero-Contreras, University of Cádiz,
Spain

Keith Harman, Liberty University, United States

Anca Daniela Ionita, University Politehnica of
Bucharest, Romania

Dimka Karastoyanova, University of Groningen,
Netherlands
Marite Kirikova, Riga Technical University, Latvia

Erhun Kundakcioglu, Ozyegin University, Turkey

Dominique Laurent, ETIS Laboratory CNRS
UMR 8051 - Cergy-Pontoise University - ENSEA,
France
Fernando Laurindo, University of Sao Paulo,
Brazil
Michael Leyer, University of Rostock, Germany

Kecheng Liu, The University of Reading,
United Kingdom

Carlos Malcher Bastos, Universidade Federal
Fluminense, Brazil

Ra’ed Masa’deh, The University of Jordan, Jordan

Nada Matta, University of Technology of Troyes,
France
Sally McClean, University of Ulster,
United Kingdom

Brahami Menaouer, National Polytechnic School
of Oran (ENPOran), Algeria

Birendra Mishra, Anderson Graduate School of
Management, United States

Michele Missikoff, ISTC-CNR, Italy

Owen Molloy, University of Galway, Ireland

Oswaldo Moscoso-Zea, Universidad Tecnológica
Equinoccial, Ecuador

Rohana Ngah, Universiti Teknologi MARA,
Malaysia

Pham Ngoc, National Economics University,
Vietnam
Alex Norta, Tallinn University of Technology,
Estonia
Mazni Omar, Universiti Utara Malaysia, Malaysia

VI



Faizuniah Pangil, Universiti Utara Malaysia,
Malaysia

Iraklis Paraskakis, South East European Research
Centre, Greece
Wilma Penzo, University of Bologna, Italy

Quoc Trung Pham, HCMC University of
Technology, Vietnam

Dara Pir, City University of New York,
United States
Pedro Luiz Pizzigatti Correa, Universidade de Sao
Paulo, Brazil
Nicolas Prat, Essec Business School Paris, France

Arkalgud Ramaprasad, University of Illinois at
Chicago, India

Nataša Rupcic, University of Rijeka, Croatia

Higor Santos, Pernambuco University, Brazil

Stanko Škec, University of Zagreb, Croatia

Alessandro Stefanini, University of Pisa, Italy

Costas Vassilakis, University, Peloponnese, Greece

Anthony Wensley, University of Toronto, Canada

Wei Zhang, UMASS BOSTON, United States

AUXILIARY REVIEWERS

Sowelu Avanzo, Italy, University of Turin, Italy

Aihua Han, University of Reading,
United Kingdom

Alexandr Kormiltsyn, Tallinn University of
Technology, Estonia

Hadi Novandish, TLU.ee, Estonia

SELECTED PAPERS BOOK

A number of selected papers presented at KMIS 2024 will be published by Springer in a CCIS Series book.
This selection will be done by the Conference Chair and Program Co-chairs, among the papers actually
presented at the conference, based on a rigorous review by the KMIS 2024 Program Committee members.

VII





FOREWORD

This book contains the proceedings of the 16th International Joint Conference on Knowledge Discovery,
Knowledge Engineering and Knowledge Management. This year, IC3K was held in Porto, Portugal, from
17 to 19 November, 2024. It was sponsored by the Institute for Systems and Technologies of Information,
Control and Communication (INSTICC). IC3K 2024 was also organized in collaboration with the ACM
Special Interest Group on Artificial Intelligence, the Association for the Advancement of Artificial Intelli-
gence and the Portuguese Association for Artificial Intelligence.

The purpose of the IC3K series is to bring together researchers, engineers, and practitioners in the areas of
Knowledge Discovery and Information Retrieval (KDIR), Knowledge Engineering and Ontology Develop-
ment (KEOD) and Knowledge Management and Information Systems (KMIS).

IC3K this year, as in previous years, was composed of 3 subconferences, each specializing in one of the
aforementioned knowledge areas, namely KDIR, KEOD, and KMIS.

IC3K 2024 received 175 paper submissions from 47 countries of which 21.14% were accepted and published
as full papers. A double-blind paper review was performed for each submission by at least 2 but usually 3 or
more members of the International Program Committee, consisting of established researchers and domain
experts.

The high quality of the IC3K 2024 program is enhanced by the keynote lectures delivered by distinguished
speakers who are renowned experts in their fields: Carlo Sansone (University of Naples Federico II, Italy),
Nirmalie Wiratunga (The Abderdeen Robert Gordon University, United Kingdom) and João Gama (Univer-
sity of Porto, Portugal).

The conference is complemented by a Special Session on Ontologies for Digital Twin modelling, chaired by
Fatma Chamekh. In addition, some tutorials on relevant topics have been offered to the conference audience.

All papers presented will be available in the SCITEPRESS Digital Library and will be submitted for eval-
uation for indexing by SCOPUS, Google Scholar, The DBLP Computer Science Bibliography, Semantic
Scholar, Engineering Index and Web of Science / Conference Proceedings Citation Index.

In recognition of the best papers, several awards will be presented at the closing session of the conference,
based on the combined scores of the paper reviewers, as assessed by the Programme Committee, and the
quality of the presentation, as assessed by the session chairs at the conference venue.

Authors of selected papers will be invited to submit extended versions for inclusion in a forthcoming book
of IC3K Selected Papers to be published by Springer, as part of the CCIS Series. Some papers will also
be selected for publication of extended and revised versions in the special issue of the Springer Nature
Computer Science Journal.

The program for this conference required the dedicated efforts of many people. Firstly, we must thank
the authors, whose research efforts are herewith recorded. Next, we thank the members of the Program
Committee and the auxiliary reviewers for their diligent and professional reviewing. We would also like
to express our sincere gratitude to the invited speakers for their invaluable contributions and for taking the
time to prepare their presentations. Finally, a word of appreciation for the hard work of the INSTICC team;
organizing a conference of this level is a task that can only be achieved by the collaborative effort of a
dedicated and highly competent team.

We wish you all an exciting and inspiring conference. We hope to have contributed to the development
of our research community, and we look forward to presenting more research at the next edition of IC3K,
details of which can be found at https://ic3k.scitevents.org.

Le Gruenwald
University of Oklahoma, School of Computer Science, United States
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Elio Masciari
University of Napoli Federico II, Italy

Jorge Bernardino
Polytechnic of Coimbra - ISEC, Portugal
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Multimodal Deep Learning in Medical Imaging

Carlo Sansone
Dipartimento di Ingegneria Elettrica e delle Tecnologie dell’Informazione, University of Naples Federico II, Naples, Italy

Abstract: In this talk, we will consider how Deep Learning (DL) approaches can profitably exploit the presence of
multiple data sources in the medical domain. First, the need to be able to use information from multimodal data
sources is addressed. Starting from an analysis of different multimodal data fusion techniques, an innovative
approach will be proposed that allows the different modalities to influence each other. However, in medical
applications it is often very difficult to obtain high quality and balanced labelled datasets due to privacy and
sharing policy issues. Therefore, several applications have leveraged DL approaches in data augmentation
techniques, proposing models that can create new realistic and synthetic samples. Consequently, a new data
source can be identified, namely a synthetic data source. In this context, a data augmentation method based
on deep learning, specifically designed for the medical domain, will be presented. It exploits the biological
characteristics of images by implementing a physiologically-aware synthetic image generation process.

BRIEF BIOGRAPHY

Carlo Sansone is currently Full Professor of Com-
puter Engineering at the Dipartimento di Ingegneria
Elettrica e Tecnologie dell’Informazione of the Uni-
versity of Naples Federico II. His basic interests cover
the areas of image analysis, pattern recognition and
machine and deep learning. From an applicative point
of view, his main contributions were in the fields of
biomedical image analysis, biometrics, intrusion de-
tection in computer networks and image forensics.
He coordinated several projects in the areas of arti-
ficial intelligence, biomedical images interpretation
and network intrusion detection. Prof. Sansone is a
member of the IEEE and of the International Associ-
ation for Pattern Recognition (IAPR). In 2012 he was
elected Vice-President of the GIRPR (the Italian As-
sociation affiliated to the IAPR) for two terms (four
years).

Sansone, C.
Multimodal Deep Learning in Medical Imaging.
Paper published under CC license (CC BY-NC-ND 4.0)
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Intelligent Reuse of Explanation Experiences: The Role of Case-Based
Reasoning in Promoting Best Practice in Explainable AI

Nirmalie Wiratunga
RGU’s School of Computing, United Kingdom

Abstract: The EU now requires that machine learning models provide an explanation of their decisions. Different stake-
holders may have different backgrounds, competencies, and goals, which may require different types of ex-
planations. Interpreting and explaining machine learning (ML) models can be done in various ways, and there
are many options available. However, it’s difficult to know which method or combination of methods to use
for different AI models and different deployment situations. The iSee project is trying to tackle this question.
In this talk we will discuss why Case-Based Reasoning (CBR) is well placed to promote best practices in Ex-
plainable AI (XAI). We will also explore how CBR can be used to reason about end-users’ XAI experiences
and enable the sharing and reusing of such experiences through the iSee platform (https://isee4xai.com/). The
talk will present the key components that facilitate reasoning in iSee – an ontology to model experiences, cases
to capture experiences, a retrieval engine to identify best practice, and an interactive interface to engage with
end-users

BRIEF BIOGRAPHY

Nirmalie Wiratunga is a Professor in Intelligent Sys-
tems at RGU’s School of Computing, and the As-
sociate Dean for Research in the school, with over
two decades of experience in computer science and
AI research. She has held positions such as post-
doctoral researcher on EPSRC funded projects, and
was appointed Readership in 2009, and Professorship
in 2016. Nirmalie lead’s the Artificial Intelligence
& Reasoning Research Group (AIR) in the School
of Computing. She has been involved in numerous
funded AIR projects, including the development of
platforms for reusable explainable AI experiences and
initiatives in healthcare.
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Intelligent Reuse of Explanation Experiences: The Role of Case-Based Reasoning in Promoting Best Practice in Explainable AI.
Paper published under CC license (CC BY-NC-ND 4.0)
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Recent Advances in Learning from Data Streams

João Gama
University of Porto, Portugal

Abstract: Learning from data streams is a hot topic in machine learning and data mining. This talk presents two prob-
lems and discusses streaming techniques to solve them. The first problem is the application of data stream
techniques to predictive maintenance. We propose a two-layer neuro-symbolic approach to explain black-
box models. The explanations are oriented toward equipment failures. For the second problem, we present
a streaming algorithm for online hyperparameter tuning. The Self hyper-parameter Tuning (SPT) algorithm
is an optimisation algorithm for online hyper-parameter tuning from non-stationary data streams. SPT is a
wrapper over any streaming algorithm and can be used for classification, regression, and recommendation.

BRIEF BIOGRAPHY

João Gama is a Full Professor at the Faculty of Econ-
omy, University of Porto. He is a researcher and
vice-director of LIAAD, a group belonging to IN-
ESC TEC. He got the PhD degree from the Univer-
sity of Porto, in 2000. He is a Senior member of
IEEE.He has worked on several National and Euro-
pean projects on Incremental and Adaptive learning
systems, Ubiquitous Knowledge Discovery, Learning
from Massive, and Structured Data, etc. He served as
Co-Program chair of ECML 2005, DS 2009, ADMA
2009, IDA 2011, and ECML/PKDD 2015. He served
as track chair on Data Streams with ACM SAC from
2007 till 2016. He organized a series of Workshops
on Knowledge Discovery from Data Streams with
ECML/PKDD, and Knowledge Discovery from Sen-
sor Data with ACM SIGKDD. He is the author of sev-
eral books on Data Mining (in Portuguese) and au-
thored a monograph on Knowledge Discovery from
Data Streams. He authored more than 250 peer-
reviewed papers in areas related to machine learning,
data mining, and data streams. He is a member of the
editorial board of international journals ML, DMKD,
TKDE, IDA, NGC, and KAIS. He (co-)supervised
more than 12 PhD students and 50 MSc students.
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Paper published under CC license (CC BY-NC-ND 4.0)
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Scientific Claim Verification with Fine-Tuned NLI Models

Miloš Košprdić1 a, Adela Ljajić1 b, Darija Medvecki1 c, Bojana Bašaragin1 d

and Nikola Milošević1,2 e

1The Institute for Artificial Intelligence Research and Development of Serbia, Fruškogorska 1, Novi Sad, Republic of Serbia
2Bayer A.G. Reaserch and Development, Mullerstrasse 173, Berlin, Germany

{milos.kosprdic, adela.ljajic, darija.medvecki, bojana.basaragin, nikola.milosevic}@ivi.ac.rs

Keywords: Claim Verification, Deep Learning Models, Natural Language Inference, PubMed, SciFact Dataset.

Abstract: This paper introduces the foundation for the third component of a pioneering open-source scientific question-
answering system. The system is designed to provide referenced, automatically vetted, and verifiable answers
in the scientific domain where hallucinations and misinformation are intolerable. This Verification Engine is
based on models fine-tuned for the Natural Language Inference task using an additionally processed SciFact
dataset. Our experiments, involving eight fine-tuned models based on RoBERTa Large, XLM RoBERTa
Large, DeBERTa, and DeBERTa SQuAD, show promising results. Notably, the DeBERTa model fine-tuned
on our dataset achieved the highest F1 score of 88%. Furthermore, evaluating our best model on the HealthVer
dataset resulted in an F1 score of 48%, outperforming other models by more than 12%. Additionally, our
model demonstrated superior performance with a 7% absolute increase in F1 score compared to the best-
performing GPT-4 model on the same test set in a zero-shot regime. These findings suggest that our system
can significantly enhance scientists’ productivity while fostering trust in the use of generative language models
in scientific environments.

1 INTRODUCTION

In the scientific field, the veracity of information
is paramount, especially as large language models
(LLMs) become increasingly integrated into research
methodologies. The paper (Košprdić et al., 2024) out-
lines a novel open-source initiative designed to miti-
gate the risks of inaccuracies, or ”hallucinations”, in
answers generated by LLMs in the biomedical do-
main. Central to this initiative is a sophisticated archi-
tecture comprising three core components: an infor-
mation retrieval system that utilizes both semantic and
lexical search combination techniques to retrieve sci-
entific papers from PubMed1; a Retrieval Augmented
Generation (RAG) module with a generative model
fine-tuned to produce referenced answers based on
the retrieved scientific papers; and a verification en-
gine tasked with cross-checking these generated an-
swers against scientific papers to ensure accuracy and

a https://orcid.org/0000-0002-4180-0050
b https://orcid.org/0000-0001-7326-059X
c https://orcid.org/0000-0002-4180-0050
d https://orcid.org/0000-0002-7679-1676
e https://orcid.org/0000-0003-2706-9676
1https://pubmed.ncbi.nlm.nih.gov/

to identify potential hallucinations. This system aims
to enhance the productivity of researchers by provid-
ing reliable information and to instill trust in the use
of generative language models within scientific do-
mains where misinformation can have serious reper-
cussions.

According to (Guo et al., 2022), claim verifica-
tion is a process performed after a claim is generated
and evidence is retrieved. The authors also segment
the claim verification process into two components:
verdict prediction, where claims are assigned truth-
fulness labels, and justification production, where ex-
planations for verdicts must be generated (Guo et al.,
2022). Our system generates claims using RAG, and
we use the retrieved documents from the PubMed
repository as evidence. In this paper, we are going
to perform the verdict prediction task by transform-
ing it into the natural language inference (NLI) task
to predict one of the labels: support, contradict, and
no evidence. The development of a model specif-
ically tailored for textual entailment or NLI repre-
sents a crucial element of the verification engine in
(Košprdić et al., 2024). In this paper, we are going to
present our effort on enhancing and fine-tuning differ-
ent models to achieve accuracy in the task of scientific

Košprdić, M., Ljajić, A., Medvecki, D., Bašaragin, B. and Milošević, N.
Scientific Claim Verification with Fine-Tuned NLI Models.
Paper published under CC license (CC BY-NC-ND 4.0)
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ISBN: 978-989-758-716-0; ISSN: 2184-3228
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Figure 1: Architecture of our verification system.

claims verification.
By fine-tuning state-of-the-art models for the NLI

task in the scientific field, we plan to allow our model
to detect the subtle differences in the statements be-
tween claims supported by evidence, those that con-
tradict the evidence, and those for which evidence is
lacking. This will not only build upon the founda-
tional work presented in (Košprdić et al., 2024; Ljajić
et al., 2024) for claim verification but also introduce
a novel methodology and models designed to pro-
vide claim verification by fine-tuning models for tex-
tual entailment tasks in the biomedical domain. The
model fine-tuned for textual entailment will enhance
the automated scientific claim verification process in
(Košprdić et al., 2024), complementing retrieval and
generation steps in (Bašaragin et al., 2024), by verify-
ing generated text.

Our work’s contributions are twofold: firstly, we
fine-tuned different deep learning models on the Sci-
Fact dataset to significantly improve textual entail-
ment predictions in the biomedical domain, achieving
state-of-the-art results. Secondly, we provide com-
parative results of these models fine-tuned with the
SciFact dataset.

The paper is organized as follows: Section 2 pro-
vides an overview of our comprehensive system, de-
tailing the RAG module and the verification of claims
produced. Section 3 presents current datasets and
methods for the claim verification task. The trans-
formation of the chosen dataset, as well as the mod-
els used for this task and their parameters, are pre-
sented in Section 4. Results are given in Section 5,
with an accompanying error analysis in Section 6. Fi-

nally, Section 7 presents the conclusions drawn from
our study and outlines directions for future research.

2 OVERALL SYSTEM DESIGN

Our verification system encompasses two main pro-
cesses: Retrieval Augmented Generation (RAG) and
the Verification Engine. The RAG process, con-
sisting of two components, is based on a fine-tuned
large language model (LLM) for referenced question-
answering. In this setup, retrieved relevant abstracts
from PubMed are provided to the LLM as input
through a prompt. The output is an answer based
on these PubMed abstracts, with each statement ap-
propriately referenced, facilitating subsequent verifi-
cation by the Verification Engine.

In this section, we describe the three main com-
ponents of our system (see Figure 1), to offer clarity
to the entire process which contains claim verification
as its second and final verification step.

The Information Retrieval Component (IR) uti-
lizes data from the PubMed database2, which con-
tains citations and biomedical literature from vari-
ous sources. The IR system incorporates both sparse
vectors (lexical index) and dense vectors (seman-
tic index), facilitating lexical, semantic, and hybrid
searches.

For lexical retrieval, based on BM25, we use
OpenSearch3 to create an index of PubMed articles

2https://pubmed.ncbi.nlm.nih.gov/download/
3https://opensearch.org/
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by concatenating the titles and abstracts into a single
indexed field. For semantic retrieval, based on dense
vectors, we employ the Qdrant4 vector database. To
generate vector embeddings, we utilize a bi-encoder
sentence transformer model pre-trained on the MS-
Marco dataset5, which had the highest performance
on the Passage Retrieval Task at the time of index-
ing6.

Hybrid search in our system combines the lexical
and semantic IR components. To implement a hybrid
search, we normalized the scores from these two IR
methods to a scale ranging from 0 to 1. The scores
from each search method are then multiplied by the
respective importance weights. This approach allows
for the identification of both direct matches and en-
hances the discovery of semantically related phrases
and text segments, even when exact textual matches
are absent. The selected documents from the IR Com-
ponent are then passed to the Generative Component,
which is responsible for generating the appropriate re-
sponse.

The Generative Component receives the user
query and 10 retrieved documents as its input. It
consists of a generative model, currently Mistral-7B-
Instruct-v0.27, which we additionally fine-tuned for
the task of question-answering with references us-
ing the QLoRA methodology (Dettmers et al., 2023)
and a dataset of randomly selected questions from
the PubMedQA dataset (Jin et al., 2019). The out-
put of the model is an answer to the user query which
contains a reference for each of the claims generated
based on the relevant articles.

The Verification Component is designed to ver-
ify the claims created by the RAG module. The spe-
cific type of verification and the models used for this
process are described in detail in Section 4. Since the
answer of the generative model can contain multiple
claims/claim parts, our goal is to create a model for
verifying individual claim parts, and how we combine
them will be decided in the future.

3 RELATED WORK

The task of determining a claim’s veracity is dubbed
differently in the literature: from verdict predic-
tion (Tan et al., 2023) or veracity prediction (Vladika

4https://qdrant.tech/
5https://huggingface.co/sentence-transformers/

msmarco-distilbert-base-tas-b
6https://www.sbert.net/docs/pretrained-models/

msmarco-v3.html
7https://huggingface.co/mistralai/

Mistral-7B-Instruct-v0.2

et al., 2024) to claim verification (Wadden et al.,
2020), to name only a few, and usually forms a part
of a multi-component pipeline aiming to produce as
factual results as possible (Tan et al., 2023). The
task typically consists of assessing a claim and its
corresponding evidence and categorizing them into
one of three distinct labels: support/evidence, contra-
diction/refute, and no evidence/not enough info. The
process of verifying scientific claims can be concep-
tualized within the framework of natural language
inference (NLI), treating the claim verification task
as a multi-class classification task, a perspective that
aligns with prior research (Thorne et al., 2018; Wad-
den et al., 2020).

Different techniques have been utilized and de-
veloped to improve claim verification, and recently,
transformer models have achieved state-of-the-art
performance in fact-checking in general, both in gen-
eral and scientific domains (Tan et al., 2023). In-
put for these models usually consists of concatenated
claim and evidence pairs from which they create rep-
resentations for classifying relationships between the
two (Tan et al., 2023). Including the entire context of
the evidence (e.g. entire document) ensures minimal
loss of information and produces better results during
inference (Wadden et al., 2022).

Interestingly, both general-purpose and domain-
specific large language models are used for the task
of scientific claim verification (Vladika and Matthes,
2023). The successful use of general-purpose mod-
els for this task is supported by the work of the
creators of the SciFact dataset, who released the
VeriSci model (Wadden et al., 2020). This model uses
RoBERTa-large (Liu et al., 2019) model pre-trained
on the FEVER dataset (Thorne et al., 2018) and fine-
tuned on the SciFact dataset as a component for label
prediction, since it demonstrated the strongest per-
formance compared to other tested scenarios. This
model also showed better accuracy compared to SciB-
ERT (Beltagy et al., 2019), BioMedRoBERTa (Gu-
rurangan et al., 2020), and RoBERTa-base when all
were trained only on the SciFact dataset.

While general-domain datasets for the task of
claim verification have existed since 2014 (Vlachos
and Riedel, 2014), the first dataset for scientific
claim verification, SciFact, appeared in 2020 (Wad-
den et al., 2020). The number of different scien-
tific claim verification datasets continued to grow ever
since, from those that collect claims from social me-
dia posts (Mohr et al., 2022), Wikipedia and Internet
in general (Diggelmann et al., 2021; Sarrouti et al.,
2021), different web portals (Kotonya and Toni, 2020;
Vladika et al., 2024), science exam questions (Tan
et al., 2023) or publications (Malaviya et al., 2023).
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However, SciFact is still one of the rare datasets con-
taining claims from research papers and is the most
used dataset for building scientific claim verification
systems to date (Vladika and Matthes, 2023).

The work of (Sarrouti et al., 2021) shows that the
choice of the in-domain dataset for fine-tuning makes
a significant difference. The authors conducted ex-
periments on several baseline models: BERT (De-
vlin et al., 2019), SciBERT, BioBERT(Lee et al.,
2019), and T5 (Raffel et al., 2020), trained and eval-
uated on the HealthVer dataset (Sarrouti et al., 2021),
with T5 demonstrating superior performance over all
other models. They also tested the BERT-base model
fine-tuned on FEVER (Thorne et al., 2018), SciFact,
PubHealth, and HealthVer datasets, and assessed its
performance on the HealthVer test set. Their find-
ings suggest that despite the FEVER dataset’s size
advantage over SciFact and HealthVer, the model
achieved superior F1 scores when trained on Sci-
Fact and HealthVer datasets. Since FEVER is based
on Wikipedia sentences, this supports the notion that
training on in-domain claims yields more substantial
benefits for domain-specific claim verification tasks.

The positive effect of in-domain datasets is fur-
ther confirmed by the work of (Tan et al., 2023),
who performed in-domain fine-tuning first using
Med-Fact and Gsci-Fact datasets (Tan et al., 2023)
and then using SciFact, HealthVer, and CLIMATE-
FEVER (Diggelmann et al., 2021) on BERT, De-
BERTa (He et al., 2021), SciBERT, Longformer, and
BioBERT. In comparison with only fine-tuning the
models using SciFact, HealthVer, and CLIMATE-
FEVER (Diggelmann et al., 2021), they were able to
achieve an improved performance for most models,
with DeBERTA performing best in almost all scenar-
ios.

4 OUR MODEL FOR CLAIM
VERIFICATION

Similarly to the prompt-generated answers to cer-
tain questions in generating long-form responses that
contain multiple claims (Wei et al., 2024), the re-
sponses generated by our RAG module contain mul-
tiple claims supported by references to PubMed ab-
stracts as evidence. This structured approach ensures
that each claim is supported by relevant scientific lit-
erature, enhancing the credibility and reliability of the
generated responses.

The model’s performance is evaluated through
various metrics, including macro and weighted pre-
cision, recall, and F1-score, and also accuracy, which
collectively provide a comprehensive understanding

of its effectiveness in the task.
In our recent exploration of advanced natural lan-

guage processing techniques, we opted for a fine-
tuning process for 3 cutting-edge models: RoBERTa-
large (Liu et al., 2019), XLM-RoBERTa Large (Con-
neau et al., 2019a), and DeBERTa Large (He et al.,
2021), alongside DeBERTa SQuAD - a DeBERTa
model fine-tuned using the SQuAD dataset. Our pri-
mary objective was to enhance their performance on
the task of textual entailment.

The selection of DeBERTa was motivated by its
outstanding performance in claim verification exper-
iments (Tan et al., 2023). RoBERTa was chosen for
its modified attention mechanisms and its strongest
performance on the label prediction task (Wadden
et al., 2020). XLM Roberta exhibited better perfor-
mance on English data compared to RoBERTa (Con-
neau et al., 2019b). DeBERTa SQuAD was selected
due to its training on question-answer pairs, specifi-
cally tailored for question answering tasks.

Fine-tuning was conducted using the SciFact
(Wadden et al., 2020) dataset, which is specifically
designed to support the development and evaluation
of automated fact-checking systems focusing on sci-
entific claims. Our objective in fine-tuning these
models with the SciFact dataset was twofold: to im-
prove their performance in discerning textual entail-
ment within scientific texts and to compare their ef-
fectiveness in this specialized domain.

4.1 Dataset Transformation

The SciFact dataset comprises pairs of claims and ev-
idence within the biomedical domain — a domain
noted for its classification challenges even among hu-
man experts. We anticipate that it will serve as an
optimal dataset for the fine-tuning of models aimed at
claim verification within our system.

The SciFact dataset is structured into two separate
files: corpuses and claims. The corpuses file contains
the titles and abstracts of scientific articles, providing
a rich source of evidence. The claims file includes
various claims linked to these scientific articles via an
identification number, facilitating the process of ver-
ifying the claims against the provided evidence. Ini-
tially, the claims file is divided into three parts: train-
ing, validation, and test. However, the publicly avail-
able version of the dataset does not include labels for
the test partition. As a result, the 300 examples in
the test partition were excluded from our analysis. To
maximize the data available for our experiments, we
combined the training and validation subsets, yield-
ing a total of 1,711 examples. This combined dataset
serves as the foundation for training, validating, and
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evaluating our claim verification models.
Initially, the titles and abstracts extracted from the

corpus file underwent individual cleaning procedures.
This process involved eliminating redundant spaces,
excluding special characters present at the ends of the
texts, removing surplus parentheses and brackets, and
filtering out superfluous information contained within
the abstracts, such as (ABSTRACT TRUNCATED AT
250 WORDS). Recognizing the informative value in-
herent in article titles, we made a deliberate choice to
concatenate them with their corresponding abstracts
to construct a comprehensive response to the claims.
Throughout this concatenation process, special at-
tention was paid to titles lacking terminal punctua-
tion. To maintain coherence and facilitate compre-
hension, we ensured that a concluding punctuation
mark was appended to such titles. This step was
essential to mitigate potential ambiguity and prevent
the model from misinterpreting the concatenated text
in instances where unpunctuated titles were directly
joined with the initial sentence of the abstract, creat-
ing potentially unrelated sentences.

Subsequently, using the identification number, we
integrated information from both files, ensuring that
each claim was matched with its corresponding con-
catenation of the title and abstract, along with one
of three labels: no evidence, support, or contradict.
The SciFact dataset was initially designed so that the
same labels for an abstract were repeated if they were
found in multiple sentences of that abstract. How-
ever, since we opted to consider the entire concate-
nated title and abstract as a single response to the
claim, rather than treating each sentence separately,
we performed a deduplication of these instances. This
step ensured that redundant combinations were re-
moved. Ultimately, this process yielded 1,213 unique
claim+[title+abstract] combinations, which form the
final dataset8 for our experiments. This comprehen-
sive and deduplicated dataset provides a robust foun-
dation for training and evaluating our claim verifica-
tion models.

Descriptive statistics of the combined dataset
formed in this manner revealed that approximately
36% of claim+[title+abstract] combinations are la-
beled as no evidence, about 42% are labeled as sup-
port, and around 22% are labeled as contradict. We
divided the dataset into training, validation, and test
subsets in a ratio of 80:10:10, ensuring that the pro-
portion of each label is preserved across all subsets.
This stratified division helps maintain the consistency
of label distribution, which is crucial for accurately
training and evaluating the model’s performance.

8https://huggingface.co/datasets/MilosKosRad/
SciFact VerifAI

4.2 Experiments and Training
Parameters

Our study aims to perform a comparative analysis of
various transformer models, which have been fine-
tuned and evaluated using the additionally processed
SciFact dataset.

Determining one of the three relationships (no ev-
idence, support, contradict) in which a claim and an
evidence can stand, we decided to consider as a Tex-
tual Entailment task. This task can be viewed as the
(2) Sequence Classification task into 3 classes by ap-
propriately structuring the input data. Therefore, the
task of claim verification could be conceptualized as
a multi-class classification task.

To address this task, transformer models were
fine-tuned utilizing the concatenation of a claim (c)
and a corresponding PubMed title+abstract concate-
nation, serving as evidence (e). Since the 4 models
we fine-tuned with the formatted SciFact dataset for
the Textual Entailment task are based on either BERT
or RoBERTa architecture, the inputs for them are:

[CLS]c[SEP]e[SEP]

for models with the basic architecture of BERT, and

< s > c < /s >< /s > e < /s >

for models with the basic architecture of RoBERTa.
The objective of our model is to accurately as-

sign one of the following labels (l): no evidence, sup-
port, or contradict. Based on the received input, the
model’s prediction is formalized as:

l{c,e} ∈ {no evidence,support,contradict}
This formulation allows for a systematic evalua-

tion of the model’s ability to discern and categorize
the relationship between biomedical claims and their
corresponding evidential support.

All trainings used the ADAM optimizer (Kingma
and Ba, 2014) with a learning rate of 1e-5, a weight
decay of 0.01, and were conducted on a single DGX
NVIDIA A100-40GB GPU using the PyTorch frame-
work and Hugging Face Transformer library. The
number of epochs for all models was initialized at 15,
with an early stopping strategy implemented on the
validation subset based on the F1 metric to determine
the optimal model checkpoint. We applied two dis-
tinct values for the early stopping hyperparameter for
each of the 4 models (3 and 4), resulting in a total
of 8 fine-tuned models for evaluation. Model evalua-
tion was conducted by exact prediction-label match-
ing, employing standard performance metrics of F1
score, accuracy, precision, and recall.
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Table 1: The results of eight fine-tuned models 80% of SciFact data, validated on 10% of SciFact data, and tested on remaining
10% of data.

RoBERTa LSF XLM RoBERTa LSF DeBERTaSF DeBERTa SQuADSF

NE* S C wa NE S C wa NE S C wa NE S C wa

P 0.71 0.55 0.00 0.48 0.83 0.69 0.54 0.71 0.83 0.86 0.85 0.84 0.86 0.90 0.82 0.87
3 R 0.73 0.82 0.00 0.61 0.89 0.67 0.52 0.71 0.86 0.84 0.81 0.84 0.86 0.88 0.85 0.87

F1 0.72 0.66 0.00 0.53 0.86 0.68 0.53 0.71 0.84 0.85 0.83 0.84 0.86 0.89 0.84 0.87

Acc 0.61 0.71 0.84 0.87

P 0.85 0.75 0.67 0.77 0.75 0.76 0.71 0.74 0.88 0.90 0.88 0.89 0.82 0.91 0.88 0.87
4 R 0.89 0.76 0.59 0.77 0.91 0.67 0.63 0.75 0.95 0.88 0.78 0.89 0.93 0.84 0.81 0.87

F1 0.87 0.76 0.63 0.77 0.82 0.71 0.67 0.74 0.91 0.89 0.82 0.88 0.87 0.88 0.85 0.87

Acc 0.77 0.75 0.89 0.87
* NE: no evidence, S: support, C: contradict, wa: weighted average, P: precision, R: recall, F1: F1 score
Acc: accuracy

Table 2: Results of the DeBERTa model fine-tuned on the 80% and 90% of the SciFact dataset end evaluated on the HealthVer
test set.

DeBERTaSF−80 DeBERTaSF−90

NE S C wa NE S C wa

P 0.46 0.70 0.66 0.60 0.47 0.67 0.69 0.59
R 0.94 0.25 0.15 0.50 0.88 0.29 0.27 0.52

F1 0.62 0.37 0.24 0.44 0.61 0.40 0.39 0.48

Acc 0.50 0.52

5 RESULTS

Our models underwent a three-stage evaluation pro-
cess. First, we assessed the models on a test subset of
the transformed SciFact dataset (refer to Section 5.1)
to evaluate their performance and identify the best
model. Next, we tested the optimal model on an ex-
ternal dataset (Section 5.2). Finally, we compared the
performance of our top model against GPT-4 models
in Section 5.3.

5.1 In-Domain Evaluation

As indicated in Table 1, the best-performing model
with an early stopping patience of 3 was DeBERTa
SQuAD, achieving an F1-score of 0.87. In compari-
son, the DeBERTa model with an early stopping pa-
tience of 4 achieved the highest F1-score of 0.88.

The results also reveal that the CONTRADICT
class poses the most significant challenge for the
models, which is anticipated given that this class con-
stitutes only 22% of the dataset, resulting in fewer ex-

amples for training and evaluation. This imbalance
likely contributes to the models’ difficulties in accu-
rately predicting this class, highlighting the need for
more targeted strategies to improve performance in
underrepresented categories.

5.2 Out-of-Domain Evaluation

To evaluate our best-performing model9, DeBERTa
fine-tuned with an early stopping patience param-
eter set to 4, on a dataset distinct from the one
used for training and in-domain evaluation, we chose
the HealthVer dataset. This dataset is designed
for evidence-based fact-checking of health-related
claims, allowing researchers to assess the validity
of real-world claims by evaluating their truthfulness
against scientific articles.

As can be seen in Table 2 (DeBERTaSF−80), we
obtained a weighted average F1 score of 0.44 and an
accuracy of 0.50. Comparing these results to those

9https://huggingface.co/MilosKosRad/
TextualEntailment DeBERTa preprocessedSciFACT
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Table 3: Comparison of the DeBERTaSF model with GPT-4 models.

DeBERTaSF GPT-4 GPT-4 Turbo GPT-4o

NE S C wa NE S C wa NE S C wa NE S C wa

P 0.88 0.90 0.88 0.89 0.85 0.77 0.84 0.82 0.93 0.81 0.65 0.82 0.72 0.91 0.74 0.80
R 0.95 0.88 0.78 0.89 0.80 0.94 0.59 0.81 0.64 0.92 0.81 0.80 0.89 0.80 0.63 0.80

F1 0.91 0.89 0.82 0.88 0.82 0.85 0.70 0.81 0.76 0.86 0.72 0.79 0.80 0.85 0.68 0.79

Acc 0.89 0.81 0.80 0.80

reported by the authors in (Sarrouti et al., 2021),
who fine-tuned a BERT-base model with SciFact and
evaluated it on the HealthVer test set, we observe
that they achieved an F1 score of 0.36 and an accu-
racy of 0.39. This demonstrates that our DeBERTa
model fine-tuned on the transformed SciFact dataset
improved upon these results.

In Section 5.1, we identified DeBERTa fine-
tuned with 80% of the transformed SciFact dataset
as the optimal model for Textual Entailment. Sub-
sequently, we evaluated this model out-of-domain
on the HealthVer dataset, observing superior perfor-
mance compared to previous state-of-the-art (SOTA)
models, with an absolute increase of 8% in F1 score.
Given that the test subset, constituting 10% of the
transformed SciFact dataset, had already been utilized
for in-domain evaluation, we incorporated it into the
training set. Subsequently, we retrained the DeBERTa
model on 90% of the data from the transformed Sci-
Fact dataset. Upon evaluating the new model on the
HealthVer dataset, we observed a further absolute im-
provement of 4% in the F1 metric (refer to Table 2,
DeBERTaSF−90 model). Furthermore, the exploration
of augmenting the training dataset underscores the
adaptability and robustness of our methodology.

5.3 Comparison with GPT-4 Models

We utilized the same test set as for our in-domain
evaluation – 10% of our transformed SciFact, com-
prising 122 examples and encompassing three classes,
to assess the performance of GPT-4, GPT-4 Turbo,
and GPT-4o in zero-shot mode. The specific prompt
employed for this testing was as follows:

Critically asses whether the statement is supported,
contradicted or there is no evidence for the state-
ment in the given abstract. Output SUPPORT if
the statement is supported by the abstract. Out-
put CONTRADICT if statement is in contradic-
tion with the abstract and output NO EVIDENCE
if there is no evidence for the statement in the ab-
stract.

For all models, the temperature parameter was set
to 0 to minimize randomness and generate the most
deterministic outputs, while the max tokens parame-
ter was set to 350 to allow sufficient context gener-
ation. This approach enabled us to directly compare
the performance of our fine-tuned transformer-based
model with that of the GPT-4 series models in zero-
shot regime under identical conditions.

In our experiments, we observed that our
transformer-based model for claim verification out-
performed GPT-4, GPT-4 Turbo, and GPT-4o (refer
to Table 3). Specifically, our model demonstrated su-
perior performance across various evaluation metrics,
including both accuracy and F1-score. These results
highlight the efficacy of our fine-tuning approach and
the robustness of our model architecture in handling
the complexities of claim verification tasks. The con-
sistent outperformance of our model over the afore-
mentioned state-of-the-art models underscores its po-
tential for real-world applications and further estab-
lishes its credibility within the domain of automated
fact-checking.

Additionally, our model is open-source, providing
transparency and flexibility that are crucial for indus-
tries such as pharmaceuticals and biomedicine, where
stringent process control is required. Unlike closed
models, our open-source solution allows for compre-
hensive customization and verification, ensuring that
the claim verification process adheres to the rigorous
standards necessary in these fields.

6 ERROR ANALYSIS

An error analysis was undertaken to scrutinize mis-
classified claims within the in-domain evaluation sub-
set of the transformed SciFact dataset, leveraging our
top-performing model, DeBERTaSF . As depicted in
Figure 2, a total of 14 claim-abstract pairs were in-
accurately classified, revealing the distribution of er-
rors across different classes. While the model exhibits
commendable performance in the NO EVIDENCE
and SUPPORT classes, it demonstrates a relatively
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higher misclassification rate in the CONTRADICT
class, suggesting a focal point for potential enhance-
ment.

The frequent misclassification of the SUPPORT
class as the NO EVIDENCE class primarily stems
from the inclusion of numerical data in the evidence,
encompassing various measures and variations. Addi-
tionally, the model’s inability to recognize abbrevia-
tions of specific terms as equivalent contributes to this
misclassification. Moreover, the presence of intricate
details such as biological processes and chemical re-
actions may confound the model, especially when it
lacks explicit fine-tuning to handle such nuanced in-
formation.

On the other hand, instances where genuine SUP-
PORT claims are incorrectly classified as CONTRA-
DICT pose significant challenges within our dataset.
These misclassifications are often attributed to the se-
mantic complexity inherent in clinical trial data, char-
acterized by complex immunology terminology, de-
tailed descriptions, and intricate comparisons. Fur-
thermore, the model encounters difficulties in discern-
ing the alignment between specific time frames pro-
vided in the evidence and categorizing the claim as
contradictory, even when the evidence unequivocally
supports the claim.

Notably, the CONTRADICT class exhibits the
highest proportion of errors, with instances erro-
neously classified as SUPPORT in 4 examples and as
NO EVIDENCE in 2 examples out of a total of 27
CONTRADICT examples in the test set. In light of
these observations, we will delve into the most prob-
lematic cases within this class.
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Figure 2: Confusion matrix for DeBERTaSF model.

Misclassifying claims from CONTRADICT to
SUPPORT poses significant challenges, particularly
in practical applications. These instances often ex-
hibit surface-level similarities, marked by the pres-
ence of common keywords and phrases, without suf-
ficiently interpreting the underlying semantic rela-

tionships. Consequently, the model may overlook
clear contradictions in the evidence, relying instead
on generalizations stemming from the presence of re-
lated terms. Furthermore, this misclassification is
exacerbated by the semantic complexity inherent in
the content of the evidence, along with the intricate
analytical nuances embedded within scientific con-
cepts. Additionally, challenges arise in comprehend-
ing the context surrounding complex biological pro-
cesses, further complicating the accurate classifica-
tion of claims.

For example, considering the claim ”The genomic
aberrations found in matasteses are very similar to
those found in the primary tumor”, several reasons
contribute to the model misclassifying it as support-
ing the claim:

• The word ”metastases” is incorrectly written as
”matasteses” in the claim, but correctly spelled in
the evidence, which could confuse the model.

• The claim implies a straightforward similarity be-
tween the genomic makeups of metastases and
primary tumors. However, the evidence delves
into the complex evolutionary process and ge-
netic diversity of metastases, discussing timing,
routes of dissemination, and genetic signatures of
metastatic processes.

• The evidence describes metastases evolving in
parallel, while the claim suggests a linear evolu-
tion, a critical distinction the model fails to recog-
nize.

Misclassifying claims from CONTRADICT to
NO EVIDENCE may stem from inadequate repre-
sentation of nuanced contradictions in scientific con-
texts within the training data. The absence of suffi-
cient examples illustrating subtle contradictions may
limit the model’s ability to accurately discern and
classify such instances. Moreover, the presence of
semantic complexity, numerical data in experiments,
variations in experiment timelines, and implicit con-
tradictions further exacerbate the model’s challenges
in inference. Consequently, the model may struggle to
make accurate classifications in scenarios where these
factors interact, leading to instances of misclassifica-
tion within our dataset.

For instance, considering the claim ”The most
prevalent adverse events to Semaglutide are cardio-
vascular.”, several factors contribute to the misclassi-
fication:

• The evidence includes various numerical data
points, such as medication dosages (e.g., 2.5 mg,
5 mg), percentages of change in hemoglobin A1c
levels, body weight changes, and percentages of
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patients experiencing adverse events, which poses
a challenge for the model.

• The contradiction is not explicitly stated, as the
claim focuses specifically on cardiovascular ad-
verse events as the most prevalent for Semaglu-
tide. However, the evidence primarily discusses
Semaglutide’s efficacy in glycemic control, men-
tioning adverse events more broadly, with an em-
phasis on gastrointestinal events.

• The evidence contains extensive detail about the
clinical trial’s setup, participant demographics,
dosage specifics, efficacy outcomes, and over-
all adverse events, overwhelming the NLI model,
which needs to filter out irrelevant information to
focus on the claim.

7 CONCLUSION AND FUTURE
WORK

This paper outlines the development and evaluation
of a Verification Engine as part of an open-source
scientific question-answering system. By fine-tuning
models for the Natural Language Inference task on a
processed SciFact dataset, we aimed to provide refer-
enced, automatically vetted, and verifiable answers.

Our in-domain evaluation identified the DeBERTa
model, fine-tuned with 80% of the transformed Sci-
Fact dataset, as the optimal performer with an F1
score of 0.88. Testing this model on the HealthVer
dataset, we achieved an F1 score of 0.44 and accuracy
of 0.50, surpassing previous benchmarks and demon-
strating significant improvements. Further experi-
ments revealed that augmenting the training dataset to
90% led to an additional 4% increase in the F1 metric,
emphasizing the robustness of our approach. Com-
parisons with GPT-4 models in a zero-shot regime
showed our model’s superior performance with a 7%
absolute increase in F1 score to the best-performing
GPT-4 plain model, highlighting its effectiveness in
claim verification tasks.

Our model’s open-source nature offers signifi-
cant benefits for domains like pharmaceuticals and
biomedicine, where rigorous process control is es-
sential. Unlike closed models, our solution allows
for transparency and customization, ensuring adher-
ence to strict industry standards. Overall, our veri-
fication system enhances scientific productivity and
establishes a reliable framework for automated fact-
checking, crucial for maintaining the accuracy and in-
tegrity of scientific information.

Given, that the SciFact dataset contains challeng-
ing examples, we believe that the performance of the

model tested on this dataset may be also underesti-
mated compared to the real-world claims generated
by a large language model. Nevertheless, we aim to
further improve our methodology for claim verifica-
tion in the future. We are planning to conduct research
in the following directions:

• Generate a new dataset for claim verification -
while SciFact is a decent dataset for biomedical
claim verification using literature, we have no-
ticed challenges in the dataset. Some claims may
be short, and unclear without further context and
this context is missing from the labels. We aim to
collaborate with the industry and create a cleaner
dataset, that overcomes these challenges.

• We understand that there are limitations of NLI,
given even the most powerful neural architectures.
Therefore, we aim to create a more comprehen-
sive method, based on the combination of tex-
tual entailment task, text similarity, and chains of
thoughts in fine-tuned large language models.

Enhancement in the dataset and a more compre-
hensive methodology will even further push the state-
of-the-art in this domain and may contribute to the
establishment of trust in generative search engines.
Also, the area of claim verification is important as
it may contribute to the adaptation of generative AI
in the scientific domain, where the adaptation is cur-
rently limited due to the phenomenon of hallucina-
tions, which makes verification of generated texts
time-consuming and generated text unusable.
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Abstract: Connecting participants in heterogenous environments and allowing for seamless interaction is a challenging
task that requires profound knowledge of the system envolved and data exchanged. The knowledge on how
to integrate and use certain systems is usually given in the form of manuals, code documentation or needs to
be derived by the developer by understanding and interpreting source code or data sets. With this work, we
propose an approach to provide this knowledge about data via so called semantic support points, making use
of Semantic Web technologies and appropriate ontologies, in a resource efficient fashion by creating semantic
representations only when and where needed. Instead of just providing semantic meta data to describe actors
in the environment, we make it possible to embed actual data values from data sources like databases and
payloads exchanged between systems into a virtual semantic cloud, allowing for interactions purely on the
semantic data representations and propagating computation results back to the system layer automatically.

1 INTRODUCTION

Every day our world is becoming more and more
complex, systems are growing in size, data is pro-
duced in unprecedented amounts and exchanged in
increasingly smart environments, from smart homes
equipped with devices ready for the internet of things
(Khanna and Kaur, 2020; Nižetić et al., 2020; Lee
and Lee, 2015) to smart cities (Wang et al., 2020; Ja-
fari et al., 2023; Khan et al., 2020) to the vision of
national or even international data spaces. (Halevy
et al., 2006; Franklin et al., 2005; Curry, 2020; Sol-
maz et al., 2022; Zillner et al., 2021)

Maintaining these systems, consisting of often
very heterogenous devices, services and data sources,
some of them decades old from times long be-
fore concepts like interoperability or the Semantic
Web(Lassila et al., 2001) were are thing, poses an
enormous challenge, making it necessary to under-
stand data, transform data to be understood by the re-
cipient and making data discoverable and available in
general.
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b https://orcid.org/0000-0002-4066-7649
c https://orcid.org/0000-0003-3034-9345
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This is especially true for complex intelligent sys-
tems, which consist of a range of actors working to-
gether autonomously. For instance, in a smart home,
sensors and control units collaborate to maintain the
resident’s preferred room temperature and lighting.
Similarly, an entire shop floor with machines form-
ing an intricate production line operates in a coor-
dinated manner. However, every participant in even
the most complex system was designed by someone
with a certain intention about the task the participant
is expected to perform, under which conditions, with
certain prerequisites and expected outcomes. Usu-
ally this knowledge is ”encoded” in manuals, software
documentation, code comments or what we would
consider ”common knowledge”, for example the fact
that a thermometer is supposed to measure tempera-
ture.

We aim to bring this implict knowledge contained
by design within the actors themselves to the environ-
ment itself, allowing the participants to emanate this
”knowledge” when and where needed as requested
and to weave somewhat of a volatile, connected fab-
ric of semantics above the actual system layer, as sug-
gested by (Spieldenner, 2023), expressing and encod-
ing expert knowledge concerning the available sys-
tems, the intended interpretation of data values, ca-
pabilities of actors and the possible connection be-
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Figure 1: Our vision of semantic support points, spanning a layer of semantics abstracting from the world below.

tween participants with the help of ontologies (Breit-
man et al., 2007) and principles of the Semantic Web.
(Lassila et al., 2001)

With such a representation at hand, we would al-
low any system to benefit from concepts like semantic
communication (Lan et al., 2021; Qin et al., 2021), se-
mantic interoperability (Heiler, 1995) as well as rea-
soning and semantic queries.

In this paper we present a method to bridge the gap
between a world consisting of legacy data sources,
devices and services without any semantic informa-
tion attached and the aforementioned semantic data
fabric, using semantic support points: federated, light
weight, runtime configurable and non-intrusive micro
services tailored to each individual participant.

Each of these micro services have access to indi-
vidual distributed data transformation definition files,
creating a semantic representation of individual or ag-
gregated data values at runtime on request as well
as data selection and transformation on the seman-
tic level for transformation back to non-semantic data
representations like JSON.

Pairs of support points allow for bidirectional
communication between what we consider the system
layer, i.e. the collection of participants without any
semantic information attached, and arbitrary actors
on the semantic layer, interacting directly and only
with knowledge graphs provided by the semantic sup-
port points. The knowledge graphs will be derived
from non-semantic data emitted from non-semantic
interfaces or data sources, and enriched with hu-
man written expert knowledge by providing transform
rules between non-semantic data formats to RDF, and
selection and transform rules to extract data from
knowledge graphs and create precisely defined JSON
objects accordingly.

This approach enables concepts like semantic in-
teroperability, semantic queries and reasoning on
knowledge graphs in any environment, even if it was
intially designed without any attempt to provide se-
mantic capabilities.

As a proof of concept, we demonstrate the pro-
posed approach by applying it to a real life exam-
ple of an automotive production line, using semantic
support points to extract information from heteroge-
nous data sources, transforming it to semantic data

and feeding it to a multi agent system, using the se-
mantic nature of the mapped data values for deriving
optimized production plans by using a reasoning en-
gine. The results of the agent frameworks’ plan opti-
mization are then propagated back to a range of sys-
tems via non-semantic input tailored specifically to
each participant’s interface and data model.

The paper is structured as follows:
An overview over the relevant background and

related approaches aiming to realize a concept of a
semantic data integration is given in section 2. In
section 3, we introduce our own concept of seman-
tic support points, minimal service implementations
allowing to access transform rules based on seman-
tic concepts about systems and data sources to gen-
erate knowledge graphs including knowledge about
the system interfaces themselves as well as the data
exchanged. Section 4 demonstrates how to put the
concept into practical use by using semantic support
points to enhance a system representing an automo-
tive production line by adding a semantic multi agent
system, using the semantic representation of actors on
the system level and the data they provide to optimize
production plans with the help of semantic reasoning.
The results of the exemplary realization and their rele-
vance as proof of concept are summarized in 5 before
we finally conclude in section 6, discuss open ques-
tions and provide an outlook on possible future work.

2 RELATED WORK

The idea of creating a semantic abstraction layer on
top of an existing architecture involves a wide range
of research domains and technologies. We will make
use of semantic web concepts to describe data values
and system interfaces, take some inspiration from am-
bient intelligent systems and employ multi agent sys-
tems to interact autonomously with the environment.

In the following, we provide background informa-
tion to these topics and conclude with a brief overview
over existing semantic layer approaches.
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@prefix ex : <h t t p : / / www. example . o rg /> .
@prefix r d f s : <h t t p : / / www. w3 . org

/ 2 0 0 0 / 0 1 / r d f −schema#> .

<ex : p l a c e h o l d e r > a < r d f s : Resource >;
< r d f s : l a b e l > ” Example ” .

Figure 2: Example for a very simple RDF graph in turtle
syntax.

2.1 RDF, OWL and the Semantic Web

In order to include expert knowledge directly into
our semantic layer, we will make use of semantic
web (Lassila et al., 2001) technologies, namely RDF
graphs (Manola et al., 2004) as data format, mak-
ing use of OWL ontologies (Breitman et al., 2007;
McGuinness et al., 2004) to define the concepts and
relations relevant in a given environment, both well
established W3C standards.

RDF allows us to make statements about things
in the world in terms of triples, consisting of a sub-
ject, predicate and object. The place of the subject
position in such a triple is taken by a resource with a
unique resource identifier (URI). This resource does
not only represent an entity in the abstract, digital
world, but can directly relate to a physical thing in
the real world, providing an address where to access
information about this entity via the URI.

A RDF triple on its own does not necessarily ex-
press any knowledge yet and can be not much more
than arbitrary strings, providing no additional valu-
able information aside from existing links between
resources. Using appropriate ontologies by including
their respective namespaces and asserting resources
in our RDF graph to be members of classes defined
there, we can include these semantics, modelled by
domain experts, into our knowledge graph, and with
that to interfaces and data values of a participant in
our system. In order to define these ontologies, we
make use of the Web Ontology Language (OWL), al-
lowing us to define concepts like sub class relation-
ships, class unions, exclusions, properties and so on.

2.2 Applications of the Semantic Web
Idea

Thinking about systems consisting of actors with each
actor provided with the capability to express knowl-
edge about itself, making it in some sense intelligent,
brings the idea of Ambient intelligence to mind, as
Weber et al described it as ”the vision of a future
filled with smart and interacting everyday objects of-
fers a whole range of fascinating possibilities” (We-
ber et al., 2005; Chung et al., 2020), or Dunne et al.

put it in a recent survey concerning the current state
of ambient intelligence research: ”AmI can be syn-
onymous with terms such as smart homes, smart en-
vironments, and intelligent environments. It is an um-
brella term for a set of technologies that are embed-
ded into the physical surroundings — seamlessly — to
create an invisible user interface augmented with AI”
(Dunne et al., 2021).

Furthermore, encoding actual expert knowledge
within the ambient intelligent environment by putting
into effect principles of the semantic web is a widely
regarded as worthwhile approach (Santofimia et al.,
2011; Razzak et al., 2013; Ngankam et al., 2022;
Padilla-Cuevas et al., 2021).

This gives rise to the need for flexibly maintain-
able, quick to set up and extend, systems, allowing
for a seamless integration of both knowledge as such
as well as actors to work on that knowledge.

While the semantic, ontology side of view is ex-
amined in detail, providing rather a theoretical con-
cept of knowledge encoding, the practical application
of these concepts to existing systems is often lacking.

Concepts like the Semantic Web of Things (Ruta
et al., 2012) aim to bridge the gap between semanti-
cally annotated data on the one hand and a real system
world on the other hand by introducing the idea of in-
cluding knowledge about every participant via per de-
vice knowledge base generation, united in what Rute
et al. refer to as ”ubiquitous knowledge base”. The
most practical approach we are aware of to actually
putting the idea of the semantic web of things into ac-
tion was proposed by Antoniazzi et al. (Antoniazzi
and Viola, 2019)

Building on the W3C vision1 of the Web of Things
(Zeng et al., 2011), Charpenay investigated methods
to semantically describe web things (Charpenay et al.,
2016) and actual semantic data integration. (Charpe-
nay et al., 2018). Semantic data integration is realized
by an automatic transform step to JSON-LD, based on
the keys of the original JSON object and the ontology
to be used for annotation.

While this again shows the interest in and the need
for semantic annotation not only on a device interface
meta data level, but actual semantic data integration,
for our vision this approach is still too limited in two
regards: first, the focus on W3C WoT poses a restric-
tion when it comes to system representation as the as-
sumption that participants can be expressed in terms
of sensors, actions and so on does not necessarily hold
in every case. Furthermore, the key based JSON to
JSON-LD approach does not provide the level of free-
dom we would like to realize when it comes to includ-
ing actual human expert knowledge into the semantic

1https://www.w3.org/WoT/
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representation generated.
Vdovjak et al presented their vision of a seman-

tic layer in (Vdovjak and Houben, 2002), however in
our vision of enriching a system with semantic infor-
mation, we aim for giving the user, in our case sys-
tem maintainers and developers, more control over
expressing their intentions, making the construction
of the layer as such a more interactive process.

Lu and Ashgar suggested a semantic communi-
cation layer for cyber physical systems (Lu and As-
ghar, 2020), proposing an architecture consisting of
a ”physical layer” representing the actual physical
things, a ”cyber layer” sensing the environment of a
thing and planning future behavior, propagating mes-
sages through a semantic layer to enrich it wiht se-
mantic information and finally transmit it through a
communication layer to other cyber physical systems.
While this work emphasizes the importance of con-
sidering semantic data layers in future applications,
the approach focusses more on a centralized commu-
nication platform design and secure recommendation,
rather than providing an actual permanently present
knowledge based representation of a world possibly
consisting of more than just cyber physical systems.

Entirely abstracting from any specific data for-
mats, ontologies, middlewares or other implementa-
tions, Spieldenner described the idea of a semantic
medium, a virtual, semantic reflection of a collection
of systems, enhancing the options of multi agent sys-
tems to act within the system by exploiting the seman-
tic information available, and making actual changes
in the ”real world” by directly linking outcomes in
the semantic world to actual actions in the real world.
(Spieldenner, 2023)

However, to the best of our knowledge, until to-
day there still is a lack of actual implementations al-
lowing actors to interact on the semantic level, exploit
knowledge derivation and reasoning capabilities or al-
low for actual data exchange down to the system level
or dynamic embedding of actual data values into the
ubiquitous knowledge graph.

3 THE SEMANTIC SUPPORT
POINT CONCEPT

We want the semantic support points to enable seman-
tic integration and data exchange with the following
properties:

Distributed. Rather than one monolithic middleware
handling all data transform and transmission on
one platform, we aim to provide semantic support
points on top of the system layer, acting like a

source of semantic data to be discover- and queri-
able for participants acting on the semantic level.

Decoupled. Two separate semantic support points
should always be decoupled from each other, in
the sense that losing access to one support point
does not influence the sanity of the other. Each
support point should always be able to perform
on its own, containing all necessary data to add
its specific semantic information to the abstraction
layer.

Non-Invasive. Adding semantic information to an
existing system via an abstraction layer should be
seen as an optional data offer for actors aiming for
exploiting available semantic information, e.g. for
reasoning to generate new knowledge, achieving
interoperability by working on semantic interface
abstractions or to have access of semantic data
querying capabilities. To this end, semantic ac-
cess points should be realized in such a way that
they provide interfaces that existing systems are
able to use (e.g. HTTP endpoints, event streams,
message queues etc ...)

Non-Persisting. No state and no data should be
stored in a specific support point. All data trans-
formation and access should happen on demand,
while necessary data transform rules are provided
as necessary via transform rule injection routes
into each semantic support point.

Domain Independent. The semantic support point
implementation itself should be minimal and in-
dependent. All (semantic) information needed
to describe the abstracted interface or data point
should be provided via external sources. Domain
independence along with the non-invasive, non-
persisting and non-invasive properties ensure that
the concept of semantic support points can be ap-
plied to any environment, in any domain, to an
arbitrary extent, without the necessity of host-
ing or configuring a pre-implemented middleware
beyond providing appropriate semantic transform
rules to the semantic support points.

Any semantic support point implementation
should be kept as minimal as possible, providing only
the most basic, same features per support point. First
of all, connection components that allow for data flow
into the component as well as out of it. This dataflow
is routed through a transform processing step, with
transform rules provided via an external injection
point. Receiving transform rules from outside sources
ensures distributed and non-persisting properties of
the support point, as no data is stored within any sup-
port point at any time and can be routed as needed.
Further, it ensures the domain independence, as the
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Figure 3: High level overview of the semantic support point concept.

domain solely depends on the transformation route,
not on the support point implementation.

The connection point can implement any commu-
nication protocol necessary to connect the systems on
the system layer it provides semantic support for as
needed, be it HTTP, event driven systems, message
buses or whatever else might exist out there.

This is true for both transformation directions. In
case of a support point generating RDF from non-
RDF sources, the outgoing connection component
must provide interfaces for any actors that want to in-
teract with it on a semantic manner. The semantic
layer as such is non-persisting and provides data only
as needed.

See figure 3 for a schematic overview of the se-
mantic support point concept. Data is emitted in se-
mantic format, interpretable as knowledge graph, to
be provided to an actor intending to process seman-
tically annotated data. This data processing may in-
clude operations like reasoning, combining informa-
tion from several knowledge graphs, or linking con-
cepts from a knowledge graph emitted by a seman-
tic support point to a larger ontology (red knowledge
graph in the diagram).

In order to propagate results of computations on
the semantic level back to the system layer, again a

transform rule is used that may contain additional in-
formation on how to query the dataset provided as
result of the actor’s processes. The sub knowledge
graph resulting from this querying step is then routed
back through a support point and transformed to a
data object according to the transformation rules pro-
vided via the injection route.

Notice that transformation rules, as they are writ-
ten in RDF, can be understood as part of the virtual
semantic layer and as such can provide additional in-
formation for actors acting on the semantic level, e.g.
for service discovery and composition by exploiting
information about the handling of certain data values
contained in the transform file knowledge graph.

This concept of semantic support points fulfills the
intended properties listed above: it is distributed in
the sense that the minimal support point implemen-
tations can be hosted independent from each other
where needed and where possible, decoupled in the
sense that one support point crashing does not affect
the runtime of any other support point, or any avail-
able transformation rules, non-invasive in the sense
that existing interfaces do not need to be changed
but can connect to support points to send and receive
data as-is, non-persisting as no knowledge graphs that
are results of semantic transformation are stored, and
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as actors that interact with the semantic layer don’t
work on a persisted knowledge graph directly, but
via the connection components of semantic support
points and domain independent in the sense that do-
main is defined by the separately provided transfor-
mation rules, not by the support point implementa-
tions themselves.

4 USING SEMANTIC SUPPORT
POINTS: AN EXAMPLE

In order to demonstrate how to combine the capabili-
ties micro transformation service mapping data from
and to RDF to a full abstraction layer we give an ex-
ample making use of a semantic multi agent system.

Each agent maintains an individual view onto the
world in its own knowledge base. This has multiple
benefits compared to trying to render the knowledge
of the entire world continuously and storing it in one
central spot.

First of all it ensures encapsulation between mul-
tiple agents acting potentially simultaneously.

Second the we do not need to store a large amount
of data representing the entire world at once, which
would require not only a large data storage to do so,
but also long computation times to process the queries
to find relevant data. Instead, each agent can decide
when and which data it needs. Imagine it as asking
someone who has knowledge you need to explain it
to you, or as only looking at the pages of a documen-
tation that cover the points of interest for you.

4.1 Mapping Between Structured Data
an RDF

In the following we provide some inspiration on how
to realize the concept of a semantic support point in a
real world application.

For mapping non-semantic data into a RDF
knowledge graph, we entirely rely on freely available
3rd party libraries, while for the mapping back from a
semantic representation to a explicitly specified inter-
face, we propose our own solution.

4.1.1 From Non-Semantic Data Formats RDF

In order to generate RDF graphs from different data
formats, several approaches exist (Hildebrand et al.,
2019; Méndez et al., 2020; Sahoo et al., 2009), how-
ever due to its wide acceptance and the benefit of be-
ing able to manage mapping files in a non-central,
flexible distributed way, we aim for using RML (Di-
mou et al., 2014).

Mapping files written in RDF allow, in our opin-
ion, the best trade off between complexity and the
flexibility for system maintainers or service develop-
ers to freely express their intentions and their interpre-
tation of the role of their system in terms of the gen-
erated RDF graph. Moreover, the possibility to store
mapping files in a federated manner, making it easy
to add mappings for new concepts, updated existing
mappings to reflect changes in the environment and
remove knowledge that is not longer needed at run-
time support the idea of a seamless integration of new
concepts, weaving our linked data fabric quilt patch
by patch without having to interfere with the underly-
ing physical world.

In order to provide RML mapping functionality to
our system, we wrap CARML 2 into a micro service
offering either an HTTP endpoint for direct calls or
capabilities to connect to an event stream. Via what
we call an mapping file injection route mapping files
to be used for mapping the incoming data are received
from a configurable remote endpoint, the resulting
RDF graph can either be forwarded via HTTP to a
pre configured external endpoint or written to an event
based message bus.

4.1.2 From RDF to Explicitly Specified
Non-Semantic Data Formats

In order to access the semantic abstraction layer and
propagating knowledge from there back to specific
systems, we aim to use a similar approach as RML
provides, but in the opposite direction.

While JSON-LD (Sporny et al., 2020) as out of
the box available serialization format seems like an
obvious choice at first glance, it does not provide the
functionality we need. First of all, we are not inter-
ested in just generating a JSON representation from
an entire RDF graph, which would be the case if we
just take the JSON-LD representation of some given
RDF, but we want to be able to select the information
we are interested in. This requires at least enabling
SPARQL queries as a preprocessing step. Also, we
need more control over the structure of the generated
JSON object, the key labels, value types and possible
addition of literals not included in the RDF dataset.

Say we want to generate a simple JSON object like
given in 4 as an example with the goal to propagate a
measured room temperature to some fictional smart
thermostate in order to decide whether the heater
should switch off or continue heating. The measured
room temperature was published by the temperature
sensors to our semantic abstraction layer, however the
information that this value now should be forwarded

2https://github.com/carml/carml
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{
"id": "wekbnfi35r",
"targetDevice": "thermostate",
"temperature": 21

}

Figure 4: JSON example including a ”type” not derivable
from the RDF dataset.

to a thermostate is knowledge of the recipient sys-
tem’s developer, not something a third party would
have published as semantic data.

This step of adding additional information in the
process of making the semantically available data use-
ful for the actual physical systems is something that
can not be accomplished by just serializing existing
RDF data to JSON-LD.

JSON schema (Pezoa et al., 2016) is not a feasible
approach as it is cumbersome to describe larger ob-
jects and it lacks proper integration of semantic data.
(Pezoa et al., 2016). Working on and with the seman-
tic abstraction layer is supposed to happen in terms
of expressing interpretations and intentions, instead
of being a purely technical task. Therefore, mapping
rules are provided and applied on a semantic level,
analogously to RML mapping files.

While approaches on how to derive non-semantic
data objects from RDF knowledge graphs are inves-
tigated (Allocca and Gougousis, 2015; Grassi et al.,
2023), for our intentions they lack the possibility to
enforce restrictions on the structure of the generated
JSON or the exact definition of key names to use.

For this reason, we developed POSER3 (Spielden-
ner, 2022) to provide data mapping from RDF graphs
into a JSON object, following the structure given by
transformation rules formulated in terms of a minimal
JSON ontology. Briefly summarized, the intended
outcome is described in terms of a nested hierarchy of
resources representing JSON objects and datatypes,
along with a datatype header defining queries and
subgraph matches to extract them from a given knowl-
edge graph and put them in relation to the JSON struc-
ture defined in terms of the JSON ontology.

These transformation rules can be injected into a
semantic support point, analogously to RML mapping
file in the inverse direction.

RDF data is pushed by or read from an actor on the
semantic level side by the incoming connector com-
ponent, filtered or queried according to the datatype
header, written into a JSON object constructed ac-
cording to the rules in the transformation file and then
provided to systems on the system layer level via the
outgoing connection component.

3https://github.com/spidan/poser

4.2 Integration of a Semantic MAS

As an application example to serve as proof of con-
cept, we show an integration of a semantic multi agent
system into an automotive production system, aggre-
gating data from heterogenous data sources, exploit-
ing the semantic representation by performing rea-
soning operations and deriving optimized production
plans that are again provided to different elements on
the system level.

Examples for agent systems capable of working
on semantic data are the semantic web-based MAS
platform SEAGENT (Dikenelli et al., 2005)intro-
duced in 2005, the system of Sabbatini et al. (Sab-
batini et al., 2022), in which OWL and RDF knowl-
edge graphs are used to train machine learning sys-
tems to realize learning agents in the Semantic Web or
(Ciortea et al., 2018) in which a web-based MAS for
manufacturing is introduced, interacting with Linked-
Data and Web-of-Things environments to develop
new behaviors from the semantic environment. How-
ever, as these systems are often designed with specific
applications in mind tailored for specific applications
and require adaptation to work fully exploit the ben-
efits of semantic data sources, such as deduction of
new facts via reasoning or logic operations on the se-
mantic data set, we decided to use our own semantic
Multi Agent System AJAN (Antakli et al., 2023) .

For additional information on (MAS) and its ca-
pabilities, we’d like to refer you to previous works
where it has been used in various Semantic Web and
non-Semantic Web based environments. For exam-
ple, in an smart living environment in which agents
use the W3C Web of Things (WoT) architecture (see
(Alberternst et al., 2021)), to optimize the production
of a virtual factory floor using an AJAN-based MAS
(see (Spieldenner and Antakli, 2022)), to coordinate
language courses (see (Antakli et al., 2023)), or to
control simulated human-robot collaboration scenar-
ios (see (Antakli et al., 2019)).

4.3 Application Scenario

The EU-funded AIToC4 project developed an assis-
tance system (see Figure 5) for on-site workers and
production planners in the automotive sector. A key
component is the Operation Reasoner (see Figure 6),
an agent-based planner using the MAS-framework
AJAN5 6 to generate assembly plans for visualization

4EU-Project AIToC: aitoc.eu/
5AJAN on GitHub: github.com/aantakli/AJAN-service
6Operation Reasoner AJAN-model (ZIP-

File) including RML and POSER map-
ping descriptions: github.com/aantakli/AJAN-
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Figure 5: Assistance Pipeline.

Figure 6: Operation Reasoner.

and verification.
The Operation Reasoner is a Web Service combin-

ing general process rules and specific product annota-
tions to derive required assembly plans using the An-
swer Set Programming (ASP)(Vladimir, 2008) solver
clingo7. Therefore, the Operation Reasoner uses pre-
viously defined product descriptions as an input for
clingo and derives possible assembly plans from re-
sulting stable models. The product descriptions are
stored in the project data marketplace, the first point
of exchange for the various services of the differ-
ent project partners to exchange data with each other.
These descriptions including annotated 3D models of

packages/blob/main/packages/Operation Reasoner.ajan
7ASP Solver clingo: https://potassco.org/clingo/

assembly parts (originated from the Annotation ed-
itor) and process definitions and constraints (orig-
inated from the Knowledge editor), are defined in
JSON respectively AutomationML (XML), RDF and
ASP. For the use within the Operation Reasoner, prod-
uct descriptions are translated into RDF, the data for-
mat internally used by our MAS, using RML.

The fact that the required aggregated and ho-
mogenized planning problem is contained in the
agent’s knowledge enables the AJAN-based ASP-
reasoning(Antakli et al., 2021) of instructions in the
next step. In order to make the generated assem-
bly plans available to other components and services
within the project architecture, they must be trans-
lated back into JSON, generally used by services from
the project service market place, and stored in the data
marketplace. The Operation Reasoner uses the ap-
proach presented in 4.1.2 to translate the RDF-based
data into the target data format. Based on the resulting
possible plans, other services such as a motion syn-
htesis based Simulation can intuitively display such
assembly plans in a 3D simulated factory or via the
Instruction Viewer to a real worker on site for assis-
tance.

As an example of picking up data from the system
layer, the processing of the semantic layer and the for-
warding of the results to the system layer, we delve
a bit deeper in showing the first step in the planning
process of an Operation Reasoner agent: the reading
of heterogeneous product description information.

In Figure 7a, the BT to fulfill this task of collect-
ing data from the real world of an Operation Reasoner
agent in charge of, is presented. First, the agent re-
ceives an instruction (purple colored BT node) to gen-
erate optimal assembly plans, by pointing it to mul-
tiple data points from the system layer, which con-
sists the needed information to perform the reason-
ing and planning task. The querying of this infor-
mation is done by the pink colored BT nodes, where
the transform rule injection routes, as defined in 4.1,
are given via the node property fields: Data Mapping,
Endpoint Mapping and Response Mapping. This is
done in form of endpoints to read the respective map-
ping data from, as shown in Figure 7b. Via a SPARQL
Construct query, the information relevant for an API
call on system level, is collected from the agent’s
knowledge base, transformed to a proper JSON ob-
ject matching the recipients API and performed as an
HTTP POST request.

In order to ensure the correct data is provided to
the JSON API, during the transformation step we pro-
vide a definition of datatypes we are interested in (see
figure 8). An example of the JSON object to be gen-
erated is given in figure 9. For the sake of brevity, we
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(a) Behavior Tree executing collecting data for plan gener-
ation and data forwarding.

(b) Properties for the Behavior Tree given above.

Figure 7: Behavior tree and its execution properties.

did not include the full API transform definition used
by the transform engine. The response of this request
is again received by the agent and mapped back to
RDF via the RML service, allowing the actual assem-
bly planning task in the next step.

5 RESULTS

By realizing the concept of semantic support points,
we were able to efficiently abstract from data pro-
vided by heterogenous systems, providing a seman-
tic representation and relations inbetween data to be
consumed by and worked on a semantic multi agent
system. For example, worker instructions were gen-
erated by collecting data from different sources, like
properties of tools and parts from 3D models, pro-
cess descriptions in ASP and general properties of

: I n p u t D a t a T y p e C o n t e n t {
j s o n : E n t r y P o i n t a a r : Message ;

a r : a c t i o n a r : Ac t i o n ;
a r : p r o j e c t a r : P r o j e c t ;
a r : f i l e a r : F i l e ;
a r : e m a i l a r : EMail ;
a r : password a r : Password .

a r : A c t i o n a r : v a l u e i o t s : Number .
a r : P r o j e c t a r : v a l u e i o t s : Number .
a r : F i l e a r : v a l u e i o t s : Number .
a r : EMail a r : v a l u e i o t s : Number .
a r : Password a r : v a l u e i o t s : Number .

}

Figure 8: Data types to be used to determine the specific
values in a generated JSON object.

{
"action": "getFileAsJSON",
"project": 17,
"file": "context_information.lp",
"email": "X.X@example.com",
"password": "asfkalnknakfsnfjb55"

}

Figure 9: Example of JSON object to be generated.

the environment given in JSON, transformed to RDF,
aggregated, used in a planning and reasoning engine
and finally the results being returned to different sys-
tems like animation synthesis or plan generation UI in
JSON (see figure 10 for an UI example).

Notice how the interplay between RML and JSON
mappings, along with the concept and importance of
the on-demand semantic layer, becomes especially
apparent here. We cannot rely on the information
gathered in the first step being available in one spe-
cific data format. Instead, it is provided by a plethora
of heterogeneous sources: some in JSON or XML for-
mat, some consisting of ASP rules, and others directly
providing RDF data. This diversity makes a certain
level of interoperability necessary.

This is, in this case, achieved by exploiting the
semantic interoperability capabilities of the semantic
layer, making the data available in an aligned format
as soon as the agent requests it.

Further more, in order to perform the reasoning
tasks for plan generation, we are required to have data
available in RDF format, with the results being pro-
vided in RDF again. This constitutes processes on a
purely semantic level with no direct relation to inter-
faces in the physical world, making a concise, config-
urable and query enriched transform step from RDF
to JSON necessary.
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Figure 10: UI to model instructions for workers, pre-
configured by results of reasoning on agent level converted
back to JSON.

This demonstrates the idea behind and the power
of the semantic layer by moving beyond simple inter-
operable data exchange in an IoT environment, which
is already a complex task. By combining raw data
with expert knowledge about data interpretation (the
data transform step), we fully exploit the possibilities
of this approach. Additionally, we incorporate actual
intention.

6 CONCLUSION AND
DISCUSSION

We have introduced the concept of federated seman-
tic support points to abstract from interfaces in a het-
erogenous, non-semantic environment, allowing for a
unified view on the underlying system world. Min-
imal stateless semantic transformation services that
represent these support points are used to generate
a RDF graph from non-RDF data, using established
mapping technologies, and again propagating the re-
sults of actions performed on the data fabric back to
the system layer by querying and transforming data
according to semantic descriptions of both structure
and data types of the consuming interfaces.

The data fabric created by the semantic support
points is non-persistent, generated on demand by ac-
tors wishing to consuming the semantic data repre-
sentation on request. Data is encoded on the fly from
data emitted by the system layer and results are imme-
diately propagated back to the system layer to be con-
sumed by recipients. Transformation rules are stored
and managed seperately form actual semantic support
point implementations, making our approach highly

flexible and domain independent.
In contrast to semantic interoperability ap-

proaches common in the dataspace or semantic web
of things world, not only the participants and entire
data objects are semantically described in terms of
static meta data, but each data value itself can be em-
bedded into the semantic fabric at runtime.

As a proof of concept we demonstrated on-
demand data aggregation and using a multi agent sys-
tem capable of working on semantic linked data to de-
rive instruction suggestions for workers in an automo-
tive factory. Based on data like product descriptions,
3D models, pre-defined processes and constraints we
generated a unified semantic view enriched with ex-
pert knowledge to derive optimized production plans
that could not only be immediately consumed and vir-
tually be tested by a semantic multi agent system, but
also rendered to a human readable representation for
actual factory workers.

For this proof of concept, we decided to follow a
plug in like approach, extending the agent system it-
self with the capabilities to generate a semantic view
on the world and propagate changes made by the
agents back to the system layer. However, extracting
the actual support point functionality to fully cover
the concept presented in section 3 would only require
minor code changes and hosting of the support points
as separate services. In our case it was more efficient
to realize a plugin approach, as the MAS was the only
actor working on the semantic layer. We consider this
as another proof of flexibility of the approach when it
comes to actual implementation details.

We are highly interested in exploring the possibil-
ities provided by mapping files that are already writ-
ten in RDF and with that contain semantic informa-
tion and expert knowledge when it comes to service
discovery and composition. In addition with, possi-
bly distributed, service registries containing meta data
based information about available services, these se-
mantic instructions given in the mapping files, seem
like a promising way to generate another semantic
meta data layer on top of the actual linked data fab-
ric, allowing for knowledge based service discovery
and composition, strengthening the idea of an inten-
tion driven data exchange even more, moving towards
a system providing a certain level of pragmatic inter-
operability (Neiva et al., 2016)

Further work is necessary in terms of runtime be-
havior and resources needed for time or resource crit-
ical applications. To our anecdotal findings, the map-
ping instructions provided are the main impact on
resources needed in terms of triple stores while re-
sources needed to handle the semantic representations
generated at runtime are proportional to the size of the
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non-semantic data payloads emitted and consumed on
system level. As this dynamic data is discarded as
soon as a certain process ends, the data fabric itself
only creates negligible overhead.

However, for our use cases these considerations
were not relevant at this point and will be subject to
future work.
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Abstract: In the realm of construction project management, the value of "lessons learned (LL)" cannot be overstated. 
LL, as an important approach for effective project management and continuous improvement, is analysed in 
this study, with the aim to advance the impact of LL by determining the values of LL practices and examining 
the enablers that positively influence LL practices in the construction industry. A detailed literature review 
has revealed nine (9) values and seven (7) enablers of LL practices relevant to the construction industry’s 
context. Using a questionnaire survey involving 129 Malaysian construction professionals selected based on 
non-probability techniques, the significance of the values and enablers is prioritised based on mean scores. 
Findings reveal that LL practices help to avoid making similar past mistakes, optimize project performance 
and engender collaborative learning in the project team. Individual-related enablers are perceived to be more 
influential than organisational-related enablers in implementing LL in construction projects. Collective and 
conscious efforts in fostering a learning culture are crucial to encourage the construction industry to embrace 
LL practices and help individuals and organisations thrive. 

1 INTRODUCTION 

The construction industry acts as a catalyst for 
economic growth in a developing country such as 
Malaysia - increasing the country's income, work 
opportunities, and infrastructure. However, the 
industry is under ever-increasing pressure to deliver 
projects faster, with better quality and with lower 
costs. Good management practices are crucial in 
achieving these demands. As Disterer (2002, p. 519) 
advocates, “success of projects depends heavily on 
the right combination of knowledge and experience”. 
Correspondingly, Meredith et al. (2017, p.302) 
accentuate, “past knowledge...should be built into 
estimates of future project performance”. In 
advocating knowledge representation for efficient re-
use of project memory, (Bekhti et al., 2011) 
underscore the need for designers to learn from past 
project experiences to deal with new design 
problems. Construction companies are project-based 
organisations since much of their knowledge is 
generated on-site, from projects they carry out. As 
such, the development of knowledge and expertise 

 
a  https://orcid.org/0000-0003-4332-0031 

from project learning practices is critical in 
construction.  

Knowledge is critical for construction companies 
to succeed and maximization of value through 
enhancing competencies, confidence, effectiveness, 
competitiveness, and sustainability. Knowledge 
management (KM) processes can prevent re-
invention of the wheel, facilitate innovation; and lead 
to increased agility, efficiency, flexibility, quality, 
learning, better decision making, better teamwork and 
supply chain integration, improved project 
performance, higher client satisfaction, and 
organisational growth (Eken et al., 2015; KPMG 
Consulting, 2000; Yap & Lock, 2017). A recent 
Malaysian study in the construction industry reveals 
the most important benefits of KM are to improve 
quality, enhance decision-making, raise quality, 
circumvent the repeat of past mistakes and enable 
knowledge exchange (Yap et al., 2022). Likewise in 
Portugal, the practitioners acknowledged the most 
significant aspects of KM in the management of 
construction projects are associated with the 
exchange of experiences between project team 
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members, the sharing of information among 
stakeholders and continuous improvements (Marinho 
& Couto, 2022).KM practices can positively enhance 
the effectiveness, efficiency and efficacy of project 
personnel. The construction industry is project-based 
but very much knowledge-intensive. Multi-
disciplinary teams (i.e. architect, engineer, quantity 
surveyor and contractor) are involved and project 
delivery relies heavily on previous 
experience/heuristics. Thus, lessons learned (LL) in 
construction projects should be captured and reused 
in future projects.  

Effective management of LL is vital for the 
generation of project knowledge and supports 
continuous learning in project-based industries such 
as construction. In this vein, decision-making 
processes are further enhanced by gaining insights 
from the “know-what”, “know-how” and “know-
why”. The value-addedness of learning is directly 
linked to project performance. This being the case, it 
is necessary to determine how LL can add value to 
construction project delivery and examine the 
enablers that positively influence LL practices in the 
construction industry. The research questions in the 
present study are: 

Q1: Why do we need to capture LL in construction 
projects? 

Q2: What are the enablers that positively influence 
LL practices in construction? 

2 LESSONS LEARNED (LL) 
PRACTICES AND THE 
CONSTRUCTION INDUSTRY 

LL is a critical variable for success (Kerzner, 2017) - 
providing a platform for reflection, growth, and 
development by extracting knowledge from past 
experiences. The four dimensions of LL are: When? 
What about? How know? and What is included? In 
the construction industry’s context, LL is the 
intellectual asset used to create value based on 
previous projects and contribute to the organisation’s 
learning agenda (Carrillo et al., 2013). Likewise, the 
Project Management Institute’s PMBOK Guide 
(Project Management Institute, 2017) underscores the 
need for using existing knowledge and creating new 
knowledge to achieve the project’s objectives and 
contribute to organisational learning. Considering 
this, the positive and negative aspects of projects are 
needed to learn from past experiences, particularly in 
avoiding the repetition of costly mistakes that can 
jeopardise project performance and damage a 

company’s reputation as well as increasing the 
likelihood of attaining success that proved to be 
effective and profitable. Thus, LL is very beneficial 
for similar future work and improves the company’s 
competitiveness, such as improved decision-making, 
problem-solving and innovation. LL is particularly 
vital for improving future performance (Love et al., 
2016) and for organisations to realise a competitive 
edge if used properly (Hlupic et al., 2002).  

Extensive knowledge is generated throughout the 
construction project delivery from start to finish. 
Most professionals acquire knowledge mostly 
through meetings with more experienced personnel as 
well as lessons learned from completed projects 
(Marinho & Couto, 2022). Knowledge gained from 
past projects can be leveraged to improve the 
capability and productivity of construction 
companies (Dave & Koskela, 2009). For example, 
knowledge reuse can significantly contribute to better 
expert judgment and improved time-cost 
performance (Yap & Skitmore, 2020). In a Spanish 
study, Forcada et al. (2013)  observed the top KM 
benefits being: employee experience exchange, group 
work improvement and efficiency improvement. 
They further explained that effective management of 
project knowledge is vital in enhancing continuous 
improvements from LL. For example, the project 
team can better excel in project management via 
sharing LL and advanced practices, which can be 
transferred within and between projects (Terzieva, 
2014). However, knowledge dissemination remains a 
challenge and the value of LL has yet to be fully 
capitalised (Debs & Hubbard, 2023). 

To develop the competency of project personnel, 
Yap & Shavarebi (2022) proposed sharing past 
project experiences which lead to the expansion of 
cognitive ability, expert judgement and better-
informed decision-making; ultimately resulting in 
better project results. Tacit knowledge is developed 
from experience and is hard to formalise but it is 
considered to be more important than explicit 
knowledge (Forcada et al., 2013; Teerajetgul & 
Chareonngam, 2008). Tacit knowledge can be 
captured by talking to experts and reflecting on the 
LL from others. For example, using storytelling 
learning to communicate LL (Duffield & Whitty, 
2016). However, some construction companies fail to 
recognise the value of LL and perceive LL to be 
project-specific (Carrillo et al., 2013). Some 
construction professionals, on the other hand, do not 
want to share their problems or are not willing to learn 
from other people’s mistakes (Carrillo et al., 2013). 
Knowledge sharing behaviour among construction 
project members are influenced by two driving 
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Table 1: Summary of enablers of LL practices. 
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Individual                  

B1 Sharing culture   √ √   √ √ √    √    6 

B2 Honouring of commitment √   √     √        3 

B3 Peer recognition    √ √    √ √       4 

B4 Reciprocity and trust  √     √  √      √  4 

Organisational                  

B5 Perceived value      √   √  √      3 

B6 Financial/ social 
motivation √   √ √    √ √     √  6 

B7 Workplace culture √      √ √  √  √  √  √ 7 

B5 Perceived value      √   √  √      3 

 

modes, namely trust-driven and incentive-driven 
(Cheng & Yin, 2024). According to the Construction 
Industry Institute (CII) (2012), best practice is “a 
process or method that, when executed effectively, 
leads to enhanced project performance”. In the 
construction project management context, best 
practices or rather proven practices can be defined as 
something that works well on a repetitive basis that 
leads to a competitive advantage (Kerzner, 2017). 
Some of the learning in projects can evolve into best 
practices that can be standardized.  

Table 1 presents a list of the most frequently cited 
enablers of LL practices from previous literature. 
There enablers are divided into individual- and 
organisational-related. 

3 RESEARCH METHODOLOGY 

A positivist paradigm employing the deductive 
approach is adopted to objectively examine the 
practice of capturing LL in the construction industry. 
A quantitative research design with a cross-sectional 
field survey was employed, as it provides an efficient 
and economical means to gather feedback from a 
large number of professionals currently working in 

the construction industry for statistical analyses. The 
methodological flowchart for the study is presented in 
Figure 1. 

Literature review to identify relevant values of LL and 
the associated enablers

Questionnaire survey

Reliability analysis for internal consistency

Descriptive statistics to rank the variables surveyed

Most significant variables identified for discussion
 

Figure 1: Methodological flowchart for the study. 
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The Statistical Package for Social Sciences 
(SPSS) version 23 was used to analyse the data 
collected. The analyses were done to prioritise the 
value of LL and the associated enablers/inhibitors 
according to their descriptive statistics (mean scores 
and standard deviations).  

3.1 Questionnaire Design 

The questionnaire was designed based on the 
literature review and consultation with industry 
subject matter experts. The questions were drafted 
clearly and concisely to create easy-to-understand 
materials and limited to a 15-minute completion time 
to prevent survey fatigue. The questionnaire contains 
three parts. Part I deals with the respondents’ 
demographic information, in terms of their 
educational background, years of industry experience 
and the type of projects involved. Part II contains the 
question; Do you agree with the following value of 
lessons learned in construction projects? on a five-
point Likert scale ranging from 1 (strongly disagree) 
to 5 (strongly agree). Part III provided a list of 
enablers identified through the detailed literature 
review (Table 1). For each enabler, the respondents 
were requested to indicate their level of agreement on 
a similar five-point Likert scale as in Part II. 

3.2 Survey Respondents and 
Demographics 

The sampling frame consisted of professionals from 
the three key parties in construction, namely clients, 
consultants and contractors in Malaysia. Non-
probability techniques of purposive and convenience 
with snowball sampling are used to select respondents 
to yield reasonable responses. In this study, the unit 
of analysis is construction professionals, as they are 
the actors directly involved in project delivery. The 
reason for engaging a variety of professions (i.e. 
clients, consultants and contractors) was to ensure 
different perspectives pertaining to LL practices in 
construction are represented.  

The questionnaire pilot involved 30 targeted 
construction professionals to ensure clarity and 
unambiguity. Following a successful pilot test, the 
questionnaire remained unaltered for the main survey 
whereby another 170 questionnaires were 
electronically distributed. Overall, 129 valid 
responses were collected after follow-up reminders, 
attaining a response rate of 64.50%. The sample size 
(> 100) is adequate for meaningful statistical analyses 
(Roscoe, 1975; Yap & Skitmore, 2018). Additionally, 
the Yamane sampling approach led to the 

determination of 100 samples at a 90% confidence 
level for a population size over 100,000 (Israel, 1992; 
Yap et al., 2022). 

Table 3 indicates the demographic profile of the 
respondents, with 90 questionnaires (70%) from 
respondents with at least a bachelor’s degree. Nearly 
50% had more than 10 years of working experience 
in construction. 57.4% of respondents are involved in 
building projects. These are considered sufficient to 
obtain sound judgment from qualified respondents for 
this perception-based study. 

Table 2: Demographic profile of respondents. 

Profile Description Frequency Percentage 
(%) 

Academic 
qualification 

Master’s 
degree 33 25.6 

Bachelor’s 
degree 57 44.2 

Diploma 37 28.7
Certificate 2 1.6

Working 
experience 

0 to 5 years 41 31.8
6 to 10 years 26 20.2
11 to 15 
years 23 17.8 

16 years and 
above 39 30.2 

Type of 
project 

Building 74 57.4
Infrastructure 55 42.6

4 RESULTS AND DISCUSSIONS 

4.1 Questionnaire Reliability 

Table 3 summarises the α values for the two 
categories of variables, viz. values and enablers of 
LL, which is greater than which is higher than the 
threshold of 0.70 needed to establish the internal 
reliability of the scale used (Yap, Lim, et al., 2021). 
This denotes that good overall reliability was 
obtained on the research instrument used. 

Table 3: Measurement of internal consistency. 

Category Number of 
items 

Cronbach’s 
alpha, α 

Values of LL 9 0.867 

Enablers of LL 7 0.759 

4.2 Mean Scores and Ranking LL 
Values 

Table 4 presents the mean scores and standard 
deviations (SDs) of each value surveyed. A close 
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examination of Table 5 reveals that all 8 values have 
mean scores higher than 4.0, which is regarded as 
very significant in the rating scale. This implied that 
the majority of the respondents either agreed or 
strongly agreed with the evaluated values. The five 
most significant values of capturing LL in 
construction projects are: 
 

1. A2: Avoiding the same mistakes from 
happening in upcoming projects (mean = 
4.519, SD = 0.574); 

1. A5: Better performance or procedure by 
adopting lessons learned from other projects 
(mean = 4.519, SD = 0.574); 

3. A9: Promote a collective environment to 
attain the project team’s shared goals 
through the sharing of personal experiences 
(mean = 4.519, SD = 0.651); 

4. A1: Ensuring good practices in previous 
projects that are successful are being re-used 
in upcoming projects (mean = 4512, SD = 
0.626); and 

5. A3: Developing new ideas or methods 
through lessons learned (mean = 4.496, SD 
= 0.697). 
 

The data indicates that there is a consistent 
emphasis on the value of integrating lessons learned 
from previous projects across several dimensions, 
with very similar mean scores suggesting a high level 
of agreement among respondents. The most valuable 
aspect of capturing LL for construction projects is to 
avoid the recurrence of similar mistakes. The 
interview participants from Yap & Skitmore’s (2020) 
study specifically emphasized that “past experiences 
will tell you what you can do and enrich one’s expert 
judgment” and “individual needs to learn from his/her 

mistakes and not repeat the same mistake twice”. 
Given that project mistakes are the major contributing 
factor to rework and time-cost overruns, capturing 
and sharing critical LL can help construction 
professionals avoid repeating the same mistakes and 
reinventing the wheel in future projects. The other 
highly perceived importance of LL is to enhance 
productivity, efficiency and smarter working. LL is 
needed to build absorptive capacity and drive towards 
performance improvement in the construction 
industry (Love et al., 2016).  

Third, LL practices are a collaborative technique 
to encourage project team members to share their 
personal experiences, which will then contribute to a 
collective environment in attaining shared goals. 
Sharing knowledge between team members is crucial 
to achieving organisational learning and collective 
competence (Yap, Shavarebi and Skitmore, 2021). It 
is worth noting that trust and collaboration are 
significant knowledge factors for construction 
projects (Teerajetgul & Charoenngam, 2006). The 
fourth value of LL is related to the reuse of some best 
practices from other successful projects. LL is handy 
project knowledge that can be reused and employed 
as best practices to increase the likelihood  
of repeating project delivery success (Yap & 
Shavarebi, 2022). The fifth value is making LL the 
base to foster innovation and developing new 
ideas/methods/solutions from long ‘trial and error’ 
ending with successes and failures in the construction 
projects. According to Kolb & Kolb (2009), people 
learn best in situations such as brainstorming sessions 
that call for the generation of ideas. The recent 
developments in information and communications 
technology (ICT) tools have further advanced the way 
people share knowledge and ideas – for improvement 
and innovation (Carrillo, 2005; Yap et al., 2022).  

Table 4: Ranking the values of LL. 

The values of capturing LL in the construction industry context Overall (N=129) 
Mean SD Rank 

A2: Avoiding the same mistakes from happening in upcoming projects. 4.519 0.574 1 
A5: Better performance or procedure by adopting lessons learned from other projects. 4.519 0.574 1
A9: Promote a collective environment to attain the project team’s shared goals through the 
sharing of personal experiences. 4.519 0.651 3 

A1: Ensuring good practices in previous projects that are successful are being re-used in 
upcoming projects. 4.512 0.626 4 

A3: Developing new ideas or methods through lessons learned. 4.496 0.697 5
A4: Transforming individual knowledge to organisational knowledge by sharing lessons learned. 4.481 0.663 6
A6: Facilitate project planning (forecasting ability) using lessons learned from previous projects. 4.450 0.637 7
A7: Improvise project monitoring and control processes using lessons learned from previous 
projects. 4.326 0.709 8 

A8: The quality and quantity of lessons learned in the construction industry are influenced by the 
size and difficulty of the project. 4.326 0.752 9 
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4.3 Mean Scores and Ranking LL 
Enablers 

Table 5 presents the enablers of LL in the 
construction industry according to their significance. 
All the enablers have a mean value above 4.00 and 
are therefore considered relevant and very significant. 
The topmost five enablers are:  
 

1. B3: Peer recognition (mean = 4.450, SD = 
0.661); 

2. B1: Sharing culture (mean = 4.434, SD = 
0.705); 

3. B2: Honouring of commitment (mean = 
4.411, SD = 0.645); 

4. B4: Reciprocity and trust (mean = 4.403, SD 
= 0.724); and 

5. B7: Workplace culture (mean = 4.364, SD = 
0.706); 

Four of the five enablers are related to individual 
aspects.  

Table 5: Ranking of enablers. 

Enablers Overall (N=129) 
Mean  SD Rank 

B3 4.450 0.661 1
B1 4.434 0.705 2
B2 4.411 0.645 3
B4 4.403 0.724 4
B7 4.364 0.706 5
B6 4.333 0.654 6
B5 4.248 0.729 7

4.3.1 Peer Recognition (Individual) 

A construction project team involve various experts 
from different skills, knowledge, experience and 
professional background. All the parties work as a 
team to complete a project, although there is a 
hierarchical structure. Every stakeholder is allowed to 
share their perception or knowledge while carrying 
out a knowledge-sharing (KS) session. People like the 
feeling of being recognised and thankful when they 
share their knowledge, and information and 
contribute to the project team, especially agreement 
from seniors (MacNeil, 2003). Some people just need 
a “thank you” to get affirmation from colleagues, 
which in turn, helps to improve the workplace culture 
(Javernick-Will, 2012). 

In addition, peer recognition from colleagues, 
employees or seniors encourages a person to be more 
self-confident and willing to share their knowledge 
with others (Rahman et al., 2018). It also encourages 
self-development as well as engenders innovative and 
new knowledge or ideas because they have self-

confidence and allows them to feel and look like an 
expert. (Carrillo et al., 2004) believe that peer 
recognition is more significant than financial 
incentives because it only provides tiny opportunities 
for success. According to Tan et al. (2012),  peer 
recognition also assists others in finding the solutions 
to problems, as a result of self-confidence in sharing 
knowledge with others. 

4.3.2 Sharing Culture (Individual) 

When individuals interact with each other in a team, 
it creates a learning environment and sharing culture 
in the organisation that brings benefits to the 
organisation (Longwe et al., 2015). People are 
actually learning by sharing tacit knowledge or their 
own experience with others and hence become 
explicit knowledge (Rego et al., 2009). Nonetheless, 
knowledge gained from LL is difficult to transform 
from tacit to explicit knowledge and be shared with 
others in a team. Communication is key to sharing 
knowledge. For example, breakfast or lunch 
gatherings are useful platforms for exchanging 
previous experiences (Fong, 2005). However, if an 
individual is capable of gathering, recreating, 
utilising and sharing knowledge, will bring 
advantages to an organisation (MacNeil, 2003). 
Moreover, knowledge sharing (KS) with competitors 
by an individual is a type of coopetition. Coopetition 
creates common interests between individuals and 
competitors. The knowledge gained from competitors 
allows individuals to benefit themselves and also 
benefits an organisation. In this circumstance, an 
organisation allows the development of new ideas, 
skills, information, knowledge and technology from 
others (Tsai, 2002).  

People who contribute and share the tacit 
knowledge that is stored in their brains and minds 
create a sharing and learning environment (Chugh et 
al., 2015; Yap et al., 2022). It encourages other 
members of the organisation to share their knowledge 
because everyone knows that “knowledge is power” 
(Theriou et al., 2011). A workplace culture that 
encourages knowledge sharing and learning allows 
individuals to improve, which in turn, improves 
productivity and increases the competitive advantage 
of an organisation (Javernick-Will, 2012). 

4.3.3 Honouring of Commitment 
(Individual) 

A construction project involves a lot of professionals 
from different backgrounds/departments such as 
architecture, engineering, cost consulting and project 
management. During the management and delivery of 
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construction projects, the project team members want 
to appear consistent with the project objectives and 
have made their intentions to share their knowledge 
explicit – they will want to live up to these intentions 
and honour their commitment (Leal et al., 2017). 
Once team members are involved in a problem or 
issue, they would like to remain involved in it to give 
advice, information, knowledge or solutions until the 
problem or issue is eventually solved (Javernick-Will, 
2012). This is because people like to show self-worth 
and be respected by others. Another way to explain is 
that people want to be compatible with others. After 
their purpose of sharing knowledge is made clear, the 
individuals want to stay up with these promises and 
respect their pledge or even to be a leader. In 
investigating knowledge exchange behaviours among 
virtual communities in China, Luo et al. 
(2021)observed that affective and normative 
commitment can significantly influence the 
knowledge contributors’ sharing intention. 

Leaders play an important role in an organisation, 
as a leader can inspire the team members to commit 
to the project (Kululanga & Mccaffer, 2001). An 
individual who wants to build a group should draft a 
sanction and attend a series of meetings on 
preparedness judgement or evaluation, to show that 
they are well-connected, leadership and management 
support. People ensure that they keep up to date and 
remain active in the society. All of the above is to 
ensure leaders of the teams or organisation merit their 
commitment and ensure they perform their own best. 
(MacNeil, 2003b). 

4.3.4 Reciprocity and Trust (Individual) 

The environment and relationships within a group of 
people are very important, as they also influence the 
success or failure of a project. To facilitate LL 
practices in the construction industry, people must 
learn to reciprocate (Dang et al., 2019). Some people 
are more willing to share knowledge with those 
people who helped and supported them before when 
those people faced some issues or problems. People 
will think that it is the way to pay back as they helped 
them before. It is a mutual benefit relationship 
(Javernick-Will, 2012). This can be understood by the 
adage that “people treat you like the way you treat 
them”. It is a two-way relationship. 

The norm of reciprocity also indirectly creates 
trust relationships among people. People are also 
more willing to share knowledge when trust exists. 
Trust is also a two-way relationship same as 
reciprocity, to tighten the relationship within a team 
(Rego et al., 2009). Thus, knowledge exchange is 

better and faster if people in the organisation trust 
each other. When trust exists, people provide and 
share useful knowledge willingly. Therefore, people 
are also likely to hear, consume and learn the 
knowledge shared by other people (Levin & Cross, 
2002). It reduces conflicts between the people in the 
organisation by the existence of reciprocity and trust.  

4.3.5 Workplace Culture (Organisational) 

In a successful KM system, organisational culture is 
the most crucial facilitating factor. An organisation 
should share their vision and mission with all the 
employees or team members (Yang et al., 2019). 
“Work as a team is better than one”, because 
teamwork increases collaboration and allows 
brainstorming to develop or create more ideas and 
thus improve productivity (Theriou et al., 2011). 
When every party have the same vision and the same 
target as the organisation, they are more likely to 
contribute and complete the project efficiently and 
effectively (Kululanga & Mccaffer, 2001). The 
culture of the workplace highly affects a person’s 
behaviour and attitude, therefore affecting the 
performance of an organisation (Rego et al., 2009b). 
A person who works in a positive workplace culture 
will be influenced by the environment of the 
organisation and participate in any activities actively. 
When working in a negative workplace culture, the 
person will have the same feelings and will not want 
to contribute to the organisation (Tan et al., 2012). 
For example, a student would perform better in a 
good class, because they are studying under positive 
influence, although the student does not have a good 
basic. 

Furthermore, practitioner shares their visions, 
committed leadership and reward creativity and 
innovation depending on the culture of the workplace 
(Dang et al., 2019). Therefore, a workplace culture 
influences the success of LL practices and also affects 
the success of an organisation (Duffield & Whitty, 
2016). 

5 CONCLUDING REMARKS 

From a detailed literature review nine (9) values and 
seven (7) enablers of LL practices in the construction 
industry were identified. The opinions of construction 
professionals currently working in Malaysia were 
obtained through a cross-sectional self-administered 
questionnaire survey. The underlying aim of ranking 
the values and enablers is towards recognizing and 
embracing the importance of LL practices in the 
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complex construction environment to increase the 
chances of project success as well as cultivate a 
culture of learning and improvement that can benefit 
construction organisations in all aspects of their 
operations. Findings reveal that avoiding the same 
mistakes from happening in upcoming projects, better 
performance or procedure by adopting lessons 
learned from other projects and promoting a 
collective environment to attain the project team’s 
shared goals through the sharing of personal 
experiences are the leading values of performing LL. 
Construction organisations that prioritise LL 
practices not only can take advantage of lessons from 
previous successes and failures but also enhance 
project outcomes with improved ability to plan, 
schedule and estimate their future projects. The most 
influential enablers are peer recognition, sharing 
culture and honouring of commitment. Collective and 
conscious efforts in fostering a learning culture are 
crucial to encourage the construction industry to 
embrace LL practices – help individuals and 
organisations thrive.  

While the study makes several contributions to 
LL practices in construction project management, it 
is limited by the single data collection method using 
field survey possibly causing mono-method bias. 
Nevertheless, this is substantiated by triangulating the 
findings by cross-referencing the research literature 
for theoretical validation. Although the use of a self-
completion questionnaire form is widely used to 
gather quantitative data from a large and diverse 
sample for statistical analyses, it does not allow 
researchers to probe or clarify participants’ responses. 
An interpretative approach using in-depth interviews 
and/or case studies could be further employed to 
collect rich real-world project experiences from 
construction professionals, as well as to validate the 
statistical results.  The rating of the values and 
enablers of LL practices on a five-point Likert scale 
may not be completely reliable as different 
respondents may perceive the scale differently when 
they attach their interpretation of the different scale 
points. It is worth noting that the Likert scale is 
commonly used to measure people’s opinions, 
perceptions and attitudes in behavioural sciences and 
construction project management studies. Further 
studies would benefit by investigating some of the 
formal and informal best practices for capturing LL at 
various phases of construction project delivery, 
particularly on how emerging digital technologies 
have revolutionized KM practices in the construction 
context. 
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Abstract: Knowledge management (KM) has been instrumental for organizations to improve their efficiency. The 
objective of this research is to determine the contribution of knowledge management (KM) to manufacturing 
industry efficiency, using machine learning models to predict the relevant KM factors that should be taken 
into account to improve efficiency. Given the quantitative nature of the research, in the first phase, data on 
variables associated with KM factors and efficiency were collected and processed. In the second phase, four 
supervised machine learning models were developed to predict which manufacturing companies are efficient 
in their production process based on a set of KM factors. The study was based on information from 142 
manufacturing companies in the province of Pichincha, Ecuador. The results show that the relevant KM 
factors that contribute to business efficiency are policies and strategies, organizational structure, technology, 
incentive systems and organizational culture. This pioneering study in Ecuador allows predicting the relevant 
KM factors that impact the efficiency of manufacturing firms. This article contributes to the field of 
knowledge management and provides information on the KM factors that manufacturing firms should focus 
on to achieve greater efficiency. 

1 INTRODUCTION 

Enterprises are currently leveraging machine learning 
(ML) technology to optimize various areas of 
business management, such as analyzing purchase 
history, personalizing product recommendations, and 
predicting customer behaviors (Akerkar, 2019; 
Hemachandran & Rodriguez, 2024). However, the 
potential of ML is not limited to these applications; it 
can also play a crucial role in strategic decision 
making and improving operational efficiency. 

Many companies in different economic sectors 
have implemented artificial intelligence to increase 
efficiency, improve their operations, and predict 
future needs and behaviors in real time, allowing 
them to offer better experiences to their customers 
(Anshari et al., 2023; Pagani & Champion, 2024). 
These technologies help companies optimize 
resources and capabilities, contributing significantly 
to their strategic objectives. 

From a knowledge management (KM) 
perspective, many companies develop strategies such 
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as knowledge exploitation, acquisition, sharing and 
exploration to improve knowledge management 
companies (Bolisani & Bratianu, 2018). However, 
these strategies do not always translate into efficiency 
gains, probably due to the lack of data for informed 
decision making. 

The purpose of this research is to design and 
develop machine learning models that have an impact 
on predictive analysis, identifying which 
manufacturing companies are operationally efficient 
based on practices associated with KM. This research 
is pioneering in the Ecuadorian context, since there 
are no studies in which machine learning is used to 
predict business management results. 

Methodologically, it has a quantitative approach 
and a survey was used as a research technique, taking 
142 manufacturing companies in Pichincha, Ecuador, 
as a random sample. The survey collected data on 
factors related to KM and efficiency based on 
previous studies (Ibujés-Villacís & Franco-Crespo, 
2022). With these data, several supervised machine 
learning models were developed, including multiple 
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linear regression, where KM factors were considered 
as independent variables and efficiency factors as 
dependent variables. 

Knowledge management brings numerous 
benefits to companies such as the optimization of 
efforts and the improvement of operational 
efficiency. It allows identifying and leveraging best 
practices, as well as avoiding errors and rework     
(Pagani & Champion, 2024). This study, by training 
algorithms with data from medium-sized 
manufacturing companies, contributes to identify the 
factors of KM that are relevant to determine 
efficiency in the Ecuadorian manufacturing industry. 
Its results will enable companies to develop strategies 
to optimize resources and capabilities in achieving 
business objectives. 

The paper begins with an overview of knowledge 
management, organizational efficiency and machine 
learning. Then, four multiple linear regression models 
are presented to predict variables associated with 
business efficiency from KM-related variables. 
Through machine learning, algorithms are developed 
to identify significant KM variables that impact 
efficiency. Finally, results are discussed, conclusions, 
limitations and possible directions for future studies 
are presented. 

2 THEORETICAL ELEMENTS  

2.1 Knowledge Management 

Knowledge can be treated both as an object with 
attributes and properties, and as a process involving a 
set of cognitive activities performed by individuals or 
organizations with the objective of creating or adding 
value (Davenport & Prusak, 1998; Saulais & Ermine, 
2019). In the organizational context, this value 
manifests itself in various forms, such as the creation 
of new business models, increased profitability, 
improved organizational efficiency, innovations in 
products and processes, and increased customer 
satisfaction (Andreini & Bettinelli, 2017). 

Knowledge management (KM) in organizations is 
one of the most important collective capabilities, as it 
is the key to professional growth and profitability 
strength in the 21st century (Manning & Manning, 
2020). In addition, it is fundamental to improve 
efficiency and promote innovations in products and 
processes (Newell, 2015). 

According to North & Kumta (2018), KM is 
oriented in two main directions, as shown in Figure 1. 
The first, focused on the operational management of 
symbols until knowledge becomes a competitive 

advantage. The second, focused on strategic 
knowledge management, which consists of 
determining what type of knowledge, data or symbols 
the organization needs to realize its strategies. 

 
Figure 1: Knowledge management and competitiveness. 
Note: Image adapted from Knowledge Management. Value 
Creation Through Organizational Learning (p. 35), by 
Klaus North and Gita Kumta, 2018, Springer. 

Knowledge management is multidimensional. In 
the static dimension, the organization focuses on 
maintaining, replicating and exploiting available 
knowledge as an internal capability of the 
organization, leveraging internal human talent and 
existing technological infrastructure (Endres, 2018; 
Kaur, 2019). In the dynamic dimension, the 
organization performs activities to acquire, convert 
and apply externally generated knowledge. 

In recent years, due to the vast amount of data 
available and the development of computer science, 
KM has gained renewed importance in organizations. 
This resurgence has been driven by advances in 
machine learning and artificial intelligence (Bhupathi 
et al., 2023; Uden et al., 2014; Weber, 2023). 

2.2 Efficiency in the Industry 

Efficiency is a key indicator that reflects a company's 
ability to operate economically. The key indicators of 
efficiency focus on physical-technical performance 
and costs (Zanda, 2018). Efficiency assesses whether 
resources are being utilized to their maximum 
productive capacity, i.e., whether productive factors 
are being utilized at one hundred percent or whether 
there is idle capacity (Cachanosky, 2012). 

In the context of Ecuadorian industry, efficiency 
has also been studied as an indicator of innovation 
and its relationship with sustainable development 
objectives (Ibujés-Villacís & Franco-Crespo, 2019, 
2023a, 2023b). These studies highlight the 
importance of efficiency not only from an economic 
perspective, but also from a sustainability and 
innovation approach. 

Several corporate performance factors are 
specifically related to efficiency, and the application 
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of these factors depends on the context and careful 
management of each one (Albornoz, 2009). In this 
study, relevant factors were selected for medium-
sized manufacturing companies in Pichincha, based 
on previous studies conducted in these companies 
(Ibujés-Villacís & Franco-Crespo, 2022). 

This research focuses on the impact of knowledge 
management (KM) on the efficiency of 
manufacturing companies. For this purpose, a set of 
factors were considered associated with both 
knowledge management and efficiency. The 
objective is to determine how certain KM factors can 
predict efficiency in these companies. By 
understanding the relationship between KM and 
efficiency, organizations can develop more effective 
strategies to optimize their operations and improve 
their overall performance. 

2.3 Machine Learning 

Machine learning, predictive modeling and artificial 
intelligence are closely related terms (Shmueli et al., 
2023). This field of study endows computers with the 
ability to learn without the need to be explicitly 
programmed. In machine learning, a computer 
program learns from experience with respect to a set 
of tasks, progressively improving its performance as 
it accumulates experience (Akerkar, 2019). 

Machine learning generally begins with the 
simplified representation of reality using a model 
(Burger, 2018). Models are mathematical tools that 
describe systems and capture relationships in the data 
provided (Kuhn & Silge, 2022). Unlike dashboards, 
which provide a static picture of the data, models 
allow understanding and predicting future trends 
(Burger, 2018). 

There are several machine learning models, such 
as regression, clustering and neural networks, all 
based on algorithms. The three main types of models 
are: regression models, classification models and 
mixed models combining both approaches. 

To meet the objective of this research, a 
supervised learning algorithm will be used to model 
the relationships between KM input variables and 
efficiency output variables. Machine learning is 
currently a fundamental tool for decision making in 
business (Pagani & Champion, 2024; Weber, 2023). 
In particular, this research will employ a multiple 
linear regression model to determine the relationship 
between a set of corporate efficiency variables 
(dependent variables) and another set of knowledge 
management variables (independent variables). 

Machine learning requires training a model with a 
data set, which represents a percentage of the total 

available data. The training results are evaluated to 
determine if the errors decrease and if the model fits 
correctly. If errors persist, the model needs to be 
modified and refined (Burger, 2018). 

Training data are crucial for fitting machine 
learning models and, in many cases, are used to 
perform cross-validation during the training phase of 
the model. This validation consists of splitting the 
data into two subsets, one for training and one for 
testing, which allows further refinement of the model  
(Burger, 2018; Hastie et al., 2023). 

This research is based on supervised machine 
learning, since it is required to make predictions about 
the efficiency of companies based on a data set that 
relates two defined categories: KM and corporate 
efficiency. These data were obtained through surveys 
of manufacturing companies in Pichincha, Ecuador. 

2.4 Multiple Linear Regression 

Multiple linear regression (MLR) is a statistical 
technique used to model the relationship between a 
dependent variable and two or more independent 
variables. MLR seeks to find the best line (or 
hyperplane in higher dimensions) that fits the data 
optimally. This involves determining the coefficients 
that minimize the difference between the values 
predicted by the model and the actual values observed 
in the data set. 

Mathematically, the multiple linear regression 
model is expressed as equation 1: 𝑌 = 𝛽 + 𝛽ଵ𝑋ଵ + 𝛽ଶ𝑋ଶ + ⋯ + 𝛽𝑋 + 𝜀 (1)

Where 

Y is the dependent variable. 𝑋ଵ, 𝑋ଶ, … … , 𝑋: independent variables. 𝛽, 𝛽ଵ, 𝛽ଶ, … . , 𝛽:  coefficients representing the slope 
of each independent variable. 

ϵ: is the error term, which captures the variation not 
explained by the model. 

MLR is especially useful for understanding how 
multiple independent factors contribute to a particular 
outcome. In this study, MLR is used to analyze and 
predict the relationship between dependent variables 
related to company efficiency and set of independent 
variables related to knowledge management. 

In the scope of this research, which focuses on 
medium-sized manufacturing companies in 
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Pichincha, Ecuador, the dependent variables are 
related to corporate efficiency, as shown in Table 2. 
The independent variables, on the other hand, are 
related to knowledge management, as shown in Table 
1. The use of the MLR allows us to identify which 
factors of knowledge management have a significant 
impact on the efficiency of these companies. 

3 METHODOLOGY  

Figure 2 shows the complete process to achieve the 
research objective, starting with the determination of 
the sample and ending with the results obtained after 
the application of machine learning. 

Data collection Data exploration 
and preparation

Data modeling 
and analysis

Training, 
validation, 

evaluation and 
adjustment

Results and 
actions

Sample 
determination

 
Figure 2: Process for data analysis. 

3.1 Sample Determination 

The scope of the study is companies in the 
manufacturing sector in the province of Pichincha, 
where Quito, the capital of Ecuador, is located. This 
economic sector was chosen because of its significant 
contribution to the country's economy, contributing 
14.2% to Ecuador's total production (MIPRO, 2021). 

The study population includes medium-sized 
manufacturing companies that are active and have 
been operating for at least five years. These 
companies have between 50 and 199 employees, 
annual revenues between US$1 million and US$5 
million, and an asset value of less than US$4 million  
(SUPERCIAS, 2021). As of November 2020, 
medium-sized manufacturing companies in Pichincha 
that had submitted their economic and financial 
reports for 2019 totaled 338 (SUPERCIAS, 2020). 

To determine the sample size, proportional 
sampling was used for a finite population. The 
sampling was probabilistic and with equal 
probabilities. The selection of companies was done 
by simple random sampling, without replacement, to 
ensure the greatest representativeness of the sample 
(Latpate et al., 2021; Lohr, 2019). 

To obtain a representative (n) and adequate 
sample of the population, equation 2 (Lohr, 2019; Ott 
& Longnecker, 2016) was applied. 

𝑛 = 𝑍ଶ𝑁𝑝𝑞𝐸ଶ(𝑁 − 1) + 𝑍ଶ𝑝𝑞 (2)

The parameters used to calculate the sample were: 
N = 338 (study population), E = 10 % (sampling error 
percentage), Z = 1.96 (95 % confidence level), p = 0.5 
(probability of success) and q = 0.5 (probability of 
failure). With these parameters it was determined that 
n = 75 companies. The study was applied to 142 
companies, exceeding the required sample size, 
which reduced the sampling error to 6 % and 
maintained the confidence level at 95 %. 

3.2 Data Collection 

Data collection was carried out by means of a survey 
addressed to the top managers of the companies 
included in the study sample. A closed-ended 
questionnaire was used to evaluate 85 items 
distributed in two main sections. The KM is 
represented by 35 variables grouped into seven 
factors, while the efficiency of the companies is 
represented by four variables, as detailed in Tables 1 
and 2. 

This questionnaire was subjected to content 
validation by experts, considering four categories: 
coherence, relevance, clarity and sufficiency of the 
questions. To ensure these qualities, a pilot test was 
conducted with the participation of ten experts from 
academia and industry. Based on the validation and 
the comments received, the suggested improvements 
were incorporated and the final version of the 
questionnaire was prepared. 

To respond to the questionnaire, company 
managers were asked to rate each of the items using 
the psychometric instrument called Likert scale 
(Bertram, 2018). A 10-point scale was used, with 1 
representing very low agreement and 10 representing 
very high agreement with the argument presented in 
each item. 

The surveys were conducted using a Google form, 
applied electronically from June to September 2021. 
A total of 250 questionnaires were sent by e-mail to 
the companies that were the subject of the study. Each 
survey complied with ethical research standards: 
informed consent, voluntary participation, 
confidentiality and absence of physical or 
psychological risk to participants. 
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Table 1: Knowledge management factors and variables. 

Knowledge management variables Notation
Policies and strategies (PS) 

Policies for the acquisition and generation of 
organizational knowledge. PS1 

Policies for the storage, sharing and use of 
knowledge organizational. PS2 

Implementation of properly documented 
processes, procedures and routines PS3 

Establishment of alliances with public and 
private organizations. PS4 

Development of dynamic plans to overcome 
internal and external barriers. PS5 

Permanent focus on continuous improvement. PS6
Systematic combination of existing and new 
knowledge. PS7 

Organizational structure (OS) 
Internal organizational structures dedicated to 
research and development. OS1 

Regulations established for the access and use 
of knowledge.  OS2 

Agility in the processes to access 
organizational knowledge. OS3 

Facilities for the horizontal flow of knowledge 
within the organization.  OS4 

Facilities for the vertical flow of knowledge 
within the organization.  OS5 

Technology (TG) 
Use of technology for the methodical storage 
of knowledge. TG1 

Use of information systems for accessing, 
sharing and utilizing the organizational 
knowledge. 

TG2 

Application of ICT for access, exchange and 
use of knowledge.  TG3 

Utilization of corporate social networks for 
collaboration and knowledge of the 
environment.  

TG4 

Persons (PP) 
Years of employee experience. PP1
Employees' level of education. PP2
Age of employees. PP3
Foreign language proficiency of employees. PP4
Gender diversity among employees. PP5

Incentive systems (IS) 
Economic incentives for generating, sharing 
and using knowledge. IS1 

Training offered as an incentive for 
generating, sharing and using the knowledge. IS2 

Days off granted as an incentive for 
generating, sharing, and using the knowledge.  IS3 

Public recognition as an incentive for 
generating, sharing and utilizing the 
knowledge.  

IS4 

Organizational culture (OC) 
Importance of personal values. OC1
Positive attitude towards work. OC2

Respect for the company's principles and 
regulations. OC3 

Application of best practices. OC4
Staff empowerment for decision making. OC5
Creation of a collaborative and synergistic 
work environment. OC6 

Communication (CM) 
Formal communication in the work 
environment. CM1 

Informal communication in the work 
environment. CM2 

Effective communication with all hierarchical 
levels. CM3 

Fluent communication in physical and virtual 
spaces. CM4 

Note: ICT: Information and communication technologies. 

Table 2: Efficiency variables. 

Efficiency variables Notation 
Reduced production and marketing costs. CS1
Application of best practices. CS2
Reduced product delivery time. CS3
Increased benefit/cost ratio. CS4

3.3 Data Exploration and Preparation 

Exploratory data analysis is a crucial phase in the 
modeling process in machine learning, as it provides 
valuable information about the nature and quality of 
the data (Costa-Climent et al., 2023). This phase is 
essential because its results can influence the 
decisions made during the modeling process and 
improve the effectiveness and interpretation of the 
resulting models. In this research, the variables used 
in supervised learning correspond to KM factors and 
efficiency factors. In all cases, the variables are 
quantitative. 

The algorithm chosen to relate the KM variables 
(inputs) to the efficiency variables (output) was 
multiple linear regression. Since the responses to each 
question range from 1 to 10, no outliers were found. 
Therefore, no histograms, boxplots or scatter plots 
were performed to visualize the distribution of the 
data and detect possible outliers. 

The relationships between each of the variables 
that make up the seven KM factors were explored to 
detect multicollinearity of the independent variables. 
Multicollinearity occurs when two or more 
independent variables in a model are highly 
correlated with each other (Lantz, 2023). The 
presence of multicollinearity can cause several 
problems in regression analysis, including instability 
in coefficient estimation, increased coefficient 
variance, and unreliable coefficients. 
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The correlation between the independent 
variables made it possible to eliminate those with a 
correlation coefficient greater than 0.7. These ten 
variables were: PS1, PS6, OS3, TG1, TG2, OC2, 
OC3, OC4, OC6, CM4; thus leaving 25 variables 
corresponding to the KM for the analysis. 

3.4 Data Modeling and Analysis 

The approach chosen for the model in this research is 
supervised machine learning. Supervised models are 
those in which a machine learning model is trained 
and fit with labeled data, i.e., known quantities  
(Burger, 2018). 

To evaluate the impact of KM on manufacturing 
efficiency, a multiple linear regression model was 
chosen. This model was selected for several reasons. 
First, due to the nature of the data, since all variables 
are quantitative. Second, the amount of data available 
facilitates the application of the proposed model. The 
model is represented by equation 3. 𝑌 = 𝑓(𝑋) + 𝜀 = 𝛽 + 𝛽ଵ𝑋ଵ + 𝛽ଶ𝑋ଶ + ⋯ + 𝛽𝑋 + 𝜀 (3)

The impact of the KM factors on four variables 
related to efficiency was evaluated. For this reason, 
four multiple linear regression models were 
developed and are described in Table 3. 

Table 3: Multiple linear regression models. 

Model Y X 
1 Y1= CS1 

PS2, PS3, PS4, PS5, PS7 
OS1, OS2, OS4, OS5 

TG3, TG4 
PP1, PP2, PP3, PP4, PP5 

IS1, IS2, IS3, IS4 
OC1, OC5 

CM1, CM2, CM3 

2 Y2= CS2 
3 Y3= CS3 

4 Y4= CS4 

3.5 Training, Validation, Evaluation 
and Adjustment 

The database used contains 142 records and 31 
variables, of which 25 are associated with KM and 
four with efficiency. All variables are quantitative. To 
evaluate the performance of the predictive model, the 
data were divided into two subsets: training data (80 
%) and test data (20 %). 

Cross-validation is a technique used in machine 
learning and statistics to evaluate the performance of 
a predictive model. It consists of dividing the data set 
into multiple training and test subsets, training and 

evaluating the model on different combinations of 
these subsets (Boehmke & Greenwell, 2020). In this 
study, the K-fold technique with ten divisions (folds) 
was used. This subdivision allowed obtaining more 
stable estimates of the model performance, providing 
a more robust evaluation by averaging the results 
across the different data splits. 

A recipe was used to define a set of preprocessing 
steps that were applied to the data sets prior to 
modeling. This recipe served as a template for data 
preprocessing. Next, a workflow was created to 
model the MLR, integrating the MLR model and the 
preprocessing steps defined in the recipe, allowing to 
train and evaluate the model in an integrated and 
consistent way. 

Model validation was performed using the root 
mean squared error (RMSE) value, which measures 
the level of dispersion of the residual values and 
calculates the square root of the mean value of the 
squared difference between the actual and predicted 
value for all data points. The RMSE is calculated as 
the square root of the mean of the squared errors 
between the model predictions and the actual values 
in the test set (Kuhn & Silge, 2022). 

The RMSE formula is given in equation 4. 

𝑅𝑀𝑆𝐸 = ඨ∑ (𝑦ି𝑦పෝ)ଶୀଵ 𝑛  (4)

Where n is the number of observations in the test 
set, 𝑦𝑖 are the actual values of the dependent variable 
and �̂�𝜄 are the model predictions for the dependent 
variable. A model performs well the lower the RMSE 
value and the closer this value resembles the value 
obtained between the training and test data (Kuhn & 
Silge, 2022). Both modeling and data analysis were 
performed using the RStudio programming language. 

4 RESULTS  

4.1 Relationship Between KM and 
Reduction of Production and 
Marketing Costs 

The relationship between KM and cost reduction was 
evaluated using a multiple linear regression model 
CS1 = f (X)+ℇ. Table 4 shows that three KM variables 
belonging to the factors of organizational structure, 
incentive system and communication are significant 
and have a direct relationship with cost reduction. 
These results indicate that the model is viable. 
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Table 4: KM variables that impact cost reduction. 

KM variable Coefficient Pr(>|t|) 
OS4 0.281 0.022 
IS1 0.241 0.026 

CM2 0.261 0.008 
R2 = 0.575, F = 4.61, p-value model = 6.1e-08 

Notes: 
OS4: Facilities for the horizontal flow of knowledge within 
the organization, IS1: Economic incentives for generating, 
sharing and using knowledge, CM2: Informal 
communication in the work environment. Pr(>|t|): 
Significance statistic of variable X, R2: Coefficient of 
determination, F: Model relationship assessment statistic, p: 
Significance statistic of the results. 

 
The statistical results of the model indicate that it 

is significant and viable as a whole. The model is 
represented by the following function: CS1= 0.28 
OS4 + 0.24 IS1 + 0.26 CM2. 

The RMSE of the best model with the training 
data is 2.79, a value similar to that obtained with the 
test data, which is a positive sign that the model is 
robust and has good generalizability. Table 5 reviews 
the statistical assumptions of the model, while Figure 
3 shows these results graphically. 

Table 5: Statistical assumptions. 

Supposed Value 
obtained 

Evaluation 

Normality  
of waste p = 0.681 Ok. 

Heteroscedasticity p = 0.243 Ok. 
Autocorrelated 

residuals p = 0.001 Warning 

Multicollinearity All variables 
<5 

Low 
Correlation

Outliers None OK 
Note: Statistics obtained from RSudio. 

 
Figure 3: Graphs of statistical assumptions.  
Note: Image obtained from RSudio. 

4.2 Relationship Between KM and the 
application of best practices 

The relationship between KM and the application of 
best practices is evaluated using the multiple 
regression model CS2 = f (X)+ℇ. Table 6 shows that 
six knowledge management variables belonging to 
factors such as technology, incentive system, 
organizational culture and communication are 
significant, and have a direct relationship with the 
application of best practices. These results indicate 
that the model is viable. 
Table 6: KM variables impacting the application of best 
practices. 

KM variable Coefficient Pr(>|t|) 

Intercept -1.643 0.039 

TG3 0.284 0.017 

TG4 0.183 0.025 

IS1 0.214 0.011 

OC5 0.309 0.006 

CM2 0.244 0.001 

CM3 0.393 0.000 
R2 = 0.728, F = 9.3, p-value model = 1.75e-15 

Notes: 
TG3: Application of ICT for access, sharing and use of 
knowledge, TG4: Use of corporate social networks for 
collaboration and leveraging knowledge of the 
environment, IS1: Economic incentives for generating, 
sharing and using knowledge, OC5: Empowerment of staff 
for decision making, CM2: Informal communication in the 
work environment, CM3: Effective communication with all 
hierarchical levels, Pr(>|t|): Significance statistic of the 
variable X, R2: Coefficient of determination, F: Model 
relationship evaluation statistic, p: Significance statistic of 
the results. 

The statistical results of the model indicate that it 
is significant and viable as a whole. The model is 
represented by the function: CS2 = -1.64306 + 0.28 
TG3 + 0.18 TG4 + 0.21 IS1 + 0.31 OC5 + 0.24 CM2 
+ 0.39 CM3. 

The RMSE of the best model with the training 
data is 2.25, a value similar to that obtained with the 
test data. This coincidence is a positive sign that the 
model is robust and has good generalizability. Table 
7 shows the statistical assumptions of the model, 
while Figure 4 shows these results graphically. 
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Table 7: Statistical assumptions. 

Supposed Value obtained Evaluation
Normality 
of waste 

p = 0.433 Ok 

Heteroscedasticity p = 0.405 Ok
Autocorrelated 

residuals 
p = 0.002 Warning 

Multicollinearity All variables <5 Low 
Correlation

Outliers None OK
Note: Statistics obtained from RSudio. 

 
Figure 4: Graphs of statistical assumptions. 
Note: Image obtained from RSudio. 

4.3 Relationship Between KM and 
Reduction of Product Lead Time 

The relationship between KM and product lead time 
reduction is evaluated using the multiple regression 
model CS3 = f (X)+ℇ. Table 8 shows that four KM 
variables belonging to the factors: organizational 
structure, organizational culture and communication 
are significant and have a direct relationship with the 
reduction of product lead time. Additionally, one 
variable belonging to the policies and strategies 
category is shown to have a significant and indirect 
relationship. The results indicate that the model is 
viable. 

Table 8: KM variables impacting product lead time 
reduction. 

KM variable Coefficient Pr(>|t|) 
PS2 -0.378 0.003 
OS4 0.223 0.046 
OC1 0.234 0.049 
CM1 0.314 0.006 
CM2 0.309 0.000 

R2 = 0.677, F = 7.11, p-value model = 3.46e-12 

Notes: 
PS2: Policies for the storage, sharing and use of 
organizational knowledge, OS4: Facilities for the 
horizontal flow of knowledge within the organization, OC1: 
Importance of personal values, CM1: Formal 
communication in the work environment, CM2: Informal 
communication in the work environment, Pr(>|t|): 
Significance statistic of variable X, R2: Coefficient of 
determination, F: Model relationship evaluation statistic, p: 
Significance statistic of the results. 
 

The statistical results of the model indicate that it 
is significant and viable as a whole. The model is 
represented by the function: CS3 = -0.38 PS2 + 0.22 
OS4 + 0.23 OC1 + 0.31 CM1 + 0.31 CM2. 

The RMSE of the best model with the training 
data is 2.93, a value similar to that obtained with the 
test data. This coincidence is a positive sign that the 
model is robust and has good generalizability. Table 
9 reviews the statistical assumptions of the model, 
while Figure 5 shows these results graphically. 

Table 9: Statistical assumptions. 

Supposed Value obtained Evaluation
Normality  
of waste

p = 0.386 Ok 

Heteroscedasticity p = 0.134 Ok 
Autocorrelated 

residuals
p = 0.001 Warning 

Multicollinearity All variables <5 Low 
Correlation

Outliers None OK
Note: Statistics obtained from RSudio. 

 
Figure 5: Analysis of statistical assumptions.  
Note: Image obtained from RSudio. 

4.4 Relationship Between KM and 
Increase in Benefit/Cost Ratio 

The relationship between KM and the increase in the 
benefit/cost ratio is evaluated using the multiple 

Evaluation of the Contribution of Knowledge Management to Efficiency in the Manufacturing Industry Through Machine Learning

55



regression model CS4 = f (X)+ℇ. Table 10 shows that 
two KM variables belonging to the factors: persons 
and communication are significant and have a 
significant and direct relationship with the increase in 
the benefit/cost ratio. Additionally, it is shown that 
one variable belonging to the policies and strategies 
category has a significant and indirect relationship. 
These results indicate that the model is viable. 

Table 10: KM variables that have an impact on the increase 
in benefit/cost ratio. 

KM variable Coefficient Pr(>|t|) 

PS2 -0.305 0.038 

PP5 0.171 0.040 

CM2 0.229 0.009 
R2 = 0.548, F = 4.18, p-value model = 3.76e-12 

Notes: 
PS2: Policies for the storage, sharing and use of 
organizational knowledge, PP5: Development of dynamic 
plans to overcome internal and external barriers, CM2: 
Informal communication in the work environment, Pr(>|t|): 
Significance statistic of variable X, R2: Coefficient of 
determination, F: Model relationship evaluation statistic, p: 
Significance statistic of the results. 
 

The statistical results of the model indicate that it 
is significant and viable as a whole. The model is 
represented by the function: CS4 = -0.31 PS2 + 0.17 
PP5 + 0.23 CM2. The RMSE of the best model with 
the training data is 2.49, a value similar to that 
obtained with the test data. This coincidence is a 
positive sign that the model is robust and has good 
generalizability. Table 11 reviews the statistical 
assumptions of the model, while Figure 6 shows these 
results graphically. 

Table 11: Statistical assumptions. 

Supposed Value obtained Evaluation 

Normality of waste p = 0.001 Warning 

Heteroscedasticity p = 0.943 Ok 

Autocorrelated 
residuals p = 0.001 Warning 

Multicollinearity All variables <5 Low 
Correlation

Outliers None OK 

Note: Statistics obtained from RSudio. 

 
Figure 6: Analysis of statistical assumptions. 
Note: Image obtained from RSudio. 

5 DISCUSSION  

Through the machine learning developed in this 
research, it has been shown that the presence of 
certain KM variables in business organizations can 
predict efficiency in operational management. 
Multiple linear regression was used to describe the 
relationship between a target variable and a set of 
explanatory characteristics, and to use this 
relationship to predict the value of the target variable. 

Evaluating the relationship between KM and the 
reduction of production and marketing costs, the 
MLR model showed that facilities for the horizontal 
flow of knowledge within the organization, economic 
incentives for generating, sharing and using 
knowledge, and informal communication in the work 
environment have a positive and significant impact on 
cost reduction in manufacturing companies. 

Regarding the relationship between KM and the 
use of best practices, the results show that the 
application of ICT, the use of social networks, 
economic incentives to personnel, the empowerment 
of personnel in decision making, and effective and 
informal communication at all hierarchical levels 
have a positive impact on the use of good practices in 
the industrial sector. 

Evaluating the relationship of KM with product 
lead time reduction, it was shown that the level of 
employee education, facilities for horizontal 
knowledge flow within the organization, the 
importance of personal values, and formal and 
informal communication have an impact on the 
optimization of product lead time. 

Regarding the relationship between KM and the 
increase in the benefit/cost ratio, it was shown that the 
level of employee education, the development of 
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dynamic plans to overcome internal and external 
barriers, and informal communication in the work 
environment have a direct impact on this relationship 
in manufacturing companies. 

Table 12 shows that of the 35 KM variables 
distributed in seven factors, 11 variables have a 
significant impact on the efficiency of manufacturing 
companies. In addition, the number of times these 
variables appear in the models is shown. The KM 
factor that contributes most to efficiency is 
communication, followed by policies and strategies, 
organizational structure, technology, incentive 
systems, and organizational culture. The factor that 
does not yet contribute substantially to KM is 
persons. 

The results obtained with each of the models are 
consistent with the assertion that KM directly leads to 
a reduction in operating costs (Piening & Salge, 2015) 
and contributes to the development of innovations  
(OECD & Eurostat, 2018). In addition, KM provide 
more efficient and effective management of 
companies, allowing informed decisions to be made 
to meet customer needs by analyzing large data sets 
(Hemachandran & Rodriguez, 2024). 

Table 12: KM factors impacting efficiency. 

Factors Significant 
variables 

n 

Policies and strategies PS2 2
Organizational structure OS4 2

Technology TG3 1
TG4 1

Persons PP5 1
Incentive system IS1 2
Organizational 

culture 
OC1 1
OC5 1

Communication CM1 1
CM2 3
CM3 1

Notes: n: Number of times the variables are present in the 
models studied. 

5.1 Theoretical Implications 

Among the theoretical implications of this research, it 
was determined that there are key factors related to 
KM that impact the efficiency of companies. Of the 
35 initial variables, 11 were found to be the most 
influential on the efficiency of manufacturing 
companies. This shows that the efficiency of 
companies depends on a set of variables related to the 
broad concept of knowledge management.  

In the manufacturing industry it has been 
concluded that all factors associated with KM should 
be taken into account.  

However, there are factors such as 
communication, policies and strategies, 
organizational structure, technology, personnel 
incentives and organizational culture that are relevant 
in predicting the efficiency of companies. 

5.2 Practical Implications 

The main practical contribution of this research lies 
in the identification of the relevant factors of KM that 
impact the efficiency of manufacturing companies. 
This allows strategic decisions focused on cost 
optimization, the application of best practices, the 
reduction of product delivery time, and the 
benefit/cost ratio. 

By identifying these factors, companies can make 
informed decisions in real time to focus on efficient 
industrial processes by intervening in specific KM 
variables. Learning from existing data will enable 
companies to design solutions based on solid 
information, aimed at solving efficiency problems. 

In addition, these informed decisions will enable 
companies: 

• Design effective policies and strategies. 
• Invest in appropriate technology. 
• To optimally manage its human talent. 
• Create motivating incentive policies. 
• Establish beneficial strategic alliances. 
• Modify its organizational structure to 

improve efficiency. 
These substantial components of KM, discussed 

in this study, provide a practical framework for 
manufacturing companies to improve their 
operational efficiency and competitiveness in the 
marketplace. 

6 CONCLUSIONS  

The purpose of this study was to design and develop 
a series of machine learning models for predictive 
analysis of the identification of operationally efficient 
industries from the application of practices associated 
with knowledge management. Multiple linear 
regression models were used to demonstrate the 
impact of KM in predicting company efficiency. 
In each model the independent variables represented 
the KM, and the dependent variables represented the 
operating efficiency of the companies. After 
eliminating correlated variables, 25 variables 
associated with KM factors were used: policies and 
strategies, organizational structure, technology, 
persons, incentive system, organizational culture and 
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communication. The variables related to efficiency 
included cost reduction, application of best practices, 
reduction of delivery time, and increase in the 
benefit/cost ratio. 

Four models were developed and 11 KM variables 
were found to significantly impact the efficiency of 
manufacturing companies. The KM factors that 
contribute most to efficiency are policies and 
strategies, organizational structure, technology, 
incentive systems, and organizational culture. 
Consequently, it has been shown that the application 
of certain KM factors in organizations can predict 
their efficiency and improve organizational 
performance. These findings underscore the 
importance of KM as a strategic tool for improving 
operational efficiency in manufacturing companies, 
providing a practical framework for informed 
decision making and the implementation of effective 
business practices. 

6.1 Limitations and Future Studies  

One of the limitations of this study is that knowledge 
management is a relatively new topic for the 
management of Ecuadorian business organizations. 
To mitigate this limitation, the surveys included 
sufficient introductory information to facilitate 
respondents understanding and response to the 
questionnaire. 

The results of this research highlight the relevance 
of KM in various aspects of business management 
and provide a solid foundation for future research. It 
is recommended that further studies explore the 
impact of KM in areas such as the use of new 
technologies, innovation, resilience, and business 
sustainability, among others. These studies could 
delve deeper into how KM can contribute more 
comprehensively to improving the efficiency and 
performance of manufacturing firms in Ecuador. 
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Abstract: Today’s data-intensive environment poses significant challenges for enterprises in managing their vital 
information assets that often exceed manual capabilities. Despite a promising potential to assist, there’s 
mistrust and misunderstanding of the values AI presents to Enterprise Information Management. This paper 
investigates the current state of AI-led changes to EIM practices and proposes an approach to improve 
understanding of AI’s transformative role and impact on EIM. By charting AI use in EIM platforms across 
five areas - AI development, AI techniques, AI-integrated EIM capabilities, AI applications, and AI impacts 
– along with practice-based criteria for evaluating AI-integrated EIM solutions, this paper lays the foundation 
for explainable and transparent AI in EIM. 

1 INTRODUCTION 

In the current massive data environment enterprises 
face substantial challenges in managing their most 
vital information resources. The last decade has 
generated more data, documents and records than any 
previous decade of human activity, however most 
information resources remain predominantly 
unstructured and poorly controlled (Kolandaisamy et 
al., 2024), making them less reliable, retrievable, and 
accessible than ever before (Jaillant, 2022). The 
overwhelming volume of information is exceeding 
in-house expertise and the manual or semi-automated 
approaches that most enterprises usually take to 
implement architectures for information control. 
Consequently, it is not surprising to see increasing 
attention being paid to applying  Artificial 
Intelligence (AI) and Machine Learning (ML) based 
solutions in Enterprise Information Management 
(EIM) (Baviskar et al., 2021) including for, the 
classification of digital assets (Huddart, 2022), 
authoritative records control, taxonomy and metadata 
management (Duranti et al., 2022), and screening for 
sensitive and confidential information communicated 
via email (Schneider et al., 2019). 

                                                           
a  https://orcid.org/0009-0004-5148-564X  
b  https://orcid.org/0000-0003-2776-1742 

Despite the promising potential of AI-based 
approaches to enterprises’ IM needs, current evidence 
indicates that the inherent complexity and opacity of 
AI cause mistrust and misunderstanding among EIM 
practitioners about the transformational opportunities 
and value AI presents (Adadi & Berrada, 2018). 
While explainable AI (XAI) research initiatives aim 
to improve the transparency and understandability of 
complex AI solutions for end users, these approaches 
are primarily algorithm-centric and highly technical, 
often falling short in adequately addressing the needs 
of non-expert users (Barredo Arrieta et al., 2020). In 
contrast to the AI experts, programmers, and data 
analysts, who typically interact with AI at algorithm 
and model design levels (Bunn, 2020; Langer et al., 
2021), EIM practitioners do not need to understand 
AI algorithm functions and the reasons behind the 
generation of specific outcomes. Their first 
experience of AI is often through interface 
interactions. This might involve experimenting with 
publicly available tools like ChatGPT or investigating 
the use of AI product integration in other workplace 
tools. EIM professionals are more concerned with the 
practical applications and utility of AI across the 
information management lifecycle (Haresamudram et 
al., 2023). Solutions based on an explainable AI in the 
context of EIM are required to meet the practical 
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needs and interests of IM practitioners. To address 
this need, this study investigates the current state of 
AI use in EIM systems and the changes this is 
bringing to information management practice, this 
paper presents the findings from an environmental 
scan of AI integration into EIM platforms, focusing 
on how understandable new AI-based solutions are 
for practitioners and, on the characteristics required 
for explainable AI in EIM.  

The research findings present current issues and 
challenges in EIM as prioritised by 20 leading EIM 
platform providers between August 2022 and 
November 2023. Research outcomes include the 
categorisation of AI use by platforms into five areas 
required to support the explainability and 
understandability of AI for practitioners seeking to 
adopt new approaches. These include describing 1) 
how AI development is taking shape, 2) what 
underlying AI techniques are being used, 3) how AI 
integration maps to EIM capabilities, 4) what AI 
applications are available for use, and 5) how AI 
impacts on EIM practices. Moreover, to evaluate the 
extent to which information provided by the 20 AI-
integrated EIM platforms is clear and transparent for 
practitioners, an outcome of this research is a model 
for evaluating AI transparency in EIM based on six 
practical criteria: 1) Provision of AI development 
details 2) Provision of AI function details 3) 
Provision of AI impacts (benefits & risks) 4) 
Provision of real-world use cases 5) User experience 
design for AI-integrated interface 6) Human-AI 
interaction. 

The contribution of the research is twofold. 
Firstly, it adds to knowledge in EIM by uncovering 
the role and impact of AI in EIM practices, with five 
practice-based categories to improve the description 
and understanding of AI integration in EIM 
recommended. This offers a practical contribution for 
EIM practitioners seeking to leverage AI in their 
work, and is supported by a further six criteria for AI 
transparency, developed as an outcome of this 
research, that both vendors and practitioners can work 
towards achieving. Both contribute to the field of 
Explainable AI by addressing the needs of non-
experts seeking to work with AI and, through this, 
promoting human agency in explainable AI (XAI). 

The following sections of the paper discuss key 
topics in related research, followed by an elaboration 
of the research design and findings. The paper then 
concludes with a discussion of the current state of AI-
led changes in EIM practices and reflects on how AI-
integrated EIM practices can be facilitated. 

2 RELATED WORK 

2.1 EIM Issues and Challenges 

Enterprise Information Management is an 
overarching concept that encompasses a range of 
related information systems and information 
management work practices including Enterprise 
Content Management (ECM), Electronic Records 
Management (ERM), Document Management (DM), 
and Knowledge Management (KM) (AIIM, 2024). 
Notably, these terms are often used interchangeably 
in industry (Scifleet et al., 2023). EIM can be broadly 
defined as the integrated, enterprise-wide, strategic 
management of all types (physical, digital, differing 
sources and formats) of enterprise information assets 
over their entire lifecycle of business use 
(Jaakonmäki et al., 2018; Williams et al., 2014). The 
term information asset encompasses all data, 
information, documents, and records required for the 
everyday work practices of business (Scifleet et al. 
2023). Hausmann et al.’s research on enterprise 
information readiness further summarises EIM as a 
comprehensive initiative for managing information 
assets throughout the entire lifecycle to unlock value, 
with a focus on ensuring regulatory compliance. A 
key goal is to eliminate information silos across 
business departments and areas of work, ensuring the 
availability of well-structured information when 
needed (Hausmann et al., 2014). 

Notably, many of the EIM issues identified for 
business in an industry survey by Hausmann and 
Williams et al. in 2014 remain relevant (Hausmann et 
al., 2014; Williams et al., 2014), if not more 
pronounced following a survey conducted a decade 
later (Scifleet et al. 2023). Hausmann et al., (2014) 
identified the challenges for practitioners in 
managing an increased volume and variety of 
business information and prioritised compliance and 
assurance as central with new technologies and new 
types of data, such as social media impacting 
businesses.  Both the 2014 and 2023 survey results 
revealed that while enterprises self-rated highly in 
achieving conformance goals, they continued to 
struggle when working with information to achieve 
performance objectives requiring timely access to 
critical information, sharing information (both 
internally and externally), managing the information 
lifecycle, deriving value from, and delivering 
actionable business intelligence (Hausmann et al., 
2014; Scifleet et al., 2023; Williams et al., 2014). 
Additionally, the 2023 survey highlights the 
compounding and negative effect of an 
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overwhelming growth in employee-created data 
through an increasing number of applications. 

In this research, we have built from the many 
well-known challenges presented by Hausmann et al 
(2014) and others to revisit priorities current in 
practice today: with a focus on the role that platform 
providers can play by providing advanced, 
transparent, understandable and usable AI-based 
solutions for acquiring, organizing, storing, 
retrieving, and sharing information assets within an 
organization. EIM systems are beginning to integrate 
AI across areas of information management that are 
traditionally labour-intensive and hard to achieve, e.g. 
taxonomy development, classification, process 
automation, search and findability (Duranti et al., 
2022). Despite the promising features that AI can 
bring to the EIM space, we still lack a holistic 
understanding of how AI is positioned in EIM 
practice. Understanding the steps that are being 
undertaken to achieve AI integration and transform 
EIM practice is a critical area for research. 

2.2 AI and ML in the EIM Context 

Within the EIM field, we have found the term 
Artificial Intelligence (AI) serving as an overarching 
concept encapsulating many aspects of cognitive 
computing and advanced programming aimed at 
performing tasks that typically require human 
intelligence, though in most cases it is being used to 
describe narrow, task-specific uses of AI (Meske et 
al., 2022). As a subset of AI, Machine Learning (ML) 
specifically focuses on developing algorithms and 
models that enable computers to learn from data, 
allowing them to undertake information processing to 
deliver outputs and make predictions, or decisions, 
without the need for additional explicit human 
programming or human intervention (Barredo Arrieta 
et al., 2020). Martens and Provost (2014) have 
demonstrated how ML can be applied to document 
classification tasks by selecting a minimal set of 
words to successfully classify document features for 
management purposes. In a study by Ragano et al. 
(2022), semi-supervised ML models were used to 
evaluate audio quality in digital sound archives, 
demonstrating potential benefits for other 
multimedia, such as video calls and streaming 
services. Sambetbayeva et al. (2022) highlight the 
document management challenges in the context of 
the data deluge and propose the use of ML techniques 
to enhance document retrieval. The potential of AI 
tools for managing digital records has gained 
widespread recognition in records management with 
Duranti et al’ (2022) and others highlighting that the 

requirements for collecting and indexing digital 
records in a reproducible manner far exceed manual 
capabilities (Duranti et al., 2022; Schneider et al., 
2019). AI technologies, such as Recurrent Neural 
Networks (RNN) (Shabou et al., 2020), Handwritten 
Text Recognition (HTR) (Goudarouli et al., 2019), 
and Chatbots (Gupta & Kapoor, 2020) are all being 
proposed as means for reducing labour intensive 
work, increasing efficiency and effectiveness with 
examples of their role in facilitating record 
classifications, access to paper-based archival 
information, and establishing new knowledge 
available. What is at issue, is just how understandable 
and useful these technologies are for IM practitioners 
in everyday work, where they are tasked with 
explaining application, use, and value to the 
enterprise? 

2.3 Explainable AI (XAI) and AI 
Transparency 

The practical implementation of AI and ML in real-
world business settings is often met with scepticism 
by industry professionals (Modiba, 2023). 
Predominately this scepticism stems from 
perceptions of AI as an uninterpretable “black box”, 
with significant concerns about transparency, 
trustworthiness, and a need to improve understanding 
of how AI systems produce their outcomes (Adadi & 
Berrada, 2018). Consequently, there is a growing 
prioritisation for Explainable AI (XAI), with an 
overarching goal of improving the accessibility of 
intelligent systems (Meske et al., 2022). The concept 
of XAI demands a better explanation about how AI-
generated outcomes are achieved. This has resulted in 
substantial progress within the AI community, where 
XAI is seen as a sub-field of AI (Adadi & Berrada, 
2018; Barredo Arrieta et al., 2020) that aims to 
provide users with the ability to see inside the black-
box. This is typically facilitated through the lens of 
another algorithm that has the role of describing the 
logic and decision-making processes of the AI and 
generating a report that confirms its operations. 
However, in turning to computational solutions to 
read an algorithm and and report on the veracity of 
black-boxed behaviours so that the AI can be trusted, 
for example in a legal claim, we are at risk of using 
one opaque method to describe another with little 
gain for practitioners (Adadi & Berrada, 2018). The 
Human-Computer Interaction (HCI) community has 
approached this differently, by bringing a human-
centred perspective to XAI that emphasises the 
significant role of humans in the explanatory process, 
arguing the importance of being able to engage 
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different user-stakeholder groups and their needs in 
AI development and use (Meske et al., 2022). 

HCI research has focussed on understanding 
users’ perceptions of XAI methods, with research 
evaluating different HCI-XAI methods for their 
explanatory capabilities: having the right method in 
place to explain AI to a user can, in turn, contribute 
to better more understandable AI systems design 
(Wang & Yin, 2021; Wanner et al., 2022).  Even so, 
many approaches to XAI still remain technical and 
often struggle to be translated into practical 
implementations when it comes to assisting non-
expert users in making decisions about AI in work-
based contexts (De et al., 2020). The need to improve 
explainability for non-experts from a practice 
perspective remains (Brennen, 2020; Bunn, 2020).  

EIM practitioners’ engagement with AI will be 
through those tools in EIM platforms that they use to 
meet their daily information management needs. AI 
will be assessed on the practical benefits gained. 
Instead of delving into detailed micro-level 
explanations of AI models, there is a need to link the 
understandability of AI to EIM practices, with an 
emphasis on being able to identify and explain 
system-level applications in AI-integrated EIM 
transparently, in as open and clear way as possible for 
practitioners.  

AI transparency has been identified as a key 
requirement for AI technologies by the AI HLEG (the 
European Commission’s High-Level Expert Group 
on Artificial Intelligence), and the transparency of 
data processing in AI applications is mandated by the 
GDPR (General Data Protection Regulation) 
(Felzmann et al., 2019). Broadly referring to the 
principle of making AI systems understandable, 
explainable, and accountable, AI transparency 
concerns disclosing information about an AI system, 
typically to support judgments regarding fairness, 
trustworthiness, safety, efficacy, accountability, and 
compliance with regulatory and legislative 
frameworks (Andrada et al., 2023). The problem with 
AI’s “black box” is a clear lack of transparency; 
however, the concept of AI transparency itself is often 
opaque (Kiseleva et al., 2022). AI transparency 
research primarily targets algorithmic transparency, 
aiming to provide visibility into the underlying 
algorithms and neural networks to help rationalize the 
outcomes produced by complex programming 
(Andrada et al., 2023). However, algorithmic 
transparency alone does not address the needs of 
different AI stakeholder groups and thus fails to make 
AI systems more understandable to non-experts 
(Felzmann et al., 2019; Haresamudram et al., 2023). 
To clarify different types of AI transparency and what 

greater transparency might entail, Andrada et al. 
(2022) offer a taxonomy that includes two main types 
of AI transparency: reflective transparency and 
transparency-in-use. Reflective transparency 
encompasses information transparency, material 
transparency, and transformation transparency. 
Transparency-in-use focuses on ensuring the 
interface itself is intuitive, allowing users to 
understand and navigate systems to complete their 
tasks. Similarly, Haresamudram et al. (2023) have 
proposed three levels of transparency relevant to 
diverse stakeholder groups and contexts: 1) 
algorithmic transparency, 2) interaction transparency, 
and 3) social transparency, however the categories 
remain broad. Despite a better understanding of the 
different aspects of AI transparency for various 
stakeholder groups, research on how AI transparency 
translates into applied settings is limited 
(Haresamudram et al., 2023). This study addresses 
the gap by operationalizing AI transparency with the 
EIM context in mind, providing a set of six practical 
evaluation criteria for AI transparency. 

3 RESEARCH METHODOLOGY 
AND DESIGN 

3.1 Research Objectives 

The integration of AI into EIM platforms will 
transform information management practice not 
simply as a by-product of smarter off-the-shelf 
automation, but because EIM practitioners will adapt 
to the use of AI by altering the conventions and 
practical knowledge of everyday work in EIM, and by 
contributing to the design of AI solutions specific to 
EIM (De Certeau & Mayol, 1998) (Fensham et al., 
2020).  This research then, contributes to an improved 
understanding of the transformative role of AI and its 
impact by investigating the current state of AI-led 
changes to practice and presents the foundations for a 
practice-based descriptive framework for explainable 
and transparent AI in EIM. The approach taken is 
based on a sociotechnical and practice theory 
perspective (Orlikowski & Scott, 2016), holding the 
viewpoint that both people (the practitioners) and 
technologies (the platforms) have the agency to 
influence and shape each other, and addresses the 
following research objectives (RO) and questions 
(RQ):   

RO1 – To understand current EIM challenges 
faced by practitioners in the massive data 
environment.  

Charting the Transformation of Enterprise Information Management: AI Explainability and Transparency in EIM Practice

63



 RQ1(a) What current EIM issues are 
faced by practitioners? 

 RQ1(b) How are the issues in EIM 
practice being presented by platform 
vendors? 
 

RO2 – To describe how AI is being brought into 
EIM practice by EIM platforms. 

 RQ2(a) How is AI for EIM being 
developed and integrated into platforms? 

 RQ2(b) What are the impacts, benefits, 
and advantages that AI is having on the 
delivery of EIM services? 
 

RO3 – To devise a working definition of AI 
explainability and transparency for AI-integrated 
EIM practices and evaluate the understandability of 
AI-led changes in EIM platforms. 

 RQ3(a) What does AI explainability and 
transparency mean in applied EIM 
contexts? 

 RQ3(b) How transparent is the 
information provided by the platforms 
regarding AI applications? 

3.2 Research Design  

This study’s approach is qualitative and based on the 
environmental scanning (ES) of publicly available 
Web resources to establish awareness of products, 
services and strategies constituting the relatively new 
and emergent delivery of AI in EIM platforms. ES, 
which has its roots in business analysis, is a method 
applied by researchers to gather and analyse 
information concerning the domain of interest from 
publicly available resources to establish situational 
awareness of the environment and plan actions 
accordingly (Auster & Choo, 1994; Zhang et al., 
2011). While initially applied by businesses for 
strategic purposes there has been a shift in the use of 
ES in recent years to academic research, where the 
identification and analysis of current,  publicly 
available information resources is critical to research 
domain awareness (Lau et al., 2020; Yin et al., 2021).  
As the AI-based changes that are taking place in EIM 
are arriving from vendors integrating AI into their 
platforms as products for clients, scanning publicly 
available information from vendors’ websites 
provides this study with a method appropriate for 
establishing domain awareness and a starting point 
for understanding the changes that AI integration in 
EIM brings. 

Data collection for the environmental scan was 
undertaken in two stages between August 2022 and 

October 2023, following a series of steps outlined for 
qualitative media analysis (Altheide & Schneider, 
2013), depicted in Figure 1. 

 

Figure 1: Steps in Environmental Scanning. 

Stage one resulted in data collection from 28 
leading EIM platforms between August - September 
2022, with stage two following in August- October 
2023 concentrating on a subset of 20 EIM platforms 
that were identified from the first stage, because of 
their more focused discussion of AI integration. 
While not initially planned for, this allowed the 
research to map a significant industry change 
corresponding to the public release of ChatGPT and 
other OpenAI initiatives from November 2022 
(OpenAI, 2022), with a burst of discussion about AI 
and AI impacts taking place in EIM following 
ChatGPT hype. 

Steps 1 & 2 Scan Questions and Search Strategy 
Starting an environmental scan involves initiating 

a search strategy that is based on the research 
questions.  To locate relevant vendors, platforms and 
service providers, we applied a search strategy 
comprising broad terms, main terms and related 
terms, relevant to the focus. Undertaking a Google 
search with the broadest concepts first, including 
information management, information management 
services and information management service 
providers. The same approach was taken for closely 
related service areas of, content management, 
document management, records management and 
knowledge management. 

Following initial search results, information was 
collected from 140 pages, with the scan identifying 
more than 70 EM companies including 42 service 
providers and 28 platform providers. We consider 
EIM platform providers to be companies that design, 
develop, and provide integrated technology platform 
solutions (all software, database, network and cloud 
components) e.g., OpenText, Oracle NetSuite, 
Objective, Hyland, Microsoft M365, and EIM service 
providers as companies who focus on the provision of 
information management consultancy services, e.g. 
Access, Astral, TIMG, Cube Records Management, 
Document Logistix are examples. While EIM service 
providers also undertake software development to 
further customise major platforms for clients, they are 
not platform developers. For the purposes of this 
study, our starting point to examining changes in 
practice is the arrival of AI in EIM platforms.   
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We next focussed on applying inclusion and 
exclusion criteria to refine the list of EIM platform 
providers to a list of platforms with Web resources 
describing explicitly, the incorporation of AI into 
their offerings. As a result, a pool of 20 AI-integrated 
EIM vendor platforms was selected for further data 
collection and analysis 

Steps 3 & 4 Data Collection, Analysis and 
Reporting  

The unit of analysis for the study comprised three 
main components of information typically available 
at each of EIM platforms’ websites: 1) platform 
overviews, 2) AI feature descriptions, and 3) real-
world AI-based case studies. The presence of real-
world AI-based case studies showcased by the 
vendors serves as a significant indicator of AI 
transparency, by describing real EIM use cases for 
AI.  

A “three-level” data collection strategy was 
implemented for collecting data from the vendors. 
Navigating “three-levels deep” from the platform 
overview page ensured that data collection was 
independent from the platform’s website homepage 
and architecture and helped to locate the same type of 
information consistently. The “three-levels” are 
defined as: Level 1, providing an overview of the 
EIM platform; Level 2, offering a general insight into 
AI features; and Level 3, providing specific details 
about AI features. A data collection template was 
used to ensure the same details were collected for 
each platform including, platform provider name, 
platform name, collection date, URLs, platform 
overview, AI feature descriptions, and the presence of 
real-world AI-based case studies. The raw data 
collected for each vendor was initially saved to a 
Word document using the template and then imported 
into NVivo for further analysis. Excel has been used 
for supporting analysis and to assist in the visual 
presentation of the findings. 

Thematic content analysis was used to analyse the 
collected data, following an inductive, ground-up 
approach in NVivo while acknowledging that the 
starting questions and topics have framed the analysis 
(Williamson & Johanson, 2018). The coding process 
commenced without preconceived categories or 
themes about AI integration in EIM; instead, the AI-
specific categories presented emerged from the 
research findings during coding. This was supported 
by sense-making and fact-checking aligned with the 
current state of cognitive computing, AI, and ML. To 
ensure reliability, the research team regularly 
discussed and refined the coding, with inter-coder 
reliability checks conducted to reach consensus on 
themes, topics, and categories, leading to a rigorous 
process of topic reduction and confirmation. 

4 RESULTS 

4.1 EIM Issues and Challenges 

The thematic content analysis identified eight EIM 
issues for practitioners as described by the 20 EIM 
platforms: immature digitalisation, information 
security, privacy, and compliance (ISPC) risk, 
information silos, poor information findability, 
information overload, poor information sharing, poor 
information utilisation, and information quality 
concerns (Figure 2).  

 

Figure 2: EIM Issues as prioritised by EIM Platforms. 

Immature digitalisation (N=6, 30%) refers to 
lacking sufficient digitalising capabilities to leverage 
digital technologies for the automation of manual 
‘paper-driven’ processes. Although OCR techniques 
have been widely utilised for converting documents 
into digital forms, full automation remains a critical 
challenge for many enterprises in managing their 
information assets. 

Information security, privacy, and compliance 
(ISCP) risk (N=5, 25%) refers to the challenges faced 
by enterprises in meeting information security, 
privacy and regulatory compliance over their 
information assets. While flexible and improved 
collaboration enables better productivity, 
unauthorised access to information and lack of proper 
control continue to cause data breaches. Enterprises 
also raise concerns about identifying and protecting 
their customers’ sensitive and personally identifiable 
information (PII).  

Information silos (N=5, 25%) and poor 
information findability (N=5, 25%) are closely linked 
issues that significantly impact information sharing 
(N=3, 15%). Information silos occur when data is 
stored in multiple or geographically dispersed 
locations, with fragmentation resulting from 
information being spread across different systems, 
tools, siloed repositories, and disconnected end-line-
of-business applications. Siloed information leads to 
poor information findability, making it difficult for 
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employees to access information when needed. This 
impacts productivity and hinders both internal and 
external information sharing, resulting in lower 
productivity and higher information risks. 

Information overload is another critical issue 
identified (N=4, 20%), that arises from the 
overwhelming scale of information coming from 
different sources and channels, and is closely linked, 
in platform discussion, with poor information 
utilisation (N=3, 15%). This includes challenges in 
knowledge discovery and obtaining data-driven 
business insights. 

While not prioritised by EIM platforms (N=1, 
5%), information quality concerns must be seen as 
remaining critical. Enterprises raise concerns about 
the quality of their information and the 
trustworthiness of decisions made based on this 
(Scifleet, 2023). The accuracy and reliability of 
analytical insights always depend heavily on data 
quality, and the success of AI projects in enterprises 
will rely heavily on the quality of the datasets that AI 
models are trained with.  

4.2 AI Explainability in EIM Platforms  

Table 1 categorises this study’s findings across five 
key areas for explainability (XAI) that practitioners 
can consider when seeking to understand and evaluate 
AI use in EIM platforms: AI Development, AI 
Techniques, AI-integrated EIM Capabilities, AI 
Applications in EIM, and AI Impacts. These areas 
support the explainability and understandability of AI 
applications for EIM practitioners. 

Table 1: Five categories of AI use in EIM. 

Category Definition 
AI 

Development 
Refers to the way AI is developed 
inhouse or adopted by an EIM 
platform, to develop specific AI 
solutions and AI model training.

AI 
Techniques 

Refers to types of approaches (e.g. 
computer vision, generative AI, deep 
learning) employed in EIM platforms’ 
AI offerings. 

AI-integrated 
EIM 

Capabilities 

Refers to the EIM capabilities for 
managing enterprise information assets 
through AI integration, e.g. AI-
powered information capture. 

AI 
Applications 

in EIM 

Refers to the underlying AI 
applications that support EIM 
capabilities e.g. Automated data 
classification, Automated workflows.

AI Impacts Refers to benefits and advantages 
identified for integrating AI into EIM 
practices across the EIM lifecycle.

 

4.2.1 AI Development 

We consider two sub-categories important as part of 
AI Development: AI solutions and AI training and 
deployment. AI solutions refer to the integration of an 
AI capability directly into an EIM platform either as 
native AI solutions (developed in-house) or by 
including third-party AI solutions. Among the 20 
platforms analysed, 12 are explicit about how they are 
developing AI, while 8 are not. That 40% do not share 
this level of detail remains a significant explainability 
concern for practitioners. As shown in Figure 3, the 
majority of the 12 platforms take a Native-AI 
approach (N=9, 75%) to development. Others adopt a 
third-party AI solution (N=3, 25%), working with 
well-known AI service providers, including Clarifai, 
Microsoft Cognitive Services and OpenAI, to offer 
AI capabilities to their clients. 

 

Figure 3: AI Development – AI Solutions. 

Training and deployment encompass key aspects 
of AI model development and use, including data use 
with AI, human-AI interaction, pre-built AI models, 
customisation capability, model performance 
improvement, explainable features, and AI 
limitations (Figure 4).  

 

Figure 4: AI Development - AI Training and Deployment. 

Data use with AI (N=8, 40%) involves datasets 
for training AI models and data use by deployed AI 
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products. Understandability, about how AI works 
with data is crucial for addressing concerns regarding 
the security and sensitivity of proprietary datasets 
within enterprises. While some platforms clarify that 
datasets are used with enterprises’ consent for model 
training purposes, concerns remain about the security 
and sensitivity of data used in deployed AI products. 

Human-AI interaction (N=6, 30%) represents a 
key feature of AI development in the EIM platforms, 
where the interaction between humans and AI can 
take various forms. For example, humans can validate 
AI-produced results and provide corrections or 
feedback to help AI systems improve continuously.  

Pre-built AI models (N=5, 25%) include pre-built 
or out-of-the-box AI models that are shipped with the 
platform. Without the burden of undertaking any 
further development, practitioners can interact with 
these pre-built AI models at the application level. 
However, this does not lower the burden for 
explainability as some platforms offering pre-built AI 
models also provide AI customisation capabilities 
(N=5, 25%), allowing integrated AI applications, 
including AI models and generative AI prompts, to be 
customised to specific use cases and business needs. 
The options for customising AI models vary widely, 
ranging from allowing practitioners to build an AI 
model from scratch to simply tuning model 
parameters or selecting from various models or model 
versions to achieve optimised results. Model 
performance improvement (N=3, 15%) includes 
enabling continuous learning capabilities and 
incorporating human-in-the-loop verification and 
feedback based on proper business context. 

Explainable features and limitations (N=3, 15%) 
represent features available on EIM platforms that 
indicate the accuracy and reliability of AI-generated 
results. For example, platforms provide accuracy 
rankings for suggested filing locations, or use 
different colours to indicate certainty levels in 
indexing. Despite its importance for improving users’ 
trust in AI-generated outputs, only a few platforms 
offer this. Additionally, only one platform in our 
analysis acknowledges the limitations of AI 
applications, noting that AI performance relies 
heavily on the quality of the training data used. 

4.2.2 AI Techniques 

Seven significant sub-categories of AI techniques 
emerged from the content analysis: Advanced 
Character Recognition (ACR), Generative AI, AI-
integrated Robotic Process Automation (RPA), 
Computer Vision, Natural Language Processing 
(NLP), Deep Learning, and Generic AI and ML 
(Figure 5).  
 

 

Figure 5: AI Techniques. 

Among the seven main categories emerged from 
AI techniques, it is not surprising that Advanced 
Character Recognition (ACR) (N=12, 60%) appears 
to be the most employed AI technique in the solutions 
offered by EIM platforms. With a long history of 
using OCR for information capture in EIM, ACR is 
familiar to practitioners. ACR applies AI in various 
character recognition technologies including Optical 
Character Recognition (OCR), Intelligent Character 
Recognition (ICR), and Zonal OCR. These 
technologies identify and extract text from images, 
scanned documents, or other visual sources, 
converting it into editable, searchable text with high 
accuracy and efficiency.  

The second-ranked AI technique making its way 
in EIM is Generative AI (N=7, 35%), including large 
language models (LLMs) and generative AI-based 
chatbots. Since OpenAI released ChatGPT in 
November 2022, generative AI has significantly 
changed the way AI tools are thought about for work 
tasks and are now serving multiple purposes such as 
generating text, images, and audio and videos. The 
integration of generative AI chatbots in EIM 
platforms is transforming EIM practices, including 
search and retrieval, knowledge-based reporting and 
digital asset management. 

Other underlying AI techniques that are being 
brought to EIM include AI-integrated Robotic 
Process Automation (RPA), Computer Vision, 
Natural Language Processing (NLP), and Deep 
Learning. While disclosing information about these 
AI techniques across the platforms provides some 
transparency for practitioners, details can be dense in 
terms of applying specific AI techniques across the 
EIM Lifecycle to improve understandability. Adding 
to this problem, we found that some platforms are 
using generic AI and ML terms (N=3, 15%) without 
explanation, providing no useful information to help 
practitioners determine the use of these tools for 
specific IM needs. 
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4.2.3 AI-Integrated EIM Capabilities 

Six sub-categories of EIM capabilities that result 
from AI inclusions were identified from the analysis, 
we refer to these as AI powering of the capability: AI-
powered Business Process Automation (BPA), AI-
powered Information Capture, AI-powered 
Information Search and Retrieval, AI-powered 
Information Security, Privacy and Compliance 
(ISPC), AI-powered Business Intelligence, and AI-
powered eDiscovery (Figure 6). 

 

Figure 6: AI-integrated EIM Capabilities. 

AI-powered Business Process Automation (BPA) 
identified across almost all platforms (N=16, 80%), 
refers to using AI to automate and streamline business 
processes, e.g. automating repetitive tasks and 
workflows, and aligns well with the most common 
EIM issue of immature digitalization, particularly for 
automating manual processes. 

AI-powered Information Capture (N=16, 80%) 
refers to the application of AI to automate the 
collection, conversion, organisation and filing of data 
from source materials. For instance, ACR is often 
used in AI-powered information capture to process 
large volumes of scanned paper documents, making 
them readily available for downstream processing. 

AI-powered Information Search and Retrieval 
(N=15, 75%) involves the application of AI in 
information search and retrieval processes, including 
natural language and semantic search across textual, 
visual, and multimedia data (text, image, video, and 
audio files). The application of computer vision for 
image searching is increasing and generative AI-
based chatbots are providing new interfaces for 
employee search queries.  

AI-powered Information Security, Privacy, and 
Compliance (ISPC) (N=12, 60%) involves applying 
AI to information security, compliance and 
governance in EIM. This includes applying AI to 
information security tasks, e.g. detecting threats, and 
anomalies for data protection. Additionally, AI is 
utilized for identifying and ranking sensitive and 
confidential information, including Personally 

Identifiable Information (PII) and proprietary 
information. Importantly, AI is being applied in 
information governance and compliance by 
automating metadata management and retention and 
disposal schedules.  

AI-powered Business Intelligence (BI) (N=7, 
35%) refers to utilising AI for various data analysis 
and reporting tasks, including relationship analysis, 
sentiment and behavioural analysis. AI techniques 
like NLP are used to analyse large volumes of text, 
identifying relationships across documents and 
records that are not otherwise apparent.  

AI-powered eDiscovery (N=4, 20%) refers to the 
integration of AI technologies into the process of 
identifying, preserving, collecting, reviewing, and 
producing electronically stored information (ESI) for 
use in legal contexts, e.g. court proceedings, 
investigations, and other compliance matters. AI can 
be applied to automate and enhance tasks that would 
traditionally be time-consuming and labour-
intensive, such as identifying required documents 
based on keywords, concepts, or patterns that occur 
in a document or even predicting the relevance of 
documents to a particular court case.  

4.2.4 AI Applications in EIM 

Closely related to AI-integrated EIM capabilities, AI 
applications in EIM represent the underlying 
applications of specific AI techniques that support the 
high-level AI-integrated EIM capabilities. As shown 
in Figure 7, eight sub-categories emerged from the 
content analysis: Automated Workflows, Automated 
Data Classification, Automated Content Creation, 
Automated Information Recognition, AI Analytics, 
Help, Assistance and Recommendation Services, 
Automated Translation and Automated Security 
Monitoring. Notably, a single AI-integrated EIM 
capability can be supported by multiple AI 
applications. For instance, AI-powered information 
capture is supported by automated information 
recognition, automated data classification and 
automated workflows simultaneously, highlighting 
the complex nature of AI-integrated EIM practices. 

Automated workflows (N=18, 90%) are the most 
common AI applications, where AI is leveraged to 
automate various workflows, including document 
workflow and document control workflow. These 
applications help automate repetitive, manual tasks, 
allowing employees to focus on higher-priority 
activities. This aligns with the most common AI-
integrated EIM capability: AI-powered Business 
Process Automation (BPA). 

Automated data classification (N=16, 80%) 
utilizes AI to classify data based on its content, 
context, or other attributes. This includes tasks such 
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as metadata generation, auto-tagging, auto-indexing, 
and document classification. 

Automated content creation (N=15, 75%) uses AI 
to generate content, including converting paper-based 
documents into fully searchable digital documents, 
automatic form creation and completion, document 
summarization for reporting and knowledge creation, 
transcript generation from speech to text, and alt text 
generation for images. 

Automated Information Recognition (N=13, 
65%) uses AI to identify information or patterns, such 
as passport numbers, phone numbers, or driver's 
licenses from documents. This includes tasks like 
data extraction and data validation. 

AI Analytics (N=8, 40%) use AI to derive insights 
from data and processes, including content analytics 
(text analytics, image analytics, audio and video 
analytics), sentiment analytics (intention analysis and 
behaviour analysis), and process analytics. 

Help, Assistance, and Recommendation Services 
(N=7, 35%) use AI to provide users with various 
recommendations. This includes suggesting similar 
assets, recommending file storage options, providing 
visualization suggestions and offering transformation 
suggestions.   

Automated Translation (N=3, 15%) uses AI to 
translate text or speech from one language to another. 
This capability enhances global business reach and 
information sharing across different languages. 

Automated Security Monitoring (N=2, 10%) uses 
AI to identify and detect anomalies and threats in 
content, generating timely alerts to users to protect 
against data loss. This includes tasks such as anomaly 
and threat detection, security alert generation, and 
containing data leakage. 

 

Figure 7: AI Applications in EIM. 

4.2.5 AI Impacts 

Six key categories identifying how AI integration 
impacts EIM practices were found in the analysis: AI-
workplace benefits, AI-enterprise strategic, financial 
and reputational benefits, AI-user experience 
benefits, AI-information security, privacy and 

compliance (ISPC) benefits, AI-information quality 
improvements, AI-collaboration improvements, AI-
customer gains, AI-business sustainability and 
continuity (Figure 8). 

 

Figure 8: AI Impacts on EIM Practices. 

Among these, AI workplace benefits (N=20, 
100%) stand out prominently as advantages described 
across all EIM platforms, including operational 
benefits, collaboration improvements and employee 
gains. This aligns with a commonly listed value 
proposition for AI, that it enhances business 
operations and employee performance. Associated 
with this, AI-Enterprise strategic, financial and 
reputational benefits (N=13, 65%) feature highly,  
including strategic perspective (greater competitive 
advantage, more informed decision-making, and 
richer business insights for uncovering new business 
opportunities), financial perspective (costsaving and 
increased ROI), and reputational perspective (brand 
consistency, cohesive and unified brand experience 
and customer gains). 

AI-user experience benefits (N=12, 60%) centre 
around a user-friendly including natural language 
interfaces, no-code environments, reduced 
dependency on technical expertise, user autonomy, 
and self-sufficiency, collectively enhancing the ease 
of AI adoption for users. However, the connection 
between both workplace and user benefits to AI 
technology is rarely clearly presented. 

AI-Information security, privacy and compliance 
benefits (N=10, 50%) include enhanced information 
security, data loss protection, privacy, compliance 
and regulation adherence, and governance. AI-
Information Quality Improvements (N=8, 40%) 
refers to the improvements regarding to all aspects of 
Information quality, including integrity, accuracy of 
data, completeness of data, reduced data errors, and 
more.  
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4.3 AI Transparency in EIM 

Based on the findings and literature, this study 
proposes that a contextual working definition of AI 
transparency in EIM that enables the evaluation of 
transparency in AI-integrated EIM offerings is 
needed. Critically we find that AI Transparency in 
EIM solutions must encompass information 
transparency (disclosing information relevant to EIM 
practitioners) and transparency-in-use (intuitive user 
interface and human in the loop) to enable a better 
explainability: for understanding, trust and adoption 
of AI applications for EIM practitioners, and note the 
interdependency in these concepts. 

4.3.1 AI Transparency Evaluation 

To apply AI transparency in EIM, this study has 
developed six practice-based evaluation criteria that 
can be used by practitioners: information 
transparency – 1) Provision of AI development 
details (AI development and AI techniques), 2) 
Provision of AI function details (AI-integrated EIM 
Capabilities and AI applications), 3) Provision of AI 
impacts (Benefits & Risks), 4) Provision of real-
world use cases,  and transparency-in-use – 5) User 
experience design for AI-integrated interface, 6) 
Human-AI interaction. 

Table 2 evaluates the transparency of current AI-
integrated EIM solutions across the 20 platforms in 
this study, based on these criteria 1 . In terms of 
information transparency, all platforms offer insights 
into how AI can support EIM capabilities and the 
benefits it brings to EIM practices. However, 
information regarding AI development and the 
underlying AI techniques used is not fully disclosed, 
with only a few platforms providing details regarding 
data use with AI, including how datasets are utilised 
in AI model training or operational deployments. This 
lack of transparency on critical technical aspects such 
as AI techniques and data handling, can raise 
significant concerns for practitioners, particularly 
around security, trust and AI adoption in EIM.  

Notably, AI risk and proven AI success use cases 
in the real world are rarely provided by platforms, 
which can hinder the trust and adoption of AI-
integrated EIM offerings among practitioners. 
Additionally, while most platforms highlight benefits 
like intuitive, user-friendly interface designs for 
practitioners to work with their AI products, there is 
a lack of clarity regarding how humans can align AI 
with their work practice.   
                                                           
1  Platform vendors are not identified by name in the 

Table 2, details can be provided by the authors on 
application.   

5 CONCLUSION 

5.1 Discussion of Findings 

Through an environmental scan of 20 leading EIM 
vendor platforms, this study identified eight 
interrelated EIM workplace challenges prioritised by 
the platforms. Compared to the EIM challenges faced 
by enterprises a decade ago, these issues remain 
unresolved, if not more problematic. With the 
emergence and widespread use of generative AI, 
there EIM systems are turning to AI to address these 
challenges.  

To understand how AI is transforming EIM 
practices, this study starts by examining what is 
available to practitioners, charting the role and impact 
of AI across five areas: AI development, AI 
techniques, AI-integrated EIM capabilities, AI 
applications, and AI impacts. EIM platforms are 
adopting a native-AI approach and developing AI 
capabilities internally and this is likely to result in a 
good fit-for-purpose. However, there is a clear lack of 
information available to support the understandability 
of AI’s role across the information management 
lifecycle and this needs to be addressed.  

Regarding AI-EIM capabilities and integration 
into practice; AI-powered information capture, 
search, and retrieval, supporting consistent 
information filing and organization, enhancing the 
discovery, sharing, and use of information, and AI-
powered business process automation are all 
extremely promising. AI integration aims to facilitate 
automated security monitoring and help address 
compliance risks. In the face of information overload 
and information silos, generative AI is valuable for 
extracting relevant information and curating 
knowledge tailored to practitioners’ needs. However, 
the risks associated with AI use are rarely mentioned. 

5.2 AI Explainability and 
Transparency in EIM 

The study’s findings address the need for 
contextualized AI explainability and transparency in 
EIM, and, in addition to developing evaluative 
categories for understanding AI, we have presented a 
working definition of AI transparency for EIM 
practitioners with six criteria covering information 
transparency and transparency-in-use available for 
consideration. By evaluating the transparency of AI-
integrated EIM solutions offered by vendor platforms 
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(Table 2), we find that AI transparency can be 
improved to facilitate explainability and 
understanding, trust, and adoption of AI by 
practitioners. When working with AI, practitioners 
might not be interested in all the details but require 
proven success in real-world scenarios that address 
similar EIM needs. 

Regarding ease of use and confidence in AI-
produced outcomes, more transparency is needed 
about how practitioners can interact with AI. This 
includes understanding how to determine the 
accuracy or confidence in the results produced by AI 
systems and how practitioners can be included in the 
loop to improve this process. 

5.3 Limitations and Outlook 

There are two limitations to this work. Firstly, the 
analysis is based on scanning the publicly available 
information provided on the websites of 20 leading 

EIM platforms. Both the size of the sample and the 
information sourced are limited. Future work may 
incorporate more public discourse on AI-integrated 
EIM offerings, such as industry reports and platform 
blogs, to achieve a more comprehensive analysis. 
Secondly, while this study explains the need for 
contextualized AI transparency for EIM practitioners 
and proposes a working definition of AI 
explainability and transparency with evaluation 
criteria, more work is needed to verify these criteria 
with EIM practitioners. That constitutes the second 
stage of this study. Practitioner interviews have been 
completed and will be reported at a later stage. This 
research takes the first step towards making AI 
applications more understandable, explainable, and 
transparent in EIM. This work also contributes to the 
field of Explainable AI by addressing the needs of 
non-experts in applying and working with AI, thereby 
promoting human agency in explainable AI (XAI) 
initiatives. 

Table 2: Evaluation of AI transparency in EIM. 

Transparency Evaluation criteria 

 Information Transparency Transparency-in-use 

# 
Platform 

1) Provision of AI 
development details 

2) 
Provision 
of AI 
function 
details 

3) Provision of 
AI impacts  

4) 
Provision 
of real-
world use 
cases 

5) User 
experience 
design for 
AI-
integrated 
interface 

6) Human-
AI 
interaction 

AI 
Development 

AI 
Techniques 

AI 
Benefits  

AI 
Risk 

#1 √ √ √ √   √  

#2  √ √ √     

#3 √  √ √   √ √ 
#4  √ √ √   √  

#5  √ √ √   √  

#6   √ √     

#7 √ √ √ √  √ √ √ 
#8 √ √ √ √  √ √  

#9 √  √ √  √   

#10 √ √ √ √     

#11 √ √ √ √ √  √ √ 
#12  √ √ √   √  

#13 √ √ √ √     

#14 √ √ √ √  √ √  

#15 √ √ √ √  √   

#16 √ √ √ √   √ √ 
#17 √ √ √ √   √  

#18 √ √ √ √     

#19 √ √ √ √  √ √ √ 
#20 √ √ √ √    √ 
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Abstract: This paper reviews population-based dynamic microsimulation (DMs) models used in policy analysis and 
decision support of social systems and demographics. The application of uncertainty analysis (UA) methods 
is examined focusing on how probabilistic Monte Carlo (MC) simulation technique is being used and reported. 
Secondly, inspired by the expanding possibilities of data, this analysis examines the models' capability to 
uncover finer temporal variations beyond traditional yearly intervals and the use of near real-time data in the 
reported studies. The analysis of the 44 studies included in this preliminary literature review reveals a lack in 
the rigorous application of UA and transparent communication of results, particularly in the social sciences. 
Despite the advances of data availability and modeling, no research attempts were found that would indicate 
a shift of paradigm from historical data-driven models to real-time data. It is suggested that DM studies in 
this context could benefit from some mutually agreed standardized reporting guidelines for UA. This literature 
review serves as a preliminary exploration of the topic, highlighting the need for a more comprehensive and 
systematic survey to thoroughly assess the current state of research.

1 INTRODUCTION  

Dynamic microsimulation (DM) models are 
analytical tools to simulate the behavior of individual 
units over time and predict recurring events based on 
historical data. These models integrate data analysis, 
computational methods, and computer experiments to 
support ex-ante policy analysis, government planning 
and decision making. (Brown & Harding, 2002; 
Harding, 2007; O’Donoghue, 2014; O’Donoghue & 
Sologon, 2023; Sauerbier, 2002; Spielauer and 
Duplirez, 2019). Throughout the simulation, each 
micro-unit, representing diverse population 
characteristics (e.g., age, employment, health status), 
evolves independently through stochastic processes, 
with their states updated over time according to 
current conditions and attributes—a phenomenon 
referred to as "dynamic aging" (see e.g., Burgard et 
al., 2020; Dekkers, 2015). 

Many popular DMs (see in detail e.g., Harding, 
2007; O’Donoghue, 2001) were initially developed to 
address concerns about population aging and to assess 
affordability of the future social protection system. 
Over the last decade, their applications in health and 

labour market studies have been growing 
(O’Donoghue & Dekkers, 2018). Unlike population-
aggregating macroscopic approaches, DMs consider 
individuals separately, which is crucial for 
understanding the complex interconnections between 
factors such as demographics, education, 
employment, and health that influence future 
economic and health outcomes. For a general 
introduction to DMs and their applications, the reader 
is advised to refer to, e.g., O’Donoghue (2001, 2014), 
O’Donoghue and Dekkers (2018), Klevmarken 
(2008), and Zaidi and Rake (2001). 

Times of uncertainty, such as the Ukraine war, 
COVID-19 and past financial crises, have created 
new demands for real-time simulation and 
"nowcasting" (O'Donoghue & Sologon, 2023; see 
also Navicke et al., 2014) to facilitate timely decision-
making in rapidly evolving economic landscape. 
Digital trace data from web browsing and mobile 
applications provide unprecedented regional and 
temporal data granularity, enabling close-to-real time 
modeling of social phenomena, such as predicting 
disease spread (Burgard et al., 2021; Kashyap & 
Zagheni, 2023; Li et al., 2024; O'Donoghue & 
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Dekkers, 2018). With more real-time data, simulation 
models could better capture short-term fluctuations 
instead of producing predictions only on an annual 
level, thus hiding seasonal variations and timely 
insights, e.g., related to healthcare demands or labour 
force participation. However, it seems common that 
administrative data used in many popular DMs 
targeted to public policy analysis (see again e.g., 
Harding, 2007) typically has a time lag (O'Donoghue 
& Sologon, 2023), even if such data is generated 
constantly as by-products of administrative 
transactions.  

Despite the data revolution enhancing simulation 
capabilities (Crato, 2023; Margetts & Dorobatu, 
2023; O’Donoghue & Sologon, 2023), the proper 
accounting of modeling uncertainty in DMs remains 
challenging. To address the inherent stochasticity 
when simulating individual behaviour and 
demographic and economic changes is complex, 
particularly given the (too) high expectations for 
perfect modeling accuracy (Burgard and Schmaus, 
2019; Gilbert et al., 2018; O’Donoghue, 2014; 
O'Donoghue & Dekkers, 2018; Sharif et al., 2012, 
2017).  In modeling studies, this often shifts the focus 
from probabilistic thinking back to traditional, 
deterministic scenario analysis with single-point 
estimates, although it is well-known (see e.g., 
Burgard and Schmaus, 2019; Sharif et al., 2012) that 
for DMs to be useful, they must thoroughly analyze 
potential impacts on populations under various 
scenarios. It's crucial to examine not just the 
outcomes but also the processes leading to them, 
incorporating comprehensive uncertainty analysis 
(UA) of various sources of variation. The authors 
discussing uncertainty and stochasticity in 
demographic modeling include Alho and Lassila 
(2023), Xue et al. (2021), Sabelhaus and Topoleski 
(2007), and Lee and Tuljapurkar (1994). 

Monte Carlo (MC) simulation is a key method for 
handling uncertainty in DMs, offering a robust 
approach to systematically explore how variations in 
inputs affect model outputs. This numerical method 
involves random sampling from distributions and 
repeated simulations using the sampled values. The 
Markov Chain Monte Carlo (MCMC) method, in 
turn, draws mutually dependent samples to generate 
random sequences of state transitions based on 
probabilistic rules (e.g., from logit models build on 
historical data). This process is repeated hundreds or 
thousands of times to simulate the expected behavior 
of the object of interest over time, with calibration 
performed at each step using newly generated 
parameters. As such, the MC simulation mitigates 
misinterpretations from single simulations by 

examining a broad spectrum of possible outcomes, 
thereby capturing the inherent variability in simulated 
population dynamics (Burgard and Schmaus, 2019; 
Marois & Aktas, 2021; Rutter et al., 2011). 
Confidence intervals (CIs) communicate variability 
in outcomes, with larger sample sizes and higher 
number of simulation iterations leading to narrower 
CIs and more precise estimates (Burgard et al., 2020; 
Smithson, 2003; Spielauer & Dupriez, 2019).  

Previous literature reviews and surveys on DMs, 
such as O’Donoghue (2014), Li and O’Donoghue 
(2013), and O’Donoghue and Dekkers (2018), 
provide a comprehensive overview of DMs 
developed over decades (see also Spielauer, 2007; 
Zaidi & Rake, 2001). In past reviews, the lack of 
standardization in reporting practices and incomplete 
validation of models stay as ongoing topic (see also 
Burgard & Schmaus, 2019; Lee et al., 2024). 
However, past studies have not delved deeper into the 
use of probabilistic methods, specifically MC 
approach and related reporting in demography DM 
studies, although best practices of UA have been 
proposed by e.g., Burgard and Schmaus (2019), Lee 
et al. (2024) and Caro (2012). Another gap pertains to 
the scarcity of literature examining whether enhanced 
data accessibility in terms of granularity and 
timeliness have spurred advancements in models 
capable of delivering more accurate and timely 
forecasts, compared to “traditional” DMs those run 
simulations in yearly intervals and are initialized 
using historical data with a time lag of several years 
(see O'Donoghue & Sologon 2023). 

This paper addresses these mentioned gaps by 
conducting a preliminary literature review using the 
Scopus Database, targeting publications from 2000 
onwards with “Dynamic Microsimulation” and 
“Population” or “Demography” in the title, abstract, 
or keywords. The search was limited to peer-
reviewed journals, conference proceedings, books, 
and reviews in English, yielding 158 results. After 
content analysis, based on the title and abstract, 44 
documents focused on dynamic microsimulation 
modeling works targeted mainly to model 
demographic dynamics were selected. In this initial 
review, the focus is on addressing aspects of 
uncertainty analysis rather than technical details. 
Thus, technical/model introduction reports about the 
model construction (e.g., Andreassen et al., 2020; 
Münnich et al., 2021.) were not reviewed since these 
do not focus primarily on conducting simulations, but 
rather introduce e.g., the modules and data 
requirements. Also, as the focus is primarily on DMs, 
some publications utilizing combined micro-macro 
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simulations are not included and, duplicates were also 
excluded.   

In the following section, preliminary findings of 
the review and discussion with the objective to 
inspect the scale and scope of the MC applications are 
provided with aggregated knowledge on the 
conventions such as number of simulations run and 
the use of CIs. Additionally, the modelers' decisions 
regarding the number of simulations in MC, and other 
possible discussion of uncertainty aspects together its 
mitigation methods are emphasized. Secondly, the 
review reveals the time span of the forecasts (e.g., 
annual) and the possible specification of being spatial 
or agent-based model (ABM). These reflects (from 
one perspective) to the data aspects in terms of 
timeliness and granularity. The paper also identifies 
studies that aim to utilize near real-time information 
or continuously updating models. Considering future 
research, other findings related to emerging 
technologies, mainly ML-oriented works, are 
acknowledged although this research mainly omits 
the technical details about the models. 

The paper concludes with suggestions for future 
research. Conclusions are drawn from available 
publication details, and while the literature review is 
not comprehensive, it lays the groundwork for a more 
in-depth study on these schemes. 

2 RESULTS AND DISCUSSION 

In the following results section and related 
discussion, the reader may find it helpful to refer to 
Table 1, which presents basic information of the 
modeling works (author, year), the brief summary of 
main modeling purpose and the findings related to the 
MC simulation and data aspects, as detailed in the 
previous section. We do not specify whether the MC 
is used only in some model parts. Also, if the use of 
MC method is not reported, but repeated simulations 
are applied, it is categorized under the MC. If other 
methods are clearly reported, such as bootstrapping, 
they are marked.  

2.1 Results 

In most of the reviewed studies (30 out of 44) 
MC/repeated simulations is applied (see, Table 1). In 
the set of these 30 studies reporting practices vary: 
seven works did not directly report on using the MC 
method, but it was shown that the simulation had been 
indeed run repeatedly. In 13 entries the number of 
simulations run was not reported and notably, 16 
studies (out of 30)  did  not  report  CIs.  Yet only  two   

Table 1: Reviewed studies of DMs. Legend: [MC]=Monte 
Carlo method used (Yes/No or “-” if unclear and additional 
NR=not reported, if repeated simulation applied without 
reporting the method or “B” if bootstrapping is applied 
instead of MC), [Simrun]=number of simulations run 
(NR=not reported and “-” if MC not applied), 
[CI]=confidence intervals used (if MC used, otherwise “-”) 
[Simstep]=Forecast period (A=annual, M=monthly, 
D=daily) + Detail (spatial (S)/ agent-based (AB). *In 
progress = not yet available since study ongoing but 
reported to be applied.  

Auth. & 
Year Study purpose 

MC/Simrun/
CI/Simstep + 

Detail

Aransiola 
et al. 2024

To assess if expanding Social 
Assistance could reduce infant and 

child mortality in Brazil. 

Yes/10000/Y
es/A 

Archer et 
al. 2021 

To project the prevalence of chronic 
diseases and their economic impacts 

using the Future Elderly Model (FEM) 
in the UK. 

Yes/100/Yes/
A 

Atella et 
al. 2021 

To project future individual health 
status across OECD countries by 
applying several FEM models. 

Yes/NR/Yes/
A 

Baldini et 
al. 2008 

To assess the characteristics of the 
long-term disabled in Italy and the 
evolution of public expenditure for 

long-term care. 

Yes/NR/No/
A 

Ballas et 
al. 2005 

To simulate the basic components of 
population change in Ireland using 

spatial SMILE model.  

Yes/NR/No/
A + S 

Ballas et 
al. 2005 

To simulate urban and regional 
populations in UK. No/-/-/A + S

Becker et 
al. 2024 

To assess the efficiency of COVID-19 
mitigation strategies with the 

CEACOV model in U.S. 
-/-/-/D 

Bonin et 
al. 2015 

To model monetary value of family 
policy measures with ZEW model in 

Germany. 
No/-/-/A 

Böheim et 
al. 2023 

To model the impact of health and 
education on labor force participation 

in US and Germany. 
Yes/12/No/A

Brouwers 
et al. 2016

To study the effects of an ageing 
population on inpatient and elderly 

care with SESIM-LEV model in 
Sweden. 

No/-/-/A 

Chen et al. 
2019 

To model fiscal sustainability of 
healthcare by projecting the health of 

future elders using FEM model for 
Singapore.  

No/-/-/A 

Craig et al. 
2022 

To simulate the long-term health 
impacts in UK. 

Yes/10000/Y
es, In 

progress*/A
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Table 1: Reviewed studies of DMs. Legend: [MC]=Monte 
Carlo method used (Yes/No or “-” if unclear and additional 
NR=not reported, if repeated simulation applied without 
reporting the method or “B” if bootstrapping is applied 
instead of MC), [Simrun]=number of simulations run 
(NR=not reported and “-” if MC not applied), 
[CI]=confidence intervals used (if MC used, otherwise “-”) 
[Simstep]=Forecast period (A=annual, M=monthly, 
D=daily) + Detail (spatial (S)/ agent-based (AB). *In 
progress = not yet available since study ongoing but 
reported to be applied. (cont.). 

Ernst et al. 
2023 

To analyse migration impacts on 
demographics in Germany. 

Yes/NR/No/
A + S 

Flannery 
& 

O'Donogh
ue 2011 

To study the fiscal and redistributive 
impacts of different higher education 

finance structures using the LIAM 
model in Ireland. 

No/-/-/A 

Fukawa 
2011 

To project health/long-term care 
expenditures with the INAHSIM-II 

model in Japan. 

Yes/NR/No/
A 

Head et al. 
2024 

To model time individuals spent in 
different health states in UK. 

Yes/100/Yes/
A 

Horvath et 
al. 2023 

To project healthcare costs over the 
lifecycle using microWELT model in 

Austria. 
No/-/-/A 

Ben 
Jelloul et 
al. 2023 

To forecast morbidity of population 
aged +60 and identify causing factors 

in France. 
No/-/-/A 

Jiang & Li 
2024 

To project the population size and 
share of late middle-aged/older people 

with difficulties/dependence on 
activities of daily living (DL) and 

instrumental activities of DL with the 
CHARISMA model in China. 

Yes, 
NR/1000/No/

A 

Keegan 
2021 

To simulate the distributional impact of 
pension policy scenarios on 

superannuation savings using the 
APPSIM model in Australia. 

No/-/-/A 

Khalil et 
al. 2024 

To predict demographic dynamics in 
Canada with STELARS model.  

No/-/-/A + 
AB 

Kingston 
et al. 2018 

To predict the survival and 
(risk/disease) characteristics and 
related health expectancies in UK 

using PACSim model. 

Yes, NR/10/-
/A 

Kirn 
&Dekkers 

2023 

To simulate with MIDAS_CH model 
the distribution of pension income and 

its underlying processes in 
Switzerland. 

No/-/-/A 

Knoef et 
al. 2013 

To analyse the income distribution of 
the Dutch elderly. 

Yes/NR/No/
A 

Kopasker 
et al. 2024 

To project changes in psychological 
distress given predicted economic 

outcomes. from a tax-benefit UKMOD 
model with SimPaths model in UK. 

Yes, 
NR/1000/Yes

/A 

Lawson 
2016 

To model how demographic change is 
likely to affect household spending 

patterns in the UK. 
Yes/5/Yes/A

Li et al. 
2024 

To model the spread of COVID-1 in 
China. 

Yes, 
NR/10/Yes/D 

+ S, AB

Maitino et 
al. 2020 

To study the future socio-demographic 
structure and the effects of social 

security programmes in Italy. 

Yes/NR/No/
A + S 

Marois & 
Aktas 
2021 

To project the health of cohorts for 
selected EU countries to study the 

effects of risk factors and education on 
future health trajectories using 

ATHLOS-Mic model. 

Yes/NR/No/
A 

May et al. 
2022 

To project the health and service use 
among elderly in Ireland using TILDA 

model.  
Yes/25/No/A

Milne et 
al. 2016 

To model child development from birth 
to age 13 with MELC model and 
studying e.g., changes in family 

circumstances and early education in 
New Zealand. 

Yes, 
NR/10/Yes/A

Nadeau et 
al. 2013 

To model physical activity to inform 
population health policies using 
POHEM-PA model in Canada. 

Yes, 
B/40/Yes/An

nual

Patxot et 
al. 2018 

To model the impact of retirement 
decision and demographics on pension 

sustainability in Spain. 
-/-/-/A 

Rasella et 
al. 2021 

To analyse the prospective effects of 
fiscal policies on childhood health in 

the EU countries and in Italy.  

Yes/1000/Ye
s/A 

Rephann 
& Holm 

2004

To model economic-demographic 
effects of immigration in Sweden using 

the SVERIGE model. 

Yes/NR/No/
A + S 

Spielauer 
& Dupriez 

2019 

To model a variety of demographic and 
health characteristics with DYNAMIS-

POP model in Canada. 

Yes/NR/No/
A 

Spooner et 
al. 2021 

To model epidemics with spatial 
SPENSER model in UK. 

Yes, 
NR/1000/Yes

/D + S

Tamborini 
et al. 2022

To analyze socioeconomic gaps in 
retirement benefits using the MINT 

model in U.S. 
No/-/-/M, A

Tikanmäki 
et al. 2015

To analyse impacts of the pension 
reform on working lives using ELSI 

model in Finland. 

Yes/NR/No/
A 

van 
Sonsbeek 
& Gradus 

2005 

To simulate the budgetary impact of 
the 2006 regime change in the Dutch 

disability scheme. 

Yes/NR/No/
A 

Walker 
2004 

To model the likelihood that more 
Australians aged 65-70 will work +15 

hours per week in a changing 
employment environment. 

Yes/NR/No/
A 

Wu et al. 
2011 

To model several demographic 
processes under various scenarios with 

a Moses in UK.  

Yes/NR/No/
A + S, AB 

Zhang & 
Miller 
2024

To predict the location of new housing 
supply in U.S. 

No/-/-/- + S, 
AB 

Zhang et 
al. 2023 

To model the processes of developing 
depression and care-seeking behaviors 
among U.S children and adolescents. 

Yes, 
NR/20/Yes/

M 
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studies reported using 10 000 and four studies 1000 
simulation runs. In the remainder, the number of 
simulations vary from five to forty. 

Additionally, there is a notable variability in depth 
across publications about the discussion of the 
sources and mitigation of uncertainty. Many studies 
indirectly or directly, but briefly, address uncertainty 
when discussing issues like data availability and 
sample size (see e.g., Becker et al., 2024; Kirn and 
Dekkers, 2023; Rephann & Holm, 2004) or mention 
it broadly as parameter/statistical/MC uncertainty. 
Also, authors commonly discuss of "model error" or 
“model-based bias”, which intersects with the 
uncertainty concept (see e.g., Atella et al., 2021; Jiang 
et al., 2021; Knoef et al., 2013; Kopasker et al., 2024; 
Lawson, 2016; Marois & Aktas, 2021; Spielauer & 
Dupriez, 2019).  

Focusing on data aspects in terms of data 
timeliness, only three pandemic-related models and 
two exceptions from other disciplines seems to offer 
sub-annual observation periods in models, reaching 
daily or monthly level accuracy in simulation results. 
To mention, in their multi-morbidity modeling study, 
although simulation results are presented in yearly 
interval, Kingston et al. (2018) updated individual’s 
characteristics monthly over the simulation time 
period “to achieve a more realistic evolution for 
characteristics which jointly influence each other”, 
similarly than Böheim et al. (2023) regarding labour 
force status.  

Also, to the best of our understanding, only 
epidemiology models by Becker et al. (2024) and 
Spooner et al. (2024) target to produce forecasts using 
near-real-time data with updates. In rest of the 
models, it seems common to use administrative 
statistics with a time lag of at least 2-3 years in model 
initialization.  

Lastly, nine studies reviewed are by their nature 
spatial, including epidemiology studies. Four studies 
combined the ABM method with DMs, three of them 
being also spatial (see again Table 1).  

2.2 Results Analysis 

2.2.1 Uncertainty Analysis 

The literature covered indicates varying practices in 
the application of the MC method and related 
reporting, highlighting a need for common standards 
and/or strategies to improve the transparency and 
comparability of demographic models in the research 
field. This will not only improve the accuracy of 
individual studies but also facilitate more robust 
analyses and comparisons across different research 

efforts in demographic modeling. We justify this 
claim by the often inadequate depth of the discussion 
(and missing information) of MC related details, such 
as the number of simulation rounds (and reasons that 
led to the number) and lack of CIs. The lack in 
reporting CIs aligns also with Smithson (2003), who 
noticed that different disciplines vary considerably 
how frequently they report CIs in published research 
(see also Lappo, 2015; O’Donoghue 2014, 332; 
O’Donoghue & Dekkers, 2018). Kingston et al. 
(2018) notes the lack of CIs as one of their study 
limitations, although the authors also highlight that 
running the simulation iteratively reveals a small 
range of prevalence for multi-morbidity (less than 1 
%), even when the error in transition rates is 
disregarded. Knoef et al. (2013) reported not using 
CIs due the “computational reasons”. Lappo (2015), 
however, states that the omission of reporting CIs 
may be since many microsimulation users are not 
statisticians, perhaps so be in the case of social 
sciences. However, this indicates a prevalent lack of 
established practices in employing methods to convey 
information on result variability across study 
disciplines (see e.g., Li & O’Donoghue, 2013).  

To further explore practices related to the MC 
method, some authors provide the basis (or tests 
made) for selecting the number of simulations such as 
Rasella et al. (2021), who state that a thousand 
simulation runs was chosen after ensuring that the 
estimates were stable and additional runs did not alter 
the point estimates (see also Van Sonsbeek & Gradus, 
2005). Spielauer and Dupriez (2019) claimed that 24 
iterations make MC variation neglectable, whereas 
Aransiola et al. (2024) performed 10k rounds to 
ensure the variation of the parameter values. Overall, 
the selection of the number of MC simulation runs has 
received only limited attention even though it is a 
crucial factor for generating meaningful predictions 
(see e.g., Byrne 2013; Kennedy 2019, Kennedy et al. 
2000). There is a position to analyze more 
comprehensively the specific factors contributing to 
the large variation in the number of simulations, 
especially within studies investigating the same 
phenomena and “sharing” the same uncertainty 
elements. Overall, we can concur with O’Donoghue 
and Dekkers (2018) who noted that alignment 
techniques (not a focus of this study) are so common 
in DMs that most reports do not even mention them, 
despite their significant impact on simulation results. 
This oversight is similar to the treatment of the MC 
method (see also Byrne, 2013; Lorscheid et al., 2012; 
Kennedy, 2019).  

When analyzing the overall use of the MC 
approach, studies reveal differing perspectives on the 
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objectives of modeling: some prioritize analyzing 
current systems without accounting for variations or 
forecasting goals, thus considering repeated 
simulations unnecessary (see e.g., Ben Jelloul et al., 
2023; Flannery & O'Donoghue, 2011). In contrast, 
the majority (30 out of 44) employ the probabilistic 
method to understand system functionality under 
uncertainty. Studies focusing on individual behavior 
and future trends through predefined scenarios and 
single-point estimates may fail to capture the full 
spectrum of potential outcomes or convey the 
inherent uncertainty of modeled phenomena. Such 
approaches might overlook rare yet impactful events, 
whereas the MC accounts for these events and their 
potential consequences (see Fuchs et al., 2018; 
Gilbert et al., 2018; Marois & Aktas, 2021; 
O’Donoghue, 2014; Rutter et al., 2011).  

2.2.2 Data Granularity and Timeliness  

Considering data aspects, the shortcomings of the 
models running yearly intervals have been 
recognized. Salonen et al. (2021) highlight challenges 
in capturing gradual changes such as increase in 
pension age or short social security spells with a 
model allowing transitions in one year time intervals. 
For instance, based on data, the average duration of 
sickness and unemployment spells is one week, 
although these periods accumulate over an 
individual's life course (see also Perhoniemi et al., 
2023; Zaidi and Rake, 2001). Although Kingston et 
al. (2018) provides forecasts in yearly intervals, they 
enhanced the accuracy of their simulation results by 
updating health behaviors and disease conditions on 
a monthly basis. Chen et al. (2019) acknowledges the 
limitation of not modeling shorter disease dynamics 
similarly than Andreassen et al. (2020), who suggest 
that with improved data access and today’s 
computing power, monthly time units could be 
preferable in the MOSART model (renowned for 
evaluating the Norwegian pension system) to avoid 
aggregating data annually and potentially 
overlooking nuances.  

To continue, in an ideal world, employing close-
to-real time data for model calibration would reduce 
the risk of obsolete information affecting transition 
probabilities – an issue that is especially important 
when addressing rapidly evolving matters, such as 
changes in labour market status during economic 
crisis (see e.g., O'Donoghue & Sologon, 2023). To 
the best of understanding, no research efforts in this 
direction were found in this review except 
epidemiology models. The findings align also with 
O'Donoghue and Loughrey (2014), who observed 

that microsimulation models tend to be built on 
historical data (see also Klevmarken, 2008), limiting 
researchers' ability to analyze and monitor recent 
changes and developments.  

However, it's important to note that not many 
phenomena require the daily/monthly forecast 
accuracy and frequent data calibration typical in 
pandemic research. Instead, “traditional” social 
policy models could aim to reduce the delay between 
data collection and utilization, moving from a lag of 
several years to using more recent statistics. This shift 
would better reflect contemporary issues, such as the 
interconnections between labour force participation 
and health status (see O’Donoghue & Sologon, 2023).  

Admittedly, increased granularity and the use of 
more timely data to update transition probabilities 
(together with MC method) add to model complexity 
in regards of model calibration and computational 
demands. Nevertheless, many renowned models in 
the field already require substantial computing power 
and resources for maintenance due to their high 
modularity. Today’s technological capabilities, such 
as cloud computing and big data analytics can help 
overcoming this issue (see Andreassen et al., 2020; 
O'Donoghue & Dekkers, 2018; Richiardi et al., 
2023).  

Looking forward, there may be a trend towards 
simpler models that allow for agile calibration with 
detailed, current data, albeit sacrificing some 
modularity (Harding, 2007; Li & O’Donoghue, 2013; 
Zaidi & Rake, 2001). For instance, localized 
projections (with ABM approach) are vital for 
addressing regional disparities and tailoring policies 
to specific areas. They enhance the relevance of 
simulations and allow for more detailed evaluations 
of policy impacts (see Ballas et al., 2005; Birkin et al., 
2017; Ernst et al., 2023; Wu & Birkin, 2011). Agile 
calibrated models providing timely forecasts could 
potentially be recognized also at the tactical decision-
making level. 

2.2.3 Other Findings 

Machine learning (ML) techniques, in addition to 
being utilized in model calibration tasks, can aid in 
addressing complexity arising from models’ non-
linearities, a topic of ongoing discussion (see e.g., 
Jiang & Li, 2024;  Klevmarken, 2008; Kopasker et 
al., 2024; O’Donoghue & Dekkers, 2018; Wolfson & 
Rowe, 2014). The integration of ML could enable the 
development of more dynamic and predictive models, 
which could better address complex societal 
challenges and facilitate faster decision-making. 
These methods could uncover unobserved, detailed 
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behavioural patterns among individuals thus 
improving simulation granularity and supporting e.g., 
ABM constructions (see discussion of Margetts & 
Dorobatu, 2023). That is, model structures where 
individual model components interact with each other 
instead of being passive and detached (see e.g., Axtell 
2000). Although there are few applications within the 
reviewed works, Khalil et al. (2024) provide an 
innovative application of explainable artificial 
intelligence (xAI) with the aim to interpret ML 
models, elucidating input-output relationships in 
complex settings.  This study can be regarded as a 
pioneering effort in integrating ML within DM 
schemes in the research domain. Other studies like 
Rodriguez et al. (2022) in healthcare and other ML-
assisted models (see e.g., Shi et al., 2015) offer also 
insights into applying advanced methods, potentially 
inspiring social science research.  

3 CONCLUSION 

This paper presented a literature analysis on the use 
of probabilistic methods such as Monte Carlo 
simulation in dynamic microsimulation models and 
related reporting practices of probabilistic outcomes. 
This study, to the best of our knowledge, is the first 
review that addresses the use of such methods and 
related challenges in reporting the analysis findings in 
the given context.  

It was shown that the current literature often lacks 
a statistical treatment of the model and if given, there 
are no standard practices on how a (MC) simulation 
is conducted and presented. As another important 
finding, we did not find evidence that attempts were 
made to develop DMs towards nowcasting with the 
help of extensive real-time datasets in other study 
contexts than epidemiology.  

The results imply that population-based modeling 
studies, a predominant focus of the review conducted, 
could adopt probabilistic thinking to address the 
inherent uncertainty associated with complex socio-
economic processes to make the modeling results 
more robust and reliable. Common guidelines for UA 
application and related communication/reporting 
practices could enhance the transparency of modeling 
insights as the vulnerability of results would become 
better communicated to policymakers and less weight 
could be put on single-point estimates. Also, 
transition probabilities calculated sub-annual periods 
can lead to more accurate simulations by 
incorporating finer temporal variations, e.g., monthly 
updates can capture short-term trends or immediate 
impacts of policy changes that yearly intervals might 

miss. In this regard, it was concluded that the research 
field could benefit from the development and 
application of smaller, more targeted models that 
could offer greater agility in terms of maintenance, 
particularly in incorporating updated data.  

This paper has limitations, notably not being a 
fully comprehensive systematic review. Nonetheless, 
it provides some preliminary directions for future 
research efforts to improve probabilistic treatment of 
DMs in the context of demographic models. 
Additionally, future research could assess the role of 
emerging technologies, such as cloud computing, 
machine learning techniques, and big data analytics. 

The final limitation of this research to be pointed 
out is the method used to assess data granularity, 
categorizing models as agent-based or spatial. Future 
evaluations could provide an extended analysis of 
variables like demographic precision. A more 
comprehensive review could delve deeper into 
whether the nature of the phenomena being modeled 
warrants more frequent updates to transition 
probabilities. The review focused only on the MC 
method with frequentist viewpoint, omitting 
Bayesian methods or distinguishing bootstrapping 
from MC approach. It also did not cover the 
alignment techniques used together with the MC, or 
other reporting practices such as goodness-of-fit or 
standard error statistics.  
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Abstract: This study examines the dynamics of data management and knowledge flow in the political data ecosystem
through the lens of the Knowledge Pyramid. We used open-government electoral documents and polling data
for granular insights into how data, information, knowledge, and wisdom (DIKW) are managed in Bhutan’s
political data ecosystem. Bhutan’s electoral stakeholders and political parties manage and use DIKW of vary-
ing types, sizes, and complexities. In particular, political parties use information systems, websites, and social
media to manage data and construct and use knowledge for political activities. Democracy is still young and
gaining a foothold in Bhutan. The political parties do not employ complex data technologies and rich human
resources to manage DIKW emanating from the political data ecosystem. Thus, scope exists for electoral
stakeholders and political actors to explore and adopt effective and efficient knowledge management infras-
tructures to deal with DIKW elements in the political arena, namely the complex dynamics of turning raw data
into higher elements of the Knowledge Pyramid. In addition to contributing to the knowledge management
literature through an in-depth account of the DIKW aspects in the political space, this paper demonstrated the
analytical and explanatory power of the Knowledge Pyramid for discourse on the political data ecosystem.

1 INTRODUCTION

The conventional political environment is gradually
transitioning to a data-driven political system. Polit-
ical actors use data technologies to harness insights
and knowledge from electorate data to boost cam-
paign activities and electoral success, such as using
big data in the US election (Ruppert et al., 2017).
Cambridge Analytica (Dommett et al., 2023; Micheli
et al., 2020; Ruppert et al., 2017) had a significant
impact on the political stakeholders on exploiting the
value of data (Miller and Mork, 2013; Lee, 2017) gen-
erated in the political space. The political actors also
now recognise data as an intangible asset and use the
so-called political technologies (Ruppert et al., 2017)
to tap its value to drive campaign activities and en-
rich decision-making. For instance, during the na-
tional campaigns and electoral processes of countries
such as the United States (US), data management and
analytics were undertaken by a chief analytics offi-

a https://orcid.org/0000-0001-6034-7274
b https://orcid.org/0009-0000-8857-7354

cer and his hub of statisticians, engineers, and data
scientists of political parties. Likewise, much of the
data analysis tasks of the electoral activities are in-
creasingly delegated to and driven by complex algo-
rithmic processes (Mittelstadt et al., 2016). In the
present work, the term political was prefixed to the
definition of data ecosystem suggested by Oliveira
and Lóscio (2018) to define a working definition of
political data ecosystem—Organisational entities, in-
frastructural technologies, electoral activities, digital
data, and contextual norms in the democratic political
space, where stakeholders concerned, political actors,
general citizens, and democratic values are in an in-
terplay to create and capture value of sociopolitical
data.

The literature on the use of data in democratic pol-
itics, such as data-driven campaign activities and tar-
geting potential voters (Dommett et al., 2023; Ben-
nett and Lyon, 2019), is growing, given the signifi-
cant effect of data analytics, knowledge management,
and social media on the electoral process. Dommett
et al. (2023) highlight that the prior studies on data
use in democratic politics focused on the US and es-
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tablished democracies. In a sense, such US-centric in-
formation affects our understanding of how electoral
stakeholders and political parties in different regions
of the world, namely emerging democracies, use data
and related technologies to construct, manage, and
use knowledge in their political space. The use of
data and analytics by political actors of countries
relatively new to democratic values and ethos—that
is, where democracy is recently established, to drive
electoral process and political campaigns has not re-
ceived much scholarly attention and is thus an under-
studied area. For instance, in Bhutan, a small country
in South Asia (Bates, 2009; Metz, 2014), democracy
was established only in 2008, and, on a political time-
line, democracy is only 16 years old. Consequently,
discourses on the use of data and analytics in such a
political space are limited.

It is timely for literature to be augmented with in-
sights into countries other than established democra-
cies (Dommett et al., 2023) on how they use data and
exploit knowledge to facilitate democratic electoral
processes. In the present study, we examine Bhutan’s
political data ecosystem from the perspective of the
Knowledge Pyramid (Jennex, 2017; Frické, 2009;
Tuomi, 1999) to determine how electoral stakeholders
and political parties deal with aspects of data, infor-
mation, knowledge, and wisdom (DIKW) for inform-
ing electoral processes and political campaigns. Data
increasingly impact the democratic election, hence
data-driven election (Bennett and Lyon, 2019) and
campaigning (Baldwin-Philippi, 2017). The ability to
turn data into knowledge by contextualising, structur-
ing, and giving meaning to data empowers political
actors to use the value of data for various electoral
or political activities. Thus, the Knowledge Pyramid
(Jennex, 2017; Frické, 2009) is an apt framework to
account for data and analytics practices in the politi-
cal data ecosystem of Bhutan. We address the follow-
ing research question: How do electoral stakeholders
and political parties use data, analytics, and knowl-
edge to inform decisions and actions in the political
data ecosystem?

The paper is structured as follows: Section
2 discusses the prior literature on data, politics,
and Knowledge Pyramid. Section 3 overviews the
methodology adopted in the study, and Section 4
presents the study findings. In Section 5, we discuss
the interpretation of the findings and connect it with
the extant literature, along with contributions to re-
search and practice, limitations of the study, and fu-
ture work. Finally, Section 6 concludes the paper.

2 RELATED LITERATURE

2.1 Data and Politics

The resources and capabilities for harnessing the po-
litical value of data are fundamental in political en-
deavours. Likewise, intelligent use and related ex-
pertise to analyse and turn data emanating from the
political space into meaningful information and valu-
able knowledge is critical to the success of campaign
activities, such as Barack Obama’s data-driven cam-
paign work in the 2008 and 2012 elections (Baldwin-
Philippi, 2017; Bennett and Lyon, 2019; Jin et al.,
2015). The phenomenon of data-driven politics is in
the mainstream of democratic elections, such as the
hiring of Cambridge Analytica by Donald Trump’s
team during the 2016 US election (Schippers, 2020;
Ruppert et al., 2017; Baldwin-Philippi, 2017). It
is a real-world case of transforming data into value
or extracting value from data (Micheli et al., 2020)
and subsequent practical use of the value in the po-
litical arena. Similarly, instances of using big data
during the US elections (Schippers, 2020; Ruppert
et al., 2017; Dommett et al., 2023) and Brexit refer-
endum (Ruppert et al., 2017) are examples of putting
data value to use. Constructs such as data-driven
campaigning, micro-targeting, voter profiling, email
analytics, and data politics (Dommett et al., 2023;
Baldwin-Philippi, 2017; Papakyriakopoulos et al.,
2018; Ruppert et al., 2017) are also added to the lit-
erature. The extant literature discusses how political
actors access and analyse data for insights into cam-
paigns and streamline political activities (Dommett
et al., 2023; Ruppert et al., 2017). Thus, in-depth
knowledge of the processes requires an understanding
of the complex nature of the political data ecosystem.

Furthermore, knowledge of the complexities of
the political data ecosystems and the use of political
technologies (Ruppert et al., 2017) to manage it is a
fundamental intellectual capital (Quintas et al., 1997).
The ubiquity of digitalisation and the intelligent use
of social media (Baldwin-Philippi, 2017), namely an-
alytics of social data (Olteanu et al., 2019), assist
political actors in competing with each other during
democratic elections by producing, analysing, and us-
ing DIKW within context and time frame. For exam-
ple, Baldwin-Philippi (2017) highlights the novel use
of data and analytics for political campaigns and how
corresponding analytical insights inform content pro-
duction and facilitate political advertising (Schippers,
2020; Ruppert et al., 2017; Bennett and Lyon, 2019).
In Bhutan’s context, the social media regulation of the
Election Commission of Bhutan (ECB) also under-
lines social media as a channel to disseminate infor-
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mation, communicate content (Election Commission
of Bhutan, 2018), and manage electoral compassing
activities (Dommett et al., 2023). Data in the political
space was also used to develop prediction models for
voters’ personality traits and the likelihood of turn-
ing out to vote (Bennett and Lyon, 2019). Dommett
et al. (2023) suggest using data to formulate cam-
paign strategies and evaluate the effectiveness of a
campaign retrospectively.

However, despite growing political discourses on
data-driven democratic election (Bennett and Lyon,
2019), searches on citation databases, such as Sco-
pus, IEEE Xplore, and ACM Digital Library, with
the search query — ((“Knowledge Pyramid” OR
“Knowledge hierarchy” OR “Information Pyramid”
OR “DIKW hierarchy” OR “Information hierarchy”)
AND (“Political data” OR “politics data” OR “Polit-
ical space” OR “Political data ecosystem*”))— did
not yield useful results1. We inferred it as a gap in
knowledge on using the perspective of the Knowledge
Pyramid (Jennex, 2017) to examine the management
and use of DIKW aspects among electoral stakehold-
ers and political parties for informing administrative
decision-making and shaping campaign activities.

2.2 Knowledge Pyramid

Knowledge Pyramid is a widely used model to illus-
trate the logical relationship between DIKW based on
meaning, context, and value (Tuomi, 1999; Frické,
2009; Jennex, 2017). The processes to transform data
into higher elements of the Knowledge Pyramid re-
flect creating and building value, thus data value chain
(Miller and Mork, 2013). Each step higher in the
Knowledge Pyramid answers more questions about
a phenomenon captured in the data. According to
the Knowledge Pyramid, data is a raw or unorgan-
ised discrete collection of facts (Zins, 2007; Frické,
2009), such as polling day data of democratic elec-
tion. The next level is information, which is con-
textual, cleansed, processed, and analysis-ready data
(Bellinger et al., 2004; Frické, 2009). In the prior
literature (Khatri and Brown, 2010), data and infor-
mation are often used synonymously and do not dif-
ferentiate between the two, and the same applies to
information and knowledge (Wang and Noe, 2010).
Zins (2007) argues that such perception is problem-
atic for articulating data, information, and knowledge.
Similarly, scholars also question whether information
is data or knowledge (Quintas et al., 1997). Knowl-
edge is the consolidation and application of disparate
pieces of information, with underlying meanings and

1We adapted the search query across the citation
databases, but the search keyword remained the same.

schemas, to perform tasks and achieve goals. When
one uses data-driven information and knowledge to
solve problems, it is an instance of the possession and
use of wisdom (Frické, 2009), which is the apex of the
Knowledge Pyramid (Rowley, 2007). In the knowl-
edge hierarchy discourse, wisdom is succinctly de-
fined as knowledge applied in action, with the caveat
that one appreciates the fallible nature of knowledge
(Frické, 2009).

The underlying epistemologies and philosophies
of the elements of the Knowledge Pyramid have been
criticised and critiqued by scholars (Frické, 2009;
Tuomi, 1999; Jennex, 2017). However, Jennex (2017)
suggests embracing the debate but does not encour-
age it. Scholars critique the inherent weakness of the
traditional Knowledge Pyramid and propose a revised
version of it (Jennex, 2017). The revised Knowledge
Pyramid (Jennex, 2017) incorporates aspects of the
Internet of Things, data analytics, and big data (Jin
et al., 2015). Some critics of the Knowledge Pyra-
mid argue that data is not the building block of the
higher elements of the Knowledge Pyramid (Tuomi,
1999; Jennex, 2017). They assert that an individ-
ual’s prior wisdom and knowledge play an essential
role in understanding the world, which drives an in-
dividual to gather information to collect data about
a phenomenon of interest. Their perspective implies
that elements of the Knowledge Pyramid are intri-
cately linked, and one could visualise hierarchy flow-
ing downward rather than upward (inverted) (Tuomi,
1999) or in both directions within the context of the
natural or real-world (Jennex, 2017). Some argu-
ments for needing a revised Knowledge Pyramid are
supported by mathematical facts and social reality
(Tuomi, 1999; Frické, 2009). Given the datafied re-
ality we are experiencing, individuals, organisations,
and societies continually gather, process, and analyse
DIKW by leveraging their insights and sense-making
capabilities, further complemented by infrastructural
technologies. It is a cyclical process in that one’s prior
wisdom and knowledge shape gathering information
on what aspects of data to collect to accomplish a task.
Although not expressly mentioned, we consider the
revised Knowledge Pyramid in the present work.

3 METHODOLOGY

3.1 Study Setting

Bhutan, a country known for the concept of Gross Na-
tional Happiness (Bates, 2009; Metz, 2014), is rela-
tively new to democracy. The matrix of democratic
values and ethos in Bhutan started only in 2008 (Elec-
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tion Commission of Bhutan, 2008). Bhutan is a small
country (38,394 (14,824)km2(mi2)) located in South
Asia with roughly about 750,000 population. Re-
garding governance and politics, Bhutan has a demo-
cratic, constitutional monarchy system with a bicam-
eral parliament. The king (Druk Gyalpo) is the head
of the state, and the Prime Minister is the head of the
government. In the bicameral parliament, the upper
house, the National Council, consists of 25 elected
members (20 non-partisan elected plus five members
appointed by the Druk Gyalpo). The lower house,
the National Assembly, consists of 47 elected mem-
bers from the ruling and opposition parties. The
use of democratic principles to elect candidates and
form a government is a recent phenomenon among
Bhutanese citizens. Democracy empowers Bhutanese
society to elect 47 candidates representing their con-
stituency at the National Assembly. It also allows the
voices and aspirations of the citizens to be heard by
the highest legislative and executive bodies. For in-
stance, the fourth democratic election concluded in
January 2024, and Bhutan has a new democratically
elected government.

The electoral stakeholders such as the ECB (Elec-
tion Commission of Bhutan, 2024) have increasingly
used technologies to streamline democratic electoral
processes. In doing so, it facilitates the management
of coherent and reliable electoral data for free demo-
cratic elections. Data from numerous sources, such
as documents of political parties, demographic data
of candidates, primary-round polling data (vote for
political parties of one’s choice), and general elec-
tion polling data (vote for the candidates fielded by
the two political parties that have made it through
the primary round) is generated at a relatively sig-
nificant scale. Meanwhile, Bhutanese political par-
ties also use data to inform campaign activities and
enrich decision-making, which resonates with Ben-
nett and Lyon (2019) that modern democratic cam-
paigns use data. To illustrate, the political activi-
ties, manifesto documents and party websites sug-
gest that they perform document analysis and de-
scriptive data analytics, with complex analytics del-
egated to external tools such as Facebook ad analyt-
ics (Baldwin-Philippi, 2017) during the parliamentary
election, which is discussed further in the later section
of this paper. It is worth exploring how Bhutan’s elec-
toral stakeholders and political parties manage and
use DIKW aspects through the lens of the Knowledge
Pyramid (Jennex, 2017; Frické, 2009; Tuomi, 1999).

3.2 Method

We used qualitative research design to analyse
archival documents and empirical electoral data, al-
beit secondary data, to provide an account of data,
analytics, and knowledge practices in Bhutan’s po-
litical data ecosystem through the lens of Knowl-
edge Pyramid (Jennex, 2017). It is worth mention-
ing that we did not conduct interviews or surveys in
the present work. The snowballing technique gath-
ered open-government electoral documents and sup-
port materials from the ECB (Election Commission
of Bhutan, 2024) and related governmental agencies.
These documents were made available on their web-
site. The Independent Verification Committee (Inde-
pendent Evaluation Committee (IEC), as per section
5.4 of Rules of Election Conduct, 2022) verifies these
documents, looking at factual accounts of political
ideologies and filtering out unfeasible promises. We
also consulted the political parties’ 4th Parliamentary
National Assembly election manifestos in Table 2 for
insights into the use of DIKW and related technolo-
gies and their implication on political activities. Like-
wise, to complement the inductive qualitative inquiry
(Thomas, 2006) with quantitative insights and under-
standings, we manually scrapped the aggregated elec-
tion result data from the ECB website2 3. Indeed, dif-
ferent data sources were central to triangulating data
and enriching the description of the democratic elec-
toral process in Bhutan with statistical facts and fig-
ures. We also gathered public social media data for
information on the profile of Bhutanese political par-
ties across various social media platforms, such as the
count of followers and type of posts during the up-
coming democratic election.

3.3 Data Analysis

We used a general inductive approach (Thomas,
2006) to analyse the open-access textual documents
and numeric polling data to provide an account of as-
pects of DIKW in the political data ecosystem and
to reflect on the data-driven democratic electoral pro-
cess of electing the 4th National Assembly member
in Bhutan. The unit of analysis (Yin, 2014) is the po-
litical data ecosystem of Bhutan. Similarly, the unit

2Results of the 4th National Assembly Elections, 2023-
2024 (primary round)— https://www.ecb.bt/declaration-o
f-results-of-the-4th-national-assembly-elections-2023-2
024/

3Results of the 4th National Assembly Elections, 2023-
2024 (general election)— https://www.ecb.bt/declaration-o
f-results-of-the-4th-national-assembly-elections-2023-2
024-general-election/
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Table 1: Documents consulted for insights into DIKW aspects in the political data ecosystem of Bhutan.

Documents Source Description

Election Act of the Kingdom
of Bhutan, 2008 ECB

Serves as the overall guiding principle for all
election-related activities, including constituency
information, nomination processes and
disqualifications, memberships and campaigning,
advertising rules, and dispute settlements

Information, Communications
and Media Act of Bhutan 2018 BICMA

Mandates the Bhutan Information Communication and
Media Authority (BICMA) to maintain the required
standards and prudent use of ICT and media facilities
and mechanisms for data sharing and protection

ECB Social Media Rules and
Regulations of the Kingdom
of Bhutan, 2018

ECB

Documents rules and regulations for political advertising,
the use of social media by the ECB and Election Officials,
mentions the period of no campaign (48 hours), and
provisions of reporting violations

Election Advertising Regulations
of the Kingdom of Bhutan, 2018 ECB

Lists out election advertising particulars, online election
advertising, the use of posters and banners, and highlights
the use of the Internet or social media only for the election
advertising

Electronic Voting Machine (EVM)
Rules and Regulations of the
Kingdom of Bhutan, 2018

ECB

Serves as a manual for the proper use of electronic voting
machines to train polling personnel and voter education,
and also outlines the procedures for safeguarding
machines and handing-taking over election materials

Strategy for the Implementation of
the Provisions Related to Election
Advertising, 2021

ECB

Provides more clarity on the implementation of the election
advertising provisions in the spirit of fairness and equality
and also specifies the extent of time and ceiling amount
allocated to the political parties for elections

Media Coverage of Elections Rules
and Regulations of the
Kingdom of Bhutan, 2021

ECB

Illustrates provisions for fair and equal access to paid
election advertising and equal allocation of broadcasting
time and space by both ECB and a political party,
including restrictions imposed on each

Rules and Regulations on Content BICMA
Outlines the content specifics to empower content
providers and ensure accountability and encourage
creativity and innovation

Rules and Regulations on ICT
Facilities and Services in Bhutan BICMA

Informs the general public of ICT facilities and services
available and protocols/eligibility to obtain licenses for
providing such facilities

e-Governance Policy for the
Royal Government of Bhutan

GovTech
Agency

Aims to leverage existing and emerging information
technology for increasing competitiveness, enhancing
productivity, and improving service delivery through
online services and sustainable governance

of observation is the different information technolo-
gies and related techniques used by various electoral
stakeholders and political actors to manage and use
DIKW for the democratic electoral process. Since a
democratic election is a high-stakes task, aspects of
the electoral processes and associated data in Bhutan
are well documented in the election-related acts, poli-
cies, and guidelines (Table 1). Thus, data sources for
this study are analysis-ready for in-depth insights into
the intricate dynamics of humans, technologies, and
DIKW in the political data ecosystem. All the docu-

ments were closely read and analysed (Thomas, 2006)
to explicate the phenomenon (Yin, 2014)—that is, the
use of DIKW aspects among electoral stakeholders
and political actors to facilitate the democratic elec-
toral system in Bhutan. In doing so, the current work
upholds the rigour and trustworthiness of a qualita-
tive study (Yin, 2014; Nowell et al., 2017). Through
the perspective of the Knowledge Pyramid (Jennex,
2017; Tuomi, 1999), we zoom in on how data ema-
nating from the political space is managed, analysed,
and turned into information, knowledge, and wisdom
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among electoral stakeholders and political actors. We
performed qualitative coding (only open code) of the
data set for information on action patterns and DIKW
flows in Bhutan’s political data ecosystem. In order
to consolidate our analytic output, a flow chart was
used to model the complex DIKW-driven interplay of
human, technological, and organisational actors in the
democratic electoral process in Bhutan.

4 FINDINGS

4.1 Political Data Ecosystem of Bhutan

The open-access documents and aggregated polling
data (primary and general elections) from the ECB
are infused with valuable information to examine the
data-driven democratic electoral process in Bhutan.
In fact, the activities of electoral stakeholders and po-
litical parties are well documented by capturing the
subtleties of the electoral process, from the announce-
ment of the upcoming National Assembly election
to declaring primary and general election results and
confirming the ruling and opposition parties. This
end-to-end democratic electoral process is informed
by various data such as party information, candidate
profiles, polling data, and election results. Table 2
provides an overview of the registered political par-
ties, the 2023-2024 National Assembly election re-
sults, and the use of various information technolo-
gies in the political data ecosystem. The collation,
analysis, and interpretation of electoral data in the
third and fourth columns and last row of the table
are performed by stakeholders at ECB. The gathering
of the polling data and corresponding rigorous ana-
lytics to transform data into higher elements of the
Knowledge Pyramid, namely information (such as as-
pects of the respective constituency) and knowledge
(such as electoral trends and patterns), of the 4th Na-
tional Assembly general election can be viewed else-
where (https://www.ecb.bt/geresults2024/). Re-
garding the wisdom aspects of the Knowledge Pyra-
mid, upon rigorous analysis of electoral results and
methodical assessment of the situation, the electoral
stakeholders in Bhutan work on tasks of ensuring that
the Bhutanese society has a new government and an
opposition party, as illustrated in Figure 1.

Social media platforms have a significant impact
on the political data ecosystem (Bennett and Lyon,
2019; Baldwin-Philippi, 2017). The political par-
ties in Bhutan recognise the opportunities afforded
by social media platforms, albeit wary of the down-
side of such tools on democracy. Bhutanese political
parties use social media, such as Facebook, What-

sApp, and Messenger, extensively for crowdsourc-
ing information on political activities, collecting con-
structive feedback on pledges, and gathering knowl-
edge of community needs. For instance, during the
4th National Assembly election, the BTP conducted
election-related ad campaigns on Facebook (Baldwin-
Philippi, 2017). Meta Ad Library automatically cal-
culates values for metrics such as platform (Facebook,
Instagram, and Audience Network), categories (social
issues, elections or politics), ad audience size, amount
spent, impressions, gender, and location. The merit of
such tools is that ad delivery information is presented
well in a digestible format (in summaries, charts, and
graphs), such as the ‘Impressions’ of the official BTP
Facebook page was 700K–800K. The post mainly ap-
peared in social media posts and feeds of people in
Thimphu dzongkhag 4 (37%) and mostly covered peo-
ple aged 18-445—that is, the digital ads of BTP was
displayed on Facebook users in the aforementioned
region and demography (see microtargeted Facebook
ads in Baldwin-Philippi, 2017, p. 629). Similarly, the
political parties also use Kuensel’s6 Facebook page
for digital ads during the democratic election.

Additionally, from our lived experiences of demo-
cratic election reality in Bhutan, political parties
use insights assembled from social media for micro-
targeting (Bennett and Lyon, 2019), albeit rudimen-
tarily, through personalised text messages for poten-
tial electorates, audio chats in social media groups,
and emails to potential individual electors (Papakyri-
akopoulos et al., 2018). All these activities to lever-
age social media for political endeavours are guided
by the ECB’s in-house social media policy (Election
Commission of Bhutan, 2018). The policy also stip-
ulates that if the security level of social media plat-
forms and access privilege of the desired information
is uncertain, persons with a stake in the electoral pro-
cess should not share confidential information on such
tools. Considering literacy aspects of potential elec-
tors and other factors such as geography, Bhutanese
political parties generally prefer Facebook posts on
political activities, expressly or implicitly gathering
information and knowledge for political ends. They
or their party workers are also active across social
media groups for insights into and synthesis of the
political debates and discussions among group mem-
bers on needs and demands in the community. In a

4Dzongkhag means a district in Dzongkha language
5BTP conducted an ad campaign on Facebook during

the 4th National Assembly Election in Bhutan—https://ww
w.facebook.com/ads/library/?active status=all&ad type=al
l&country=ALL&view all page id=101216219504499&
search type=page&media type=all

6Kuensel is the national newspaper of Bhutan
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Table 2: Overview of the political parties that contested in the 4th National Assembly election in Bhutan.

Political Party Political Slogan Primary
Election*

General
Election+

Remark
(Use of

data analytics,
social platforms,

and other
technologies)

Bhutan Tendrel
Party (BTP)
(Founded:
November 2022)

Your Voice, Your Hope
61,331

(19.58%)

Votes—

147,123 (45.02%)

17 (Opposition)

Conducted ad campaigns
related to social issues,
elections, or politics on
Facebook; 31K followers
on Facebook; 18
followers on X (formally
Twitter); and 132
followers on Instagram

Druk Nyamrup
Tshogpa (DNT)
(Founded:
20 January 2013)

Putting Nation First
41,106

(13.12%)

41K followers on
Facebook, 5.8K+
followers on X, and 52
followers on Instagram

Druk Phuensum
Tshogpa (DPT)
(Founded:
25 July 2007)

Economic Prosperity
and Social Well-being;
Development with
Equity and Justice

46,694
(14.91%)

8.9K followers on
Facebook and 1.6K+
followers on X

Druk Thuendrel
Tshogpa (DTT)

(Founded:
2 May 2022)

Sunomics: Buddhist
Capitalism with the
spirit of GNH

30,814

(9.83%)

34K followers on
Facebook, no X account,
and 459 followers on
Instagram

People’s Democratic
Party (PDP)

(Founded:
24 March 2007)

For a Better Drukyul.
The Promise we will
Deliver.

133,217

(42.53%)

Votes—179,652
(54.98%)

30 (Ruling party)

Maintains an active
political party website
—https://pdp.bt,
61K followers on
Facebook, 7.3K+
followers on X, and
117 followers on
Instagram

*: Eligible Voters—497,058; Total Votes—313,162; Voter Turnout—63% (EVM: 195,719; PB: 117,443)
+: Eligible Voters— 498,135; Total Votes— 326,775; Voter Turnout— 65.6% (EVM—218,273; PB—
108,502)

sense, Bhutanese political parties use social media as
an information-eliciting and knowledge-building plat-
form.

4.2 Data Practices Among Political
Stakeholders

Bhutan’s electoral stakeholders and political parties
manage data and associated knowledge for various
political activities. Figure 1 illustrates a flow chart
of the recurrent action patterns in the electoral pro-
cess of political parties filing to contest in the up-
coming democratic election at the ECB through the

primary and general rounds of casting votes to the
declaration of results to the formation of ruling and
opposition parties. The data, that is, votes from
EVM and postal ballots, is consolidated by follow-
ing schema and parameters developed by ECB (see
Fig 5.1 in Election Commission of Bhutan, 2013, p.
16). ECB gathers massive amounts of data during
the election period, such as party registration, elec-
torate registration, and in-country or overseas postal
ballot voters. They also maintain an information sys-
tem (https://dramig.ecb.bt/membership/check) for
registering political party members. The party mem-
bers can use the system to check their membership
status. If it is valid, the system displays information
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about their political affiliation. ECB also has a web-
based system (https://berms.ecb.bt/enrollment/check)
whereby electorates can check their enrolment sta-
tus to vote in the upcoming democratic election. In
Bhutan, voting is not compulsory, and the electoral
system does not permit proxy voting. If an electorate
wants to cast a vote via postal ballot (in-country or
overseas), the system records the details of elector in-
formation and allows changing postal addresses based
on the voters’ choice.

The political actors of Bhutan now recognise the
importance of tapping the value of data generated in
the political data ecosystem. It is evident from their
campaign activities and manifesto document that they
perform analytics of data on socioeconomic develop-
ments in Bhutan, such as descriptive statistics and fig-
ures, to inform campaign activities, drive decision-
making, and develop party pledges. Such activities
are consistent with Bennett and Lyon (2019) that all
modern democratic election campaigns use data. The
website of some political parties has a feature that al-
lows potential electors to join as party members. For
example, the PDP’s website has a ‘Join Us’ feature.
It asks for CID, name, contact no, gewog (county),
and dzongkhag. After entering this information, the
system automatically fetches the name of the party
candidate in the constituency of an elector. In ef-
fect, such activities are instances of using information
technology, such as voter relationship management
system (Bennett and Lyon, 2019), and DIKW aspects
for informational canvassing and steering political
campaigns through targeting and testing (Baldwin-
Philippi, 2017). Similarly, the DTT’s website uses
cookies to track web traffic and click streams, which
could be used to analyse the digital footprint of po-
tential electors. The actions and dealings with data
suggest that the political parties expressly or implic-
itly elevate data gathered from democratic politics to
the higher elements of the Knowledge Pyramid (Jen-
nex, 2017). However, since democracy in Bhutan is
relatively embryonic, the analytical maturity of polit-
ical parties is rather low in that no political parties use
complex data analytics technologies to analyse polit-
ical data for building predictive models or scoring to
target voters during the democratic election (Bennett
and Lyon, 2019).

4.3 DIKW in the Political Data
Ecosystem

The data-driven democratic electoral activities of the
political actors indicate how they deal with the DIKW
elements of the Knowledge Pyramid (Jennex, 2017).
The strategy to manage knowledge in the data ana-

lytics processes is a critical success factor (Jennex,
2017) as it has implications on exploiting DIKW for
campaign activities and decision-making, such as in-
sights into electorate voting (EVM and postal ballot)
pattern and election trend analysis. Fig. 1 illustrates
the interplay and dynamics of various sociotechni-
cal actors during the democratic electoral process in
Bhutan. It also embodies a complex exchange of
DIKW among numerous stakeholders, such as the
ECB, political parties, and the Office of the Returning
Officer. Data such as manifesto documents for reg-
istration to contest in the election, primary and gen-
eral round polling day data, and comprehensive data
of the electorate are generated, managed, communi-
cated, and used during the democratic election period.
The political parties also bootstrap available resources
and technologies to gather, manage, and turn data into
higher elements of the Knowledge Pyramid (see Ta-
ble 2). For instance, they use websites, social me-
dia, and other information systems to manage and op-
erationalise DIKW in Bhutan’s political data ecosys-
tem. Their social media posts of the political activities
during the upcoming election, such as photos from
community zomdu (translates to inclusive decision-
making) and updates on personal meetings with party
workers in the 47 constituencies, also illustrate that
the predominant method that political parties use for
gathering aspects of DIKW is in-person campaign-
ing or door-to-door canvassing (Dommett et al., 2023;
Baldwin-Philippi, 2017; Bennett and Lyon, 2019).

Furthermore, polling day is one instance where
data must be as accurate as possible; otherwise, it
would endanger the democratic electoral process. The
demographic information of electorates is carefully
vetted through the voter identity card at the 809
polling stations. ECB follows first-past-the-post vot-
ing, where the voter votes for a single candidate, and
the candidate with the maximum votes wins the elec-
tion. On the polling day of the primary and general
elections (Fig. 1), data from 47 constituencies and
809 polling stations across the country are transferred
to the Department of Election of ECB for tallying
the votes. The stakeholders in the department collate,
analyse, and add meaning and context to the polling
day data, which is an instance of dealing with ele-
ments of the Knowledge Pyramid (Jennex, 2017). For
example, analysis of the polling data from the primary
round is used to declare the winning and runners-up
parties where they are eligible to participate in the
general election to form the government, as illustrated
in Fig. 1. Overall, the flowchart captures the logic
of how democratic election decisions are made in the
primary and general rounds to form the ruling and op-
position parties. These recurrent action patterns in the
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Figure 1: Dynamics and flow of DIKW in Bhutan’s democratic electoral process.

flow chart every five years require electoral stakehold-
ers and political parties to wrestle with DIKW tire-
lessly in the political data ecosystem of Bhutan.

5 DISCUSSION

5.1 DIKW-Driven Political Data
Ecosystem

Considering the considerable influence of and dis-
courses on data and analytics during the democratic
election (Papakyriakopoulos et al., 2018; Baldwin-
Philippi, 2017; Bennett and Lyon, 2019), electoral
stakeholders and political actors must determine the
actual and potential value of DIKW and its implica-
tions on political activities. Moreover, understanding
DIKW (Jennex, 2017; Tuomi, 1999) would avoid du-
plicative efforts and ease the extraction of the value of
data (Micheli et al., 2020) emanating from the politi-
cal data ecosystem. It is also timely for the nascent

political data ecosystem in emerging democracies,
such as Bhutan, to determine barriers and opportu-
nities to share and use political data for facilitating
democratic election and avoid issues of information
asymmetry (Mittelstadt et al., 2016)—that is, unequal
distribution of or access to information. Indeed, doing
so would enrich the open data attitude and culture in
the political space, especially exploring possibilities
for DIKW sharing and reuse among political actors.
Furthermore, individuals entrusted with data analytics
among political parties should conceive data-driven
politics-related activities in terms of DIKW. Political
parties with resource constraints need more technical
know-how to perform complex data analytics and use
analytical results to manage campaign activities and
target electors during democratic election campaigns
(Bennett and Lyon, 2019; Baldwin-Philippi, 2017).
In Bhutan, given the smallness of the constituencies,
geographic-based electoral targeting is a predominant
method among political parties for voting intelligence
of potential electors. They also gather DIKW of po-
tential wins for their candidates in certain strongholds
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through their party workers as information conduits,
albeit surprises are not uncommon during elections.

The political data ecosystem needs a systematic
approach to managing the DIKW elements of the
Knowledge Pyramid (Jennex, 2017; Frické, 2009).
For instance, a contextual framework to manage
DIKW (Jennex, 2017) is essential to facilitate the
frictionless flow of data within political parties for
decision-making and campaign activities (see Nissen,
2002 on the relational link between data, information,
and knowledge). Likewise, electoral stakeholders and
political parties must know what DIKW is needed and
where it is available. Hence, providing support sys-
tems, such as developing capabilities for acquiring
data from different sources and subsequent transfor-
mation into the higher levels of the Knowledge Pyra-
mid (Jennex, 2017), is also crucial to tap the value of
data emanating from various sources. Moreover, a co-
herent and reliable DIKW will positively affect elec-
toral activities, such as DIKW-informed, analytics-
driven, and cost-effective campaign activities (see Ta-
ble 6 in Dommett et al., 2023). Additionally, mecha-
nisms should be in place to protect DIKW from imi-
tation by others (Gelhaar and Otto, 2020), which calls
for proper inventorying of DIKW in the political en-
vironment (see Miller and Mork, 2013 on data in-
ventory) to avoid the risk of accumulating ineffective
DIKW and mistargeting electors. Regarding voter
analytics and political micro-targeting (Bennett and
Lyon, 2019), clear legislation is fundamental about
the ethics and legitimacy of using electorate data and
related databases for data analytics to shape politi-
cal campaigns and inform decision-making (Dommett
et al., 2023; Baldwin-Philippi, 2017). In Bhutan’s
context, some safeguards, such as acts, policies, and
guidelines, as summarised in Table 1, are in place to
deal with the misuse of so-called political technolo-
gies (Ruppert et al., 2017) during the democratic elec-
tion.

5.2 Knowledge Management in the
Political Data Ecosystem

The complex interplay of various individuals, organ-
isations, and institutions is fundamental for foster-
ing the growth of an ecosystem (Gelhaar and Otto,
2020) and creating and sharing knowledge. Thus, it is
crucial to ensure that tacit (experiences and insights)
and explicit knowledge (knowledge formalised and
codified in electronic systems) (Choo, 1996; Non-
aka, 2007; Nissen, 2002) is used effectively and ef-
ficiently in the political data ecosystem. For example,
in Bhutan, the ECB gathers political documents (such
as manifestos, charters, and party membership) and

polling data and accordingly shares them on its web-
site. Political parties could explore opportunities to
encourage knowledge sharing and use through collab-
oration with other parties. It would provide an avenue
to exchange services whereby political actors share
and exchange skills, capabilities, and knowledge that
benefit each other. Some political data have a short
shelf life in that data value decays over time (Nam-
gay et al., 2023; Lee, 2017). Hence, political actors
must also deal with boundary paradox (Quintas et al.,
1997), where boundaries should be open for DIKW
flow among the relevant stakeholders, but at the same
time, political parties also have to protect and nurture
their DIKW and intellectual capital. Quintas et al.
(1997) argue,‘It is upon the dynamic preservation of
the latter [protect and nurture knowledge base and in-
tellectual capital] that survival depends.’

The issue in the political data ecosystem is how
to manage knowledge using effective and efficient
technologies, which tools and techniques to use for
managing DIKW, and what DIKW related to politics
is needed for decision-making and campaign activi-
ties. Moreover, knowledge generation and applica-
tion is a cyclical process, which alludes to the critique
of knowledge hierarchy (Frické, 2009; Tuomi, 1999;
Jennex, 2017). It costs resources, effort, and time to
analyse data and turn it into knowledge. Therefore,
it is imperative to have a practical plan or strategy
to deal with and work on DIKW Jennex (2017), es-
pecially knowledge in the political data ecosystem,
such as identifying metrics for managing and gaug-
ing DIKW. If there is shareable data by de-identifying
certain attributes, such as personally identifiable in-
formation, stakeholders such as ECB and other gov-
ernmental organisations should share it with political
parties. Doing so prevents the political parties from
performing needless tasks such as setting up infras-
tructures to collect and analyse data for insights and
knowledge. It is also imperative to incentivise po-
litical parties to use data analytics and foster a cul-
ture of sharing and using knowledge (Wang and Noe,
2010), albeit for sociopolitical good. Otherwise, in
emerging democracies with limited resources, mobil-
ising data and analytics at scale for political ends is
resource intensive, and inaccessibility to rich DIKW
risks data-driven democratic politics favouring estab-
lished political parties (Bennett and Lyon, 2019) with
means to use complex political technologies and em-
ploy human resources to manage aspects of DIKW in
the political data ecosystem.
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5.3 Contributions, Limitations, and
Future Work

This study contributes to the literature on knowledge
management via insights into DIKW aspects (Jennex,
2017; Tuomi, 1999) in the political data ecosystem of
emerging democracies that use data and analytics for
political activities. We answer the call by Dommett
et al. (2023) for exposition on data practices in demo-
cratic elections in different countries and contexts, es-
pecially ‘less US-centric studies’. The present work
also contributes to the discourse on the evolution of
the nascent body of knowledge on the political data
ecosystem. It is also timely for researchers inter-
ested in data-driven politics (Bennett and Lyon, 2019;
Baldwin-Philippi, 2017) to rethink how the Knowl-
edge Pyramid elements (Jennex, 2017) are managed
and used in the political space. The study likewise
augments the theory and praxis of the Knowledge
Pyramid in research. Regarding implications for data
stakeholders as well as policymakers, this study pro-
vides a platform to reflect on their current data prac-
tices from the frame of the Knowledge Pyramid (Jen-
nex, 2017; Tuomi, 1999; Frické, 2009) to unlock the
actual and potential value of data emanating from
the political data ecosystem. The in-depth descrip-
tion of facets of and relational links between DIKW
also sheds light on how political actors can administer
data-driven electoral processes and manage knowl-
edge for decision-making and campaign activities.

We acknowledge that this study has some limi-
tations. The current research is based on a country
where democracy is not even two decades old. Like-
wise, the present work only used open-access gov-
ernmental documents and aggregated polling data to
provide an account of the political data ecosystem
from the perspective of the Knowledge Pyramid (Jen-
nex, 2017). The subjectivity of the DIKW elements
of the Knowledge Pyramid (Frické, 2009) could also
affect the interpretations of the findings and discus-
sions in the present work. An area worth exploring is
using empirical data such as interviews and surveys
to examine data-driven democratic political activities
via the lens of the Knowledge Pyramid. Another re-
search direction is algorithmic processes that under-
lie the data analytics systems in political technolo-
gies, namely the handling of sensitive electorate data.
Moreover, insights into the suggested study will illus-
trate how individuals, political actors, and institutions
in other countries manage and use different facets of
data for electoral and political activities without com-
promising privacy and security.

6 CONCLUSION

In this paper, we analysed Bhutan’s political data
ecosystem through the lens of the Knowledge Pyra-
mid to examine the dynamics of DIKW generated
in the political data ecosystem to facilitate demo-
cratic electoral activities and political campaigns. The
democratic electoral process of the 4th National As-
sembly Election in Bhutan was unpacked for insights
into the practices of transforming data into higher
levels of the Knowledge Pyramid. In Bhutan, the
electoral stakeholders and political parties deal with
DIKW on a relatively small scale and with varying
infrastructural complexities. The political parties use
websites, information systems, and social media to
manage aspects of DIKW, facilitate decision-making,
and administer campaign activities. However, con-
sidering the nascency of democracy in Bhutan, no
extensive data technologies or human resources are
employed to harness the actual and potential value
of data generated in the political space. In this re-
gard, electoral stakeholders and political actors could
explore opportunities to adopt robust data analytics
technologies and knowledge management infrastruc-
ture to manage DIKW emanating from the political
data ecosystem. This study advances the literature
on knowledge management through a fine-grained ac-
count of the democratic election in a country expe-
riencing the significant effect of political technolo-
gies to turn political data into higher elements of the
Knowledge Pyramid for various ends in the political
world.
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Abstract: Learning design (LD) have been a prominent topic in the academic community for many years. It aims at 
planning and organizing learning activities and resources to promote learning process and engage students in 
achieving learning outcomes. Learning analytics (LA) has matured in the education field and developed a 
strong connection with learning design. Learning analytics provides valuable insights to inform learning 
design decisions, while learning design serves as a means to turn learning analytics results into actionable 
strategies. Their alignment completes the big picture for enhancing teaching and learning. Despite numerous 
studies proposing means to support LD/LA and their alignment, both fields still face many challenges due to 
the lack of a consolidated framework for reflecting on the various types of knowledge essential for LD/LA. 
This paper aims at proposing a comprehensive framework, named EduP (Education-Domain-User-
Pedagogy), that supports LD/LA by leveraging different types of knowledge. The main contributions of the 
framework include a knowledge model and an insight engine. The knowledge model helps clarify essential 
components for LD/LA and their relationships, while the insight engine addresses how this knowledge is 
accessible to teachers in the context of LD/LA. A brief discussion on the implications and future research is 
also presented.  

1 INTRODUCTION 

Our research focuses on the multidisciplinary aspects 
of learning design and learning analytics, and their 
alignment within a framework that supports them by 
leveraging knowledge-based solutions.  

Learning Design (LD) has been a prominent 
topic in the academic community for many years. LD 
focuses on creating and refining learning scenarios, 
i.e., which consist of a sequence of learning activities 
and resources to engage learners in achieving specific 
learning outcomes (Koper & Bennett, 2008). 

The creation of these scenarios is based on various 
pedagogical strategies (e.g., preparing activities and 
resources for problem-based learning differs from 
those used in inquiry-based learning). Many studies 
have been conducted to assist teachers in creating 
effective learning scenarios through various means, 
such as editing tools (Celik & Magoulas, 2016; Pozzi 
et al., 2020), modeling languages for specifying 
learning scenario elements (Botturi & Stubbs, 2008), 
or pedagogical design patterns (Eyal & Gil, 2020). 
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Learning Analytics (LA) is another area of 
interest in educational science, focusing on 
collecting, processing, and mining educational data to 
generate insights that support educational decision-
making (Hernández-de-Menéndez et al., 2022; C. 
Romero & Ventura, 2020). With the advent of 
advanced data analytics tools and methods, learning 
analytics (LA) has emerged as a powerful tool for 
analyzing educational data to enhance learning and 
teaching (Mangaroska & Giannakos, 2019).  

Many researchers in the analytics field focus on 
developing learning analytics dashboards to visualize 
learner performance and progression (Susnjak et al., 
2022). Others concentrate on identifying associations 
within learning data to discover new insights, such as 
predicting dropout rates or identifying at-risk learners 
(Ouyang et al., 2023; Ramaswami et al., 2023). 
Another area of interest is personalization, which 
aims to provide learners with appropriate activities 
and resources based on their learning contexts (Chatti 
& Muslim, 2019; Romero et al., 2019). 

Learning design and analytics have matured in 
their respective fields. However, these two topics 
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have a strong convergence. Learning analytics 
provides valuable insights to inform learning design 
decisions. On the other hand, learning design serves 
as a means to turn learning analytics results into 
actionable strategies (Mangaroska & Giannakos, 
2019). Together, these two fields offer a 
comprehensive approach to improving teaching and 
learning activities. As a result, a significant number 
of studies focus on the alignment of learning design 
and learning analytics (Ahmad et al., 2022; Bakharia 
et al., 2016). 

Despite the numerous studies on proposing means 
to support LD/LA and their alignment, both fields still 
faces many challenges. The first challenge involves 
elaborating learning scenarios, which requires 
teachers to have a strong understanding of both 
pedagogical principles and learning domains, as well 
as how to integrate them effectively (Schmitz et al., 
2017). A significant number of teachers lack this 
knowledge, which limits their ability to design 
effective learning scenarios (Lui & Bonner, 2016; 
Tatto et al., 2020). Therefore, developing learning 
scenarios remains a challenging task for teachers that 
requires additional support (Vu & Tchounikine, 
2021). The second challenge involves the lack of a 
consolidated framework for learning analytics, which 
prevents data from being interpreted meaningfully. 
This makes it difficult to derive actionable insights 
from the data, thereby complicating their effective 
application to enhance teaching and learning (Ahmad 
et al., 2022). 

To address these challenges, this study aims to 
propose a comprehensive framework, named EduP 
(Education-Domain-User-Pedagogy), that supports 
learning design and analytics by leveraging different 
types of knowledge, such as pedagogical knowledge 
and learning domain knowledge. The framework also 
focuses on ensuring that this knowledge is accessible 
to teachers in the context of learning design and 
learning analytics.  

To propose such supportive tools, knowledge 
should be clarified and structured efficiently. 
Additionally, to provide a consolidated framework, 
all stages—from collecting and organizing data to 
importing it into the knowledge base, to exploiting 
and disseminating the knowledge to teachers—
should be well-defined.  Ontologies, which provide 
formal representations of domain concepts and serve 
as powerful reasoning tools, are essential for 
structuring knowledge (Vu et al., 2023). The state-of-
the-art reveals numerous types of ontologies for 
modeling learning activities, learning outcomes, 
learning domain knowledge, learner profiles, or 

generic ontologies that can be applied across various 
domains (Rahayu et al., 2022; Wang & Wang, 2021).  

In the subsequent sections, the paper presents in 
more detail an ontology-based framework for LD/LA. 
These sections are organized as follows. Section 2 
presents the methodology adopted to target the 
objectives of this study. Section 3 introduces related 
works by first providing a brief summary of essential 
topics on knowledge modeling and exploiting in 
education, followed by a review of the state-of-the-art 
research in these areas. Section 4 clarifies the first 
output of the paper, which is the definition of 
essential knowledge types that assist in LD/LA. 
Section 5 introduces a knowledge structure to 
organize these knowledge types as the second output 
of the paper. Subsequently, Section 6 provides a 
method/process for discovering this knowledge 
through the use of a reasoning engine as the last 
output of the paper. Section 7 focuses on the 
validation of the propsed framework through some 
real-world scenarios in higher education. Finally, 
Section 8 concludes by the implications and 
limitations of the study and suggests directions for 
future research.  

2 METHODOLOGY 

This section outlines a methodology based on the 
Design Science Research (DSR) methodology to 
conduct the research presented in this paper (Dresch 
et al., 2015). DSR emphasizes the creation of 
innovative artifacts to solve specific problems.  

DSR’s artifacts can be: constructs providing 
fundamental concepts for describing a specific 
problem and its solutions; models linking the 
constructs in a real-world situation; methods 
providing guidelines/processes for solving problems; 
and instantiations demonstrating how the theoretical 
constructs, models, and methods can be applied in 
practice (Peffers et al., 2007).  

This research aims at proposing a knowledge-
based framework for enhancing learning design and 
analytics (EduP Framework). The artifacts for the 
framework are created through the following phases. 

Problem Identification. This phase focuses on 
identifying the research questions to be addressed for 
building EduP framework. Two key questions are 
identified: RQ#1: What types of essential knowledge 
can support learning design and analytics? And 
RQ#2: How can the knowledge be elaborated and 
used effectively? 

Solution Definition. This phase defines the 
objectives of a solution to solve the identified 
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problem, which requires the EduP framework: define 
essential knowledge types in LD/LA and determine 
effective methods for reasoning and disseminating 
this knowledge. To define these objectives, a brief 
literature review is conducted to summarize the 
current state-of-the art in knowledge modeling and 
reasoning for the education sector. 

Design and Development. This phase involves 
creating EduP artifacts. These artifacts are classified 
in constructs, models, methods, and instantiation, 
according to DSR methodology (Peffers et al., 2007). 
 EduP Constructs and EduP knowledge model 

are proposed to address RQ#1. The constructs 
define key knowledge components in LD/LA, 
while the knowledge model outlines how these 
components are related to one another. 

 EduP Insight Engine is proposed as a 
method/process within the framework to 
response to RQ#2. The method defines 
multiple modules for representing, elaborating, 
and reasoning about knowledge, aiming to 
generate insights in LD/LA. 

 Two Instantiations are also created to validate 
the framework in a subsequent phase. The first 
one is an ontology based on EduP knowledge 
model. The second one is a web-based reasoner 
built upon EduP insight engine. The reasoner 
serves as a prototype for reasoning with the 
created ontology through a simple interface. 

Demonstration and Evaluation. This phase 
involves validating the proposed framework in real-
world situations. The ontology and web-based 
reasoner developed in the previous phase are used to 
address various case studies in the higher education 
context.  

3 RELATED WORKS 

This section provides an overview of current research 
on ontology-based solutions for knowledge modeling 
and reasoning in education, addressing both the 
structural and behavioral aspects of these solutions. 

3.1 Structural Aspect 

The structural aspect focuses on the types of 
knowledge represented in ontologies. An ontology is 
a specification that defines concepts within a domain 
and their relationships in a structured, formal, and 
explicit manner (Gruber, 1993). In education, an 
ontology is defined as “a system of primitive 
vocabularies/concepts for constructing a tutoring 
system” (Mizoguchi et al., 1996). In technology-

enhanced learning, ontologies are considered 
effective tools for modeling the learning and teaching 
domain due to their formal expressiveness, support 
for sharing, and reasoning capabilities. 

In General, ontologies can be used to model a 
wide variety of information types. The classification 
of these ontologies can follow different criteria, such 
as their levels of abstraction (domain-independent 
and domain-specific ontologies) (Guarino et al., 
2009), their intentions (domain ontologies modeling 
a target domain, task ontologies modeling generic 
problems and their solutions, and application 
ontologies dedicated to activities within a specific 
application), (Al-Yahya et al., 2015; Mizoguchi et al., 
1996). From the perspective of smart systems, 
ontologies can be classified in five major types: 
ontologies for modeling generic concepts across 
domains, domain ontologies, user ontologies, context 
ontologies, and merged ontologies combining 
multiple ontology types to provide a comprehensive 
reasoning (Chimalakonda & Nori, 2020; Vu et al., 
2023). 

In Education, most ontologies are domain 
ontologies, which are used to describe the concepts of 
specific learning domains such as mathematics, 
physics, and programming (e.g., Iatrellis et al., 2019; 
Lalingkar et al., 2014; Ramesh et al., 2016). Other 
research also focuses on modeling pedagogical 
elements such as curriculum/syllabus, learning 
scenarios, learning activities, and outcomes 
(Hyunsook & Jeongmin, 2016; Katis et al., 2018; 
Reynolds et al., 2023). Learner profiles specifies user 
data such as user profiles, interest, needs; which is 
typically employed for learning recommendations 
and personalization (e.g., Pelap et al., 2023; Romero 
et al., 2019). Context ontologies are another type that 
emerged with the evolution of smart systems, 
supporting retrieving the most relevant knowledge, 
according to a specific learning context (Aguilar et 
al., 2018; Cabrera et al., 2017; Ouissem et al., 2021; 
Perera et al., 2014).  

3.2 Behavioral Aspect 

The behavioral aspect examines the processes and 
methods used to develop and reason with knowledge. 
This involves two key components: elaboration and 
reasoning.  

Elaboration, also known as ontology building, 
involves the extraction of data and its integration into 
a predefined knowledge model or ontology structure, 
as outlined in the structural aspect. which can be done 
manually, semi-automatically, and automatically. 
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Manual approaches are performed by domain 
experts who analyze the specific domain, annotate 
data, and manually integrate it into an ontology 
structure (e.g., Verdú et al., 2017). This method is 
costly and prone to errors, especially with large 
datasets. However, human interaction and expert 
domain analysis can ensure the rationality of the 
extracted data, which is essential for complex 
domains such as education. 

Automatic approaches employ natural language 
processing (NLP), data mining, or machine learning 
algorithms to extract information from unstructured 
data, such as text, and integrate it into an ontology 
structure without human intervention (e.g., Aguilar et 
al., 2018; Lacasta et al., 2018; Wei & Shao, 2022). 
These methods facilitate efficient and cost-effective 
knowledge extraction from large datasets. However, 
the absence of expert monitoring can lead to the 
generation of knowledge that may be unreasonable or 
inaccurate within the domain. 

Semi-automatic approaches involve both domain 
experts and algorithms (e.g., (Cano-Benito et al., 
2021; Chang et al., 2020; Ghazal et al., 2020; T. M. 
H. Vu & Tchounikine, 2021)). Several parts of the 
process are performed or supervised by experts, while 
others are carried out by algorithms. These 
approaches benefit from AI techniques to automate 
part of the extraction process, while also leveraging 
the collaboration with domain experts to minimize the 
risk of constructing an incomplete or potentially 
incorrect knowledge base 

The second key component of the behavioral 
aspect is reasoning. The purpose of reasoning is to 
derive insights, make inferences, and effectively 
utilize the knowledge within ontologies to address 
issues and answer questions. This can be done 
through various methods such as query languages, 
built-in reasoners, and user-defined inference rules 
and algorithms.  

Ontology query languages and built-in reasoners 
are typical solutions for ontology-based reasoning. 
The most widely used ontology query language is 
SPARQL, which provides a formal syntax for 
extracting and manipulating data within ontologies 
(e.g., Lacasta et al., 2018; LeClair et al., 2022; Wen 
et al., 2022). Another solution involves using built-in 
reasoners such as HermiT and Pellet, which are 
integrated into ontology editors like Protégé (e.g., 
Andrade et al., 2019). The reasoners enable automatic 
deduction and consistency checking. However, these 
approaches have a limitation: they require additional 
interfaces to be user-friendly, as query languages and 
the Protégé interface are too complex for non-
technical users. 

Another common solution involves using human-
defined rules to discover knowledge from ontologies 
(e.g., Bensassi et al., 2019; Ghazal et al., 2020; L. 
Romero et al., 2019) or proposing custom solutions 
and algorithms tailored to specific applications and 
purposes (e.g., Demaidi et al., 2018). These 
approaches can be resource-intensive, requiring 
significant input from experts to define rules and 
program algorithms, and may not fully leverage the 
inherent benefits of ontology support. 

3.3 Research Gap Identification 

From a brief summary and analysis of related works, 
we have identified several research gaps that 
highlight the motivation behind our research and 
provide a clear direction for how our work can 
address the current limitations in the existing 
literature. These limitations are outlined as follows. 

There is Insufficient Focus on Aligning 
Multiple Ontologies to Enhance Teaching and 
Learning. Improving LD/LA requires teachers to 
have a strong knowledge not only in their specific 
teaching domain but also in pedagogical strategies to 
create effective learning scenarios. Aligning these 
ontologies should be clearly defined and integrated 
into a unified framework that can holistically 
facilitate their implementation and application in 
LD/LA. 

There is a lack of user-friendly tools for 
utilizing knowledge from the end-user perspective. 
Numerous types of ontologies have been proposed, 
but we still lack an efficient means to deliver the 
knowledge contained within these ontologies to users. 
Current methods do not pay enough attention to 
bridging the gap between the complex, structured 
data within ontologies and the practical, accessible 
insights needed by end users. This highlights a 
critical need for developing user-friendly interfaces 
and tools that can facilitate the efficient extraction 
and application of knowledge from ontologies. 

There is a Lack of a Unified Framework That 
Incorporates a Knowledge-Based Approach to 
Promoting LD/LA. Such a framework would 
facilitate a more cohesive and systematic application 
of ontological principles and could serve as a 
blueprint for the future conception and development 
of these services. The framework needs to encompass 
all phases, from collecting data and integrating it into 
knowledge bases to delivering the knowledge 
effectively to end users through efficient means.  
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4 KNOWLEDGE COMPONENTS 

This section introduces EduP constructs in detail to 
clarify the key knowledge components involved in 
knowledge-based learning design and analytics.  

These constructs are organized into a multi-level 
structure to facilitate reusability and future extension. 
The abstract level adopts the 5W1H model (who, 
what, why, when, where, and how) as proposed by 
(Jang & Woo, 2012). This model enables general 
reasoning to anwser the question such as “who 
achieves what in which context (when, where)?”. 

Inherited from the abstract level, concepts at 
lower levels are tailored specifically to the education 
sector. This level encompasses three core knowledge 
types in a KB-based LD/LA framework: pedagogical 
knowledge (learning goal, learning outcome, learning 
level, activity); learning domain knowledge (topic); 
users (individual learner, group). Additionally, 
contextual knowledge is defined to facilitate 
connections among these three knowledge types (see 

Figure 1 for the proposed constructs and their 
relationships).  

5 KNOWLEDGE MODEL 

This section defines a generic knowledge structure 
that we use to organized the proposed constructs.  

Pedagogy-Pedagogy Linking involves 
connecting various aspects of teaching and learning 
to ensure that educational strategies are aligned with 
learning goals (the relations “includes”, “achieves”, 
“targets”, “involves”). It encompasses two main 
components: first, defining the learning goals, which 
are the specific objectives students are expected to 
achieve; and second, developing learning activities 
that help students meet these goals through 
measurable learning outcomes. The connection 
between learning outcomes and activities is mediated 
by the context in which learning occurs, 
 

 
Figure 1: Knowledge Model. 
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emphasizing that the design of activities should be 
adapted to the specific "when" and "where" of the 
learning environment. For instance, the activities 
chosen to achieve a particular learning outcome may 
vary between in-class sessions and homework 
assignments, reflecting the need for context-sensitive 
pedagogical approaches. 

Domain-Pedagogy Linking involves integrating 
pedagogical knowledge with learning domain content 
to enhance learning analytics (the relations 
“hasLearningGoal”, “hasLearningOutcome”). This 
process connects various elements of pedagogy—
such as learning outcomes, learning goals, and 
instructional activities—with the content-specific 
knowledge relevant to a course. By linking these 
pedagogical components with the learning domain 
knowledge, educators can better track and analyze 
what topics learners have mastered. This alignment 
supports the effective measurement of student 
progress and achievement, facilitating more accurate 
and actionable insights into learning outcomes. It 
helps in identifying which specific topics students 
have successfully learned and which areas may 
require additional focus, thereby enabling targeted 
interventions and improved educational strategies. 

Domain-Pedagogy-Learner Linking involves 
integrating pedagogical and learning domain 
knowledge with individual learner profiles to enhance 
educational experiences. This approach aligns 
learning outcomes, goals, and activities with learner 
assessments and enrollment contexts. This integration 
also enables sophisticated analytics to track which 
topics learners have mastered and at what level of 
proficiency. Furthermore, it allows for the creation of 

personalized tools that enable learners to monitor 
their own performance and progres. 

6 INSIGHT ENGINE 

This section details the EduP insight engine, proposed 
as a method/process within the EduP framework to 
address RQ#2: how can knowledge be elaborated and 
used effectively? The method defines multiple 
modules for representing, elaborating, and reasoning 
about knowledge, aiming to generate insights in 
Learning Design (LD) and Learning Analytics (LA). 

To propose a unified approach that covers the 
entire process from handling raw data to delivering 
insights and to highlight the transitions of data to 
knowledge and knowledge to insights, the process 
proposed here relies on the DIKW (Data, 
Information, Knowledge, Wisdom) model, which is 
hierarchical framework that allows structuring 
processes in a systematic way (Rowley, 2007).  

Accordingly, EduP Insight Engine composes of 
the three main components, as presented in Figure 2.  
 Data Module: Organize and preprocess data to 

be imported into the ontology. 
 Information Module: Create an ontologie 

from the data processed in the Data Module. 
 Knowledge Module: Reason with the 

ontology to generate knowledge for predefined 
specific use cases (Wisdom). 

This is a semi-automatic process that involves 
some actions performed automatically by programs 
(denoted by rectangles in light red) and others 
requiring user intervention (denoted by rectangles in 
light blue). The details are presented below. 

Figure 2: Insight Engine. 
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6.1 Data Module 

The objective of this module is to collect, process, and 
transfer data from different sources into data files in 
CSV format, based on predefined structures (file 
templates). These data files will then be imported into 
the proposed ontology structure in the information 
module.  

Data Source. Three primary data sources are 
considered here: syllabus documents used to identify 
pedagogical knowledge (learning outcomes, learning 
goals, learning activities) and a portion of the learning 
domain knowledge (topics to be acquired by 
learners); data from LMS used to acquire user history 
and interaction; databases from institutions providing 
learner assessment information. 

Organization. This submodule aims to transfer 
data from various sources into CSV files. Some parts 
of this submodule require intervention from educators 
or teachers, particularly in identifying essential 
pedagogical knowledge from textual syllabus. 

Processing. This submodule involves 
preprocessing the data to prepare it for import through 
Python programs. Tasks include handling missing 
values, removing duplicates, and merging or splitting 
files if necessary. The output is a properly formatted 
spreadsheet that can be automatically imported into 
the ontologies. 

6.2 Information Module  

This module is responsible for creating ontologies 
(also known as knowledge bases) from the data 
processed in the data module. This ensures that the 
data is structured in a way that facilitates reasoning in 
the knowledge module. Protégé is used as the editor 
for constructing these ontologies. 

Ontology Loading. This submodule begins by 
creating the ontology's abstract structure based on the 
EduP knowledge model in Protégé. This structure 
includes the main concepts and their relationships and 
remains nearly unchanged throughout the ontology's 
lifecycle. In subsequent steps, ontology data from 
CSV or Excel files will be imported into this abstract 
structure.  

Rule Definition. These are JSON-based rules that 
define the mapping between the content of 
CSV/Excel files and the ontology structure. They 
specify how each part of the data files can be 
identified and mapped into a component of the 
ontology structure. Since the data is complex and 
large, automatic loading using these predefined rules 
is essential. 

6.3 Knowledge Module  

This module focuses on exploring ontologies to 
generate insights and subsequently delivering these 
insights to other systems through APIs. 

Reasoning Engine. This submodule consists of a 
set of SPARQL queries that can be used to reason the 
ontology created from the information module. The 
query system is defined based on predefined use cases 
analyzed and proposed from the perspectives of 
educators and teachers.  

Business Case Prediction. These predefined use 
cases are declared as elements in the wisdom module. 
For each specified use case, the required knowledge 
is identified, and appropriate queries are invoked. 
This module is responsible for mapping the 
predefined use cases to suitable knowledge. This task 
is currently conducted through collaboration between 
educators/teachers and programmers. 

Knowledge Deliver. This submodule manages 
the interaction between the EduP Insight Engine and 
other applications, such as web-based interfaces, 
through APIs. It handles receiving requests and 
responding to them, enabling the delivery of insights 
to educators and teachers. This allows for visualizing 
results in an accessible format, facilitating informed 
decision-making and enhancing the educational 
process. 

6.4 Wisdom Module 

This module is not a software component. Instead, it 
results from requirement analysis from the 
perspectives of educators and teachers. The 
predefined use cases capture essential knowledge for 
common requirements in learning design and 
analytics (see Figure 3 for more details).  

 
Figure 3: Wisdow Management Module. 

Data Management. This group enables end-users 
import, export, and modify ontology data through 
user-friendly interfaces. 

Knowledge Reasoning. This group supports 
teachers and educators in reflecting on various types 
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of knowledge. Each case study outlines potential 
outputs based on the input knowledge type. For 
instance, given a specific learning outcome for a 
course, the related data might include the associated 
learning goal, relevant topics, the required learning 
level according to Bloom's Taxonomy, and the 
learning activities designed to achieve this outcome. 
Understanding these types of knowledge is crucial for 
assisting teachers and educators in learning design. 
However, the conception and development of 
learning design tools is beyond the scope of this 
research. 

Learning Analytics. This group focuses on data 
analytics based on knowledge types defined in 
ontologies. For example, analyzing the connection 
between learning outcomes and learner assessment 
results can generate statistics on which learners 
achieve or do not achieve the outcomes. 

7 INSTANTIATIONS 

This section presents two instantiations developed to 
validate the EdUP framework. First, the EduP 
knowledge structure and process are applied to create 
an ontology for a database course, demonstrating the 
framework's applicability. Second, the EduP web-
based reasoner is constructed to illustrate how the 
ontology can support learning design and learning 

analytics through real-world scenarios. The reasoner 
processes the constructed ontologies to generate 
insights for teachers through interactive user 
interfaces.  

As illustrated in Figure 4, the reasoning process 
provides results related to specific learning outcomes. 
By default, all relationships associated with a 
specified learning outcome are presented in a simple 
table format, which facilitates easy consultation for 
teachers. This user-friendly presentation allows 
educators to quickly access and interpret relevant 
information, aiding in the evaluation and refinement 
of teaching strategies. The interactive nature of the 
interface enhances the usability of the insights, 
making it easier for teachers to leverage data in their 
decision-making processes. 

Figure 5 displays the interface for descriptive 
analytics, which highlights the number of students 
who have completed specific activities within a 
course. This straightforward statistical overview 
demonstrates how the knowledge extracted from 
ontologies can be effectively applied in learning 
analytics. By providing clear metrics on student 
participation and achievement, the interface 
showcases the practical value of integrating 
ontological knowledge into educational analysis. This 
integration not only aids in tracking student progress 
but also illustrates how such knowledge can be used 
to derive actionable insights for improving course 
design and instructional strategies. 

 
Figure 4: Knowledge Reasoning Interface. 
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Figure 5: Learning Analytics Interface. 

8 CONCLUSIONS 

This section summarizes the contributions of the 
paper and offers suggestions for future research 
directions. 

In terms of contribution, the paper first presents 
a comprehensive knowledge model that integrates 
various types of knowledge within the context of 
LD/LA. This model provides teachers with a holistic 
overview of how domain-specific knowledge can be 
acquired through various pedagogical strategies. The 
second contribution is a method that defines the main 
phases and associated components to facilitate 
reasoning on knowledge bases. By linking multiple 
knowledge types and providing a structured method 
for reasoning on knowledge bases, this paper offers 
valuable tools for educators and researchers. The case 
studies used for validation highlight the potential for 
implementing the proposed framework in the future. 

In terms of future research, since the framework 
is a proof of concept, the knowledge model is 
currently simple and needs further development to 
meet the requirements of LD/LA. Additionally, some 
components of the proposed method can be 
automated to reduce costs, leveraging advancements 
in AI, for example, automatically identifying learning 
topics from syllabus. Finally, more research is needed 
to explore how knowledge can be translated into 
measurable indicators within learning analytics.  
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Abstract: The recent development of digitization has significantly influenced various sectors of the economy, and the 

Industrial Craft Sector is no exception. The transition to digital technologies and processes is inevitable and 

holds the potential for increasing efficiency and creating competitive advantages. This research used the 

Design Science methodology to develop a Digital Mindset Competence Model. This model comprises eight 

dimensions specifically tailored to the requirements and challenges of the Industrial Craft Sector. These 

dimensions aim to promote and strengthen the digital mindset among professionals in the Industrial Craft 

Sector. To ensure the validity and relevance of this model, experts from the Industrial Craft Sector were 

involved in a qualitative methodology. The combination of scientific methodology and practical experience 

ensures a comprehensive perspective and guarantees the applicability of the developed model. The results of 

this research underscore the importance of digital transformation in the Industrial Craft Sector and the 

necessity of a digital mindset. The developed Digital Mindset Competence Model provides a targeted 

approach to promoting digital competencies in the Industrial Craft Sector and guides future developments in 

this area. It becomes evident that an appropriate digital mindset is essential to optimally leverage the potentials 

of digitization in the Industrial Craft Sector and successfully navigate continuous change. This scholarly 

contribution contributes to raising awareness of the significance of a digital mindset in the Industrial Craft 

Sector. It forms a basis for further investigations and practical applications within digital transformation. 

1 INTRODUCTION 

Digitalization is a critical challenge that craft 

businesses must actively promote to remain 

competitive and not lose touch with the rapidly 

evolving business world (Timchuk & Evloeva, 2020). 

Craft enterprises provide specialized craft activities 

and offer products or services based on technical 

knowledge and tradition. They cover a broad 

spectrum, from repair and maintenance work to 

manufacturing customized products (Abel, 2007). 

Although craft businesses know digitalization 

(Rohleder & Schulte, 2020; Veltkamp & Schulte, 

2020), its importance is often not sufficiently 

recognized (Welzbacher et al., 2015). Digitalizing the 

Industrial Craft Sector is necessary to enable 

efficiency gains, optimize work processes, and 

improve customer communication (Aghimien et al., 
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b  https://orcid.org/0000-0002-7711-1169 

2022). This requires employees and managers to 

develop the essential skills and knowledge to use new 

technological tools and processes, which can improve 

productivity, innovation, and competitiveness 

(Nikmehr et al., 2021). A fundamental problem in the 

Industrial Crafts Sector is the development of digital 

skills and attitudes (Ezeokoli et al., 2016; Kocak & 

Pawlowski, 2022). To successfully implement digital 

transformation in the Industrial Craft Sector, a model 

that captures the level of an organization's digital 

mindset is needed. Appropriate measures can be 

defined and adapted only by understanding the digital 

mindset (Kratochvil et al., 2021). Although digital 

mindset concepts and models exist in the literature 

(Hildebrandt & Beimborn, 2021; Aliabina, 2020; 

Young et al., 2020), these mainly focus on general 

sectors and are less specific to the Industrial Craft 

Sector. Only a few studies specifically address 
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digitalization, digital skills, and digital mindset in the 

Industrial Craft Sector (Ezeokoli et al., 2016; 

Aghimien et al., 2022; Parusheva, 2019; Kocak & 

Pawlowski, 2023). This study addresses the following 

research question: 

How can a Competency Model for a Digital 

Mindset in the Industrial Craft Sector be 

Developed and Assessed? 

The study aims to develop and evaluate a model of 

digital competencies and attitudes specifically tailored 

to the needs of the Industrial Craft Sector. It aims to 

close a research gap and expand the theoretical 

understanding of the application of digital technologies 

in traditional sectors. This will provide new insights 

into specific industries' digitalization processes and 

address the Industrial Craft Sector's unique challenges. 

The developed model will help craft enterprises 

improve their digital skills and attitudes, optimize work 

processes, and increase productivity. This is essential 

for competitiveness and full exploitation of 

digitalization's benefits. It also promotes innovation, 

enables the development of new products and services, 

and supports adaptation to changing market demands. 

To answer the research question, the design science 

approach (Hevner & Chatterjee, 2010; Peffer et al., 

2007) was chosen to develop the model and evaluate it 

qualitatively with experts from the craft sector (Myers, 

2019). First, the theoretical part and the development 

of the model are presented, followed by a detailed 

description of the methodology. 

2 THEORY 

The Industrial Craft Sector comprises independent 

activities in material processing aimed at meeting the 

individual needs of companies (Abel, 2007). 

According to the Crafts Code, craft enterprises are 

service, production, and commercial businesses 

(Buschfeld et al., 2011). Since there is no EU-wide 

definition, this description is used. The work process 

in the construction industry is also strongly 

characterized by craftsmanship and is considered 

industrial craft (Diego et al., 2020). The global digital 

revolution is propelling the Industrial Craft Sector 

towards a promising future with digital 

transformation. Enhancing digital technologies can 

potentially revolutionize the sector, offering more 

efficient services and operations. Understanding the 

different phases of digital transformation and 

developing specific strategies for each phase is 

crucial, paving the way for a brighter future (Vial, 

2019). The Industrial Craft Sector embraces 

digitalization globally, with researchers playing a 

crucial role in advocating for technological progress. 

This shift is seen as an opportunity, with 

technological advancements being harnessed in the 

sector. Researchers' efforts are steering the 

construction industry toward digital transformation, 

inspiring a wave of change (Yang et al., 2022). 

Although the Industrial Craft Sector is open to digital 

transformation, it rarely shows initiative (Rohleder & 

Schulte, 2020; Veltkamp & Schulte, 2020; 

Welzbacher et al., 2015). Digital technologies can be 

a decisive success factor, but the Industrial Craft 

Sector is reluctant to start the digital transformation 

(Vasiliki et al., 2020). This reluctance is due to 

numerous organizational, technical, and individual 

barriers and a lack of skills and attitudes (Yang et al., 

2022; Kocak & Pawlowski, 2022). Consequently, the 

Industrial Craft Sector has not yet fully exploited the 

potential of digital transformation (Sriyolia et al., 

2021). Industrial Craft Companies should develop a 

clear digital strategy to overcome organizational 

barriers and adapt internal processes accordingly 

(Vogelsang et al., 2019). Leadership should receive 

digital transformation and change management 

training to promote acceptance and implementation 

(Kocak & Pawlowski, 2022). Implementing modern 

IT infrastructures and regular updates is crucial. 

Partnerships with technology providers can help 

overcome technical hurdles and ensure access to the 

latest technologies (Rohleder & Schulte, 2020). 

Training employees in new technologies and 

fostering a digital mindset are essential (Veltkamp & 

Schulte, 2020). Mentoring programs and peer 

learning can also help build confidence in digital 

technologies (Oesterreich & Teuteberg, 2016). A 

tailored training framework that integrates digital 

skills, attitudes, and personality traits is urgently 

needed (Ezeokoli et al., 2016). Continuing education 

programs should promote technical, social, and 

emotional competencies to develop holistic digital 

competence (European Construction Sector 

Observatory, 2020). Another aspect is adopting a 

digital mindset (Pammer et al., 2021; Kocak & 

Pawlowski, 2022). A digital mindset describes 

"patterns of thinking embodied in people's cognitive 

processes, filters, and core beliefs, composed of 

cognitive mechanisms and knowledge structures that 

influence and promote the use and application of 

digital technologies and the management of their 

consequences in the context of individuals, 

organizations, or society." From this, it can be 

inferred that, in addition to attitudes, competencies 

also play an essential role in realizing the digital 

mindset. This paper uses the definition by Hildebrand 
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and Beimborn (2022). Theories suggest that by 

applying and building a digital mindset, bridging the 

digital gap within the organization, and developing 

lasting innovative capabilities, organizations can 

foster the growth of innovative developments locally, 

among competitors, and across industries (Fisher, 

2022). Therefore, it can be concluded that digital 

capabilities combine a digital mindset, knowledge, 

competencies, and attitude (Gekara et al., 2017). A 

tailored framework that integrates digital skills, 

attitudes, and personality traits is urgently required to 

establish a digital mindset in craft organizations, as 

specific personality traits are crucial for shaping a 

digital mindset (Ezeokoli et al., 2016; European 

Observatory, 2020). Existing models, such as those 

by Bredendiek Knorr (2020), focusing on openness, 

agility, proactivity, creativity, customer orientation, 

and fault tolerance, and by Hildebrandt and Beimborn 

(2021), emphasizing thinking patterns like risk-taking 

and resilience, lack specific dimensions and are 

designed for general organizations. Kocak and 

Pawlowski (2021) identified relevant digital skills 

and attitudes for managers and employees but did not 

explicitly investigate craft enterprises; thus, 

analyzing these existing models helps address the 

digital transformation challenges in the Industrial 

Craft Sector. These approaches were used to develop 

the Digital Mindset Competence Model for the 

Industrial Craft Sector. The digital transformation in 

the Industrial Craft Sector has significant potential. 

However, it is currently hindered by organizational, 

technical, and individual barriers, which can be 

overcome through a clear strategic approach, regular 

training, promotion of a digital mindset, and the 

development of tailored training programs to enhance 

digital competence and technology acceptance, 

ultimately leading to successful digital 

transformation by applying and adapting proven 

models to the sector's specific needs. 

3 DEVELOPMENT OF THE 

DIGITAL MINDSET 

COMPETENCE MODEL  

The Digital Competence Mindset Competence Model 

was developed using the design science approach 

(Hevner & Chatterjee, 2010; Peffer et al., 2007) and 

began with a systematic literature review and concept 

matrix analysis (Webster & Watson, 2002) to identify 

and analyze existing models in the industrial craft 

sector. The second phase involved using a concept 

matrix and units of analysis to examine further 

academic approaches to digital mindset models, 

dimensions, competencies, and technologies, 

facilitating the adaptation of innovative approaches 

for the industrial crafts sector. Aliabina (2020) used a 

quantitative approach to study digital culture, 

competence, and knowledge in banking, retail, and 

telecommunication sectors, noting strengths like a 

large sample size and sector diversity but lacking 

detailed descriptions and validation procedures. 

Young et al. (2020) and Knorr (2020) examined 

digital learning aptitude, literacy, and entrepreneurial 

mindset, providing detailed descriptions and 

identifying interrelations among variables. However, 

neither study lacked formal scientific methodologies 

or evaluated models. Kollmann's (2020) research on 

digital execution, skills, and mindset highlighted 

lifelong learning and openness to new technologies 

but also suffered from a lack of formalized models 

and scientific methodologies, similar to Hildebrandt 

& Beimborn's (2021) literature review on digital 

innovation and thinking, which identified thinking 

patterns but lacked a scientific methodology, 

evaluation framework, and detailed descriptions. In 

the Industrial Craft Sector, Kocak and Pawlowski 

utilized a mixed-method approach in their 2023 study, 

exploring Technological and Professional 

competencies. Strengths included the application of a 

taxonomy and the classification of competencies and 

attitudes. However, the study lacked a formal model 

and an unspecified scientific methodology. The 

qualitative research conducted by Kocak & 

Pawlowski in 2021 within the general sector focused 

on Communication and Information Processing 

Competencies. Strengths encompassed the 

classification and sorting of factors. Inadequacies in 

the research were identified, including lacking a 

formal model, scientific methodology, and detailed 

descriptions of elements (Neeley & Leonardi, 2022). 

While strengths were found in recognizing essential 

factors like customer centricity and digital 

competence, the research often lacked a structured 

approach and comprehensive factor descriptions 

(Salvetti et al., 2022). Similarly, Joseph et al.'s 2022 

study lacked specific dimensions and characteristics, 

borrowing factors from other models without 

providing a formal framework or detailed 

methodology. In Lessiak's 2020 literature review, 

growth orientation and collaboration emphasis were 

explored, supplemented by qualitative interviews. 

Strengths included the development of a model, the 

description of main dimensions, and the classification 

of sizes. Inadequacies encompassed the lack of a 

common taxonomy, undefined sub-factors, an 

unevaluated model, and no information about the 
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analysis of items in the questionnaire construct. 

The summarized studies present various 

approaches to understanding the digital mindset, 

highlighting unique methods, domains, and 

dimensions. Many studies, such as those by Aliabina 

(2020), Kollmann (2020), Kocak & Pawlowski (2023), 

and Joseph et al. (2022), lack a developed model and 

standardized scientific methodology like ADR or DSR, 

affecting reliability and comparability. Studies like 

Young et al. (2020) and Salvetti et al. (2022) focus only 

partially on digital mindset dimensions, potentially 

overlooking crucial aspects, while Kocak & 

Pawlowski (2021) and Salvetti et al. (2022) lack a 

classification of characteristics or a model, hindering 

systematic understanding. These gaps underline the 

need for a comprehensive digital mindset competency 

model, providing a structured framework, detailed 

dimensions, standardized methods, and a specific 

taxonomy for the industrial crafts sector to understand 

better, cultivate, and assess essential digital 

competencies. The approaches of Kocak and 

Pawlowski (2023) and Bredendiek and Knorr (2020) 

were used to develop the digital mindset and 

competence model. For the development of the 

dimensions, Information processing Competence, 

Communication Competence, Technological 

Competence, Personal Competence, and Personal 

Traits were taken from Kocak & Pawlowski (2021), as 

they have already classified many competencies, 

attitudes, and personality traits for the Industrial Craft 

Sector. Bredendiek and Knorr (2020) adopted the 

dimension of entrepreneurial orientation, as many 

competencies identified in the literature are necessary 

to drive digital transformation in the industrial craft 

sector. 

Teamwork, cooperation, collaboration, customer 

relationship, and technical communication 

competencies are essential in the Industrial Craft 

Sector due to the team-based nature of the work and 

the high priority on customer communication (Kocak 

& Pawlowski, 2023). Essential personality traits 

include openness (Bredendiek & Knorr, 2020), 

communication, flexibility, curiosity, and 

compromise (Kocak & Pawlowski, 2023), which are 

crucial as artisans often have limited time due to 

numerous orders. Additionally, agility, result-oriented 

mindset, openness to learning, self-restraint, and self-

confidence (Bredendieck & Knorr, 2020; Kocak & 

Pawlowski, 2023) were integrated into the digital 

attitude dimension, and critical faculties, taking 

responsibility, and lifelong learning (Kocak & 

Pawlowski, 2023) were added to the personal 

competencies dimension, reflecting the continuous 

need for learning and adapting to new technologies in 

the digital transformation. In total, we have eight 

main dimensions for our Digital Competence Mindset 

Competence Model: 

Communication Competence (CC). Ability to 

communicate effectively, both verbally and 

nonverbally, in personal, professional, and digital 

contexts (Salleh, 2008). 

Information Processing Competence (IPC). 

Ability to gather, understand, evaluate, organize, and 

use information from various sources, critical for 

making informed decisions in the digital era 

(Tahvanainen & Luoma, 2018). 

Entrepreneurial Orientation (EO). Ability and 

willingness to identify opportunities, take risks, drive 

innovation, and strive for growth (Xu & Xu, 2012; 

Tahvanainen & Luoma, 2018). 

Technological Competence (TC). Capability to 

effectively use, understand, and manage 

technological tools and systems across professional, 

educational, and personal contexts (Tahvanainen & 

Luoma, 2018). 

Development Competence (DC). Ability to 

continuously learn, adapt, and foster personal growth, 

crucial in the era of digitalization (Kocak & 

Pawlowski, 2021; Tahvanainen & Luoma, 2018). 

Personal Competence (PC). Ability to interact 

harmoniously with others, essential in social, 

professional, and individual contexts (Tahvanainen & 

Luoma, 2018). 

Digital Attitude (DA). Mindset towards embracing 

digital opportunities and adapting to modern demands 

(Hildebrandt & Beimborn, 2022; Kocak & 

Pawlowski, 2021). 

Personality Traits (PT). Traits that influence 

attitudes and reactions, shaping individual 

interactions and actions (Mekhaznia et al., 2021). 
 

 

Figure 1: Digital Mindset Competence Model. 

Description of the Digital Mindset 

Competence Modell Factors 

The Digital Mindset Competence Model for the 

Industrial Craft Sector has eight dimensions. Bloom's 
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subdimension descriptions were partly taken from 

various sources or formulated according to an 

established taxonomy (Krathwohl, 2002). A total of 

57 sub-dimensions were identified and defined. The 

table below shows the first two sub-dimensions for 

each central dimension. 

Table 1: Description of the Sub-Factors. 

Sub-factors Description 

Enthusiasmus 

(PT) 

The trait of possessing passionate zeal, a 

heightened interest in a specific topic or 

task (Von Ohain, 2019) 

Accuracy (PT) 
The trait of appreciating the thoughts, 

feelings, and behavior of myself or others 

Communication 

(CC) 

Ability to communicate constructively, 

effectively, and consciously (Kocak & 

Pawlowski, 2022) 

Digital 

Communication 

(CC) 

Ability to use online tools such as email, 

social media messaging, and texting to 

reach others (Bordi, Okkonen, 

Mäkiniemi, & Heikkilätammi, 2018). 

Flexible Mindset 

(DA) 

Property to adapt to change and, above 

all, the anticipation of future innovation 

(Kocak & Pawlowski, 2022) 

Visioning (DA) 

Attitude to imagine the future, plan, 

develop a vision, turn ideas into reality, 

and create future scenarios to guide 

efforts and actions (Mihardio & 

Sasmoko, 2019). 

Decision Making 

(EO) 

Ability to make decisions whose outcome 

is not specific (Kocak & Pawlowski, 2022) 

Quality 

Management 

(EO) 

Ability to develop and implement quality 

planning, assurance, quality control, and 

improvement. (Kim, 2020). 

Data collection 

(IPC) 

Ability to collect and measure data from 

multiple sources to get a complete and 

accurate picture of an area. 

Evaluating data, 

information, and 

digital content 

(IPC) 

Ability to analyze, compare, and 

critically evaluate the credibility and 

reliability of data sources, information, 

and digital content. To analyze, interpret, 

and critically evaluate the data, 

information, and digital content (Riina et 

al., 2016) 

Technology 

Application (TC) 

Ability to utilize digital technologies to 

improve the strategic positioning of a 

company. 

ICT-Safety (TC) 

Ability to monitor and control 

confidential information (Kemendi, 

2021; Riina, Yves, Staphanie, & Van Den 

Brande, 2016). 

Programming 

Skills (DC) 

Ability to know and apply the syntax and 

code of a programming language (Riina, 

Yves, Staphanie, & Van Den Brande, 

2016). 

Work with AI 

(DC) 

Ability to know and use different 

programming languages, signal 

processing techniques, and neural 

network architectures (Schuur, Rezazade 

Mehrizi, & Ranschaert, 2021). 

Innovation Skills 

(PC) 

Ability to identify opportunities to 

improve performance by changing 

methods, processes, products, and 

services (Kocak & Pawlowski, 2022) 

Creativity (PC) 

Ability to develop different ideas and 

opportunities to create value, combine 

knowledge and  resources to achieve 

valuable effects, research, and 

experiment with innovative approaches 

(Kocak & Pawlowski, 2022) 

Five Stage Model 

In addition to the Digital Mindset Competence- 

Model developed in this phase of the design science 

research methodology, we also developed a stage 

model to help Industrial Craft Companies assess the 

current stage or maturity level of digital mindset in 

their company. The stage model represents five 

stages. Within the Digital Mindset Competence 

Model framework, various development stages are 

described that reflect the change in the digital mindset 

in organizations. These stages are explained below: 

Table 2: Description of the Five-Stage Model. 

Stage Description 

Stage 1: 

Digital 

Newcomers 

Digital newcomers are organizations that lack 

the characteristics of the digital mindset 

competency model and need to develop an 

essential awareness of the importance and 

impact of digital transformation. 

Stage 2: 

Digital 

Starters 

The Digital Starter phase begins the learning 

process where the importance of digital 

transformation is gradually understood, with 

initial signs of a digital mindset and 

competencies emerging. However, many 

additional skills and attitudes are still needed 

to reach an advanced level. 

Stage 3: 

Digital 

Intermediate 

The "Digital Intermediary" phase shows a 

deep understanding of digital transformation 

and a comprehensive digital mindset but still 

requires continuous growth to fully develop 

all necessary skills and attitudes. 

Stage 4: 

Digital 

Professionals 

"Digital professionals" have a highly 

developed digital mindset, mastering and 

applying all relevant characteristics for a 

successful digital transformation. 

Stage 5: 

Digital 

Pioneers 

The "Digital Pioneer" is at the top of the digital 

competence model, mastering its attributes, 

embodying the highest level of digital 

competence, and serving as a role model by 

putting digital principles into practice. 

The competence levels are determined by 

summarizing and averaging items from established 
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instruments across eight dimensions, then dividing 

the total mean values by the number of items to obtain 

the final competence level. 

4 METHOD 

The present study is based on the DSR approach 

(Design Science Research) (Peffer et al., 2007; 

Hevner & Chatterjee, 2010) and follows a qualitative 

research methodology (Myers, 2019) that addresses 

current problems not comprehensively discussed in 

the existing literature. The applied research 

methodology begins with a systematic literature 

review (Webster & Watson, 2002), the starting point 

for developing the research question and 

methodology. This process enables a thorough 

analysis of existing knowledge. It identifies research 

gaps, leading to the definition and description of key 

concepts and variables relevant to studying the digital 

mindset in the industrial craft sector. 

Our study is based on organizational culture 

theory, which posits that collectively shared beliefs, 

values, norms, and practices significantly influence 

the behavior and performance of an organization's 

members (Schein, 1990). This theory is applied to a 

Digital Mindset Competence Model for Industrial 

Craft Organizations, where establishing a culture that 

emphasizes digital competence and a willingness to 

learn promotes employees' digital skills and 

engagement, thereby overcoming barriers and 

supporting successful digital transformation 

(Mohammadi, 2020; European Construction Sector 

Observatory, 2020). Furthermore, the core theory of 

the work is based on information theory, which 

requires craft organizations to ensure their members 

possess the necessary digital skills and technological 

knowledge to manage digital tools effectively, 

contributing to the improvement of organizational 

culture (Ezeokoli et al., 2016; Fisher, 2022). 

Problem Identification 

The digitization process has now become an 

omnipresent phenomenon and extends to almost all 

sectors of the economy, including the Industrial Craft 

Sector. The companies involved in the Industrial 

Craft Sector show a fundamental openness and 

interest in digitization. Still, it is striking that they 

rarely take proactive steps and attach comparatively 

little importance to digitization in their companies 

(Überbacher et al., 2020). This reluctance is in 

marked contrast to the dynamic nature of digital 

transformation, which nowadays represents a 

decisive competitive advantage. A critical issue 

limiting Industrial Craft Enterprises in their efforts to 

embrace digitalization is the existence of many 

digitalization barriers (Aghimien et al., 2022; Kocak 

& Pawlowski, 2022). In particular, the digital 

competencies of employees and the implementation 

of a digital mindset within the organization stand out 

as critical challenges (Kocak & Pawlowski, 2022). 

Regarding digital competencies, many Industrial 

Craft Companies lack sufficient expertise in using 

digital tools and technologies. Efficient use of digital 

resources and implementation of digital innovations 

can be hindered by employees' lack of digital skills 

and knowledge, requiring targeted training and 

qualification measures. Additionally, embedding a 

digital mindset in traditionally minded Industrial 

Craft Businesses is challenging due to a lack of 

understanding of digitization opportunities and 

resistance to adapting business models, necessitating 

cultural change and fostering innovation and 

flexibility to remain competitive and future-ready. 

The Objective of a Solution, Design and 

Development, and Demonstration 

Understanding the required digital skills and attitudes 

is essential to driving digital transformation in the 

Industrial Craft Sector, enabling the development of 

targeted measures. A model for digital competence 

and mindset quantifies the degree of digital mindset, 

forming the basis for future training programs, and is 

developed through a thorough literature review to 

identify existing concepts. These concepts are 

analyzed using a concept matrix, a proven 

methodology according to Webster and Watson 

(2002). This analysis identifies relevant approaches 

and forms the basis for structured model 

development, presented systematically using a virtual 

Miro Board to illustrate the model's intricate 

relationships. A methodical approach with critical 

questions and evaluation questionnaires ensures a 

comprehensive understanding and aims to validate 

the model's effectiveness and alignment with the 

Industrial Craft Sector needs. Implementing this 

digital skills model strategically accelerates digital 

transformation by systematically recording and 

quantifying digital skills and attitudes, enabling 

targeted measures to prepare the Industrial Craft 

Sector for future challenges. 

Evaluation and Communication 

A qualitative research methodology was chosen for 

the evaluation because it offers profound insights into 

the complexity of human behavior and social 

phenomena that cannot be adequately captured using 

quantitative approaches alone (Myers, 2019). The 
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philosophical basis of this work is the interactionist 

approach, which aims to develop a deep 

understanding and subjective experience (Myers, 

2019). The qualitative methodology is based on 

grounded theory, which builds an approach by 

collecting data without prior assumptions to develop 

patterns and concepts from the data. We conducted 

semi-structured interviews with experts that 

dominated this study (Myers, 2019). These experts set 

the framework for evaluation and answered questions 

about comprehensibility, completeness, impact, and 

potential additions to the main dimensions, sub-

dimensions, and the 5-step model. Expert interviews, 

conducted in person or virtually, are integral to the 

results and communication in this scientific work. 

Sample 

A homogeneous sampling method was used to select 

individuals with similar characteristics, focusing on 

experts from the craft sector and academic circles 

with relevant specialist knowledge. The experts were 

chosen based on their technical, process-related, and 

explanatory expertise in their field and the context of 

digitalization to ensure diverse perspectives. 

Considering a homogeneous population (Guest et al., 

2006), a sample size of about 12 participants is 

recommended for qualitative interviews, while 

phenomenological studies usually envisage 3-10 

interviews. The sample size of the current research 

was N=10, with experts selected based on their 

experience and expertise in crafts and digitalization. 

The study was conducted from January to October 

2022-2023, with each interview lasting 

approximately 1.5 hours. Six male and four female 

experts took part in the interviews. Of the ten experts, 

seven had two years of professional experience, two 

had more than five years of experience, and one had 

three years of experience. The average age of the 

experts was 29 years (M= 29.9). Most experts were 

from the industrial craft sector (5 out of 10), with 

others from a university specializing in digital 

transformation in craft organizations, industrial 

construction and production, the energy sector, and 

geotechnics and environment. Their professional 

positions varied widely, including research assistants, 

civil engineers, environmental engineers, auditors, 

project managers, and specialized electrical and 

geological engineers experienced in digital 

transformation. 

Procedure and Data Analysis 

In the study's first phase, the Industrial Craft Sector 

experts evaluated the Digital Mindset Competence 

Model to ensure its comprehensibility and 

completeness and suggested additional dimensions. 

They also reviewed the five-stage model to assess its 

maturity and the clarity of each stage's definitions and 

descriptions. All interviews, which lasted 

approximately one and a half hours, were recorded 

and transcribed to evaluate the competencies, 

attitudes, and personality traits, focusing on clarity, 

importance, and potential improvements. 

Construct and semantic validity were tested for 

reliability, with construct validity reflecting experts' 

interpretations and semantic validity categorizing 

similar text meanings (Bryman et al., 2008). Using 

Mayring's (2015) method for qualitative analysis, the 

study followed Myers's (2019) approach, 

incorporating participant feedback, confirmation 

tests, deductive coding, and selective coding to 

categorize data and address the research question. 

Finally, the transcripts were analyzed using a 

structured content analysis, testing construct, and 

semantic validity to ensure significance and 

reliability, with construct validity reflecting experts' 

interpretations and semantic validity categorizing 

similar text meanings, supported by participant 

feedback and confirmation checks, following Myers's 

(2019) approach (Bryman et al., 2008). 

5 EVALUATION OF THE 

DIGITAL MINDSET 

COMPETENCE MODEL 

The results of an expert survey confirm the general 

acceptance and comprehensibility of the model 

presented, which is tailored to its applicability in the 

Industrial Craft Sector. Several experts (E1, E5, E8) 

emphasize that the dimensions and sub-factors of the 

model (E2, E3, E8) are particularly well suited to 

skilled trades professions. A vital advantage of the 

model is promoting a digital mindset, which supports 

companies by simplifying work and communication 

between employees and customers (E5). In addition, 

digitalization makes cost savings possible (E5). One 

expert emphasizes the need to implement the concept 

in craft businesses to drive digital change (E2). 

Another expert points out that the relevant 

dimensions can vary depending on the sector, with 

different aspects possibly being at the forefront in the 

construction industry rather than in other industrial 

craft sectors (E3). About the dimensions, it is argued 

that apart from personality traits, all other skills and 

attitudes are crucial for a digital mindset (E3). It is 

recommended that additional information on the 
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model be provided and the terminology be illustrated 

with verbs (E6, E9). The integration of information 

processing skills is considered particularly important 

(E9). The experts see a significant benefit of the 

model in improving interaction and communication 

within the craft organization (E1). The five-level 

model for assessing digital skills is considered 

relevant, but it should be noted that some terms 

should be clarified, such as "entrepreneurial skills" 

and "entrepreneurial orientation" (E9). The experts' 

opinions show that the model covers many important 

aspects but still has room for improvement (E4, E9). 

The importance of the model for the industrial craft 

sector is particularly emphasized, as it is seen as a 

contribution to promoting digitalization in companies 

(E9). Finally, a common taxonomy for the five-step 

model is proposed (E2, E9, E10). At the same time, 

one expert considers entrepreneurial skills irrelevant 

to the model, as she sees them as innovation in the 

company and not essential for a digital mindset (E5). 

Communication and flexibility are highlighted as 

crucial skills, mainly because of teamwork and the 

importance of communication in craft organizations 

(E2). Another expert notes that personal skills are 

appropriate but somewhat complex (E10). Finally, 

one subject matter expert reiterates the concept's 

validity and argues that adopting a digital mindset 

will help craftspeople manage tasks more efficiently 

and facilitate communication within the workforce 

and with customers (E5). 

5.1 Results of the Claritiy, Importance, 
and the Impact of the Factors 

In the academic context, two codes were developed 

for the category "Clarity": "Description" and 

"Assignment of characteristics to categories." Experts 

(E5, E9) recommended revising definitions such as 

personality traits and digital mindset. The coding 

"Assignment of characteristics to categories" 

identified various factors that should be integrated 

into the corresponding dimensions. In particular, it 

was suggested that emotional intelligence be assigned 

to personal skills, with Expert 9 considering 

adaptability as a personality trait that should be 

integrated into this dimension. Other characteristics, 

such as intercultural competence, were assigned to 

personal competence, while teamwork was given to 

communication competence, knowledge sharing to 

digital mindset, and critical thinking to 

entrepreneurial orientation (E9). In the "Priority or 

importance" category, the experts (E6) emphasized 

that communication skills, cultural aspects, and 

openness are crucial to driving digital change in 

industrial craft businesses. The experts also analyzed 

the interactions between the factors. It was 

highlighted that transparency has a positive effect on 

different ways of thinking (E9), adaptability has 

positive effects (E1), and communication skills have 

positive impacts on cooperation, collaboration, and 

willingness to take risks (E5, E9). Expert 9 

emphasized that emotional intelligence has a positive 

influence on trust. Problem-solving skills, in turn, 

promote factors such as critical thinking, creativity, 

innovative thinking, and motivation (E9). Regarding 

adverse effects, the view was expressed that openness 

could impair conflict resolution (E9). One expert (E2) 

said that flexibility was essential in the construction 

industry to work on weekends. Communication was a 

critical characteristic of digitalization (E2, E3), as 

was openness, as open people tend to be willing to 

learn new information (E2). Another expert 

emphasized the importance of cybersecurity, as 

digitalization brings challenges such as hacker attacks 

and data protection (E10). An additional essential 

aspect is the culture of error in organizations, as 

mistakes should be seen as learning opportunities for 

the future (E7). 

6 DISCUSSION 

This study develops and evaluates a digital mindset 

competence model tailored to the Industrial Craft 

Sector using the design science approach and 

involving experts from the Industrial Craft Sector. 

After a literature review analyzed using a concept 

matrix, the model is based on Kocak and Pawlowski's 

(2023) and Knorr's (2020) methods. The study 

meticulously traversed the steps outlined in the design 

science methodology, culminating in the refinement 

and enhancement of the model based on the acquired 

results. The imperative of developing a Digital 

Mindset Competence Model designed explicitly for 

the Industrial Crafts Sector is underscored by the 

escalating digitalization and technological 

metamorphosis in today's professional milieu. The 

Industrial Crafts Sector, traditionally characterized by 

manual dexterity and experiential knowledge, 

grapples with the challenge of harnessing the 

potential of digitalization. A specialized competency 

model facilitates the identification of requisite skills 

and attitudes indispensable for artisans to navigate 

successfully within a digitalized milieu. The 

pertinence of the Digital Mindset Competence Model 

for the Industrial Crafts Sector lies in its capacity to 

augment individual competitiveness and empower 

proficient craft organizations to navigate digital 
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transformation proactively. This advances efficiency 

and quality in the craft processes and fortifies the 

industry's competitive stance holistically. In our 

study, we conducted an exhaustive literature review, 

expanding upon the findings of Kocak and Pawlowski 

(2021). A focal point of our research was the 

investigation of existing digital mindset concepts, 

with diverse concepts and models subjected to 

comprehensive analysis for understanding and 

comparison. The outcomes of this analysis 

underscore that, despite the existence of digital 

mindset concepts, no specific models were identified 

for the Industrial Crafts Sector (Aliabina, 2020; 

Hildebrandt & Beimborn, 2021; Knorr, 2020; 

Kollmann, 2020; Kocak & Pawlowski, 2021). While 

these analyzed concepts offer valuable insights into 

digital mindsets, there exists a conspicuous need for 

a Digital Mindset Competence Model tailored to the 

requisites of the Industrial Crafts Sector. These 

findings accentuate the relevance of our research, 

which endeavors to establish a practice-oriented and 

industry-specific foundation for fostering a digital 

mindset in the Industrial Crafts Sector.  

The results confirm the model's 

comprehensibility and completeness for the Industrial 

Crafts Sector, although some factors needed re-

categorization into the correct dimensions, which was 

successfully done. The stage model was refined 

through improved definitions and terminology, 

enhancing iteration. Experts highlighted the 

significance of communication skills, cultural 

competencies, and openness, which are crucial for 

successful digitalization. The model adapts individual 

competencies and organizational requirements, 

bridging traditional craftsmanship and digital 

innovation. 

The Digital Mindset Competence Model 

encompasses eight dimensions, further subdivided 

into factors. While literature encompasses concepts 

and models (Hildebrandt & Beimborn, 2022; Knorr, 

2020; Kocak & Pawlowski, 2021) developed for the 

general sector, these models lack the dimensions 

crucial for the digital mindset. In contrast, our model 

encompasses digital attitudes, digital competencies, 

personality traits, entrepreneurial orientation, and 

personal competencies, all pivotal for the digital 

mindset. Another distinctive contribution of our work 

lies in the detailed descriptions of the factors, 

employing a standard taxonomy to elucidate elements 

within respective dimensions, some of which are 

echoed in the literature (Hildebrandt & Beimborn, 

2021; Kocak & Pawlowski, 2023). An additional 

contribution is our five-stage model, which facilitates 

determining organizational levels by applying the 

model in craft organizations. This model is 

instrumental in guiding further research to develop 

measures tailored to the craft sector—a level model 

not present in existing literature on digital mindset 

models in the craft sector. This research significantly 

fills the industrial crafts sector gap by developing and 

evaluating a digital competencies and attitudes model 

tailored to its unique needs and challenges. It provides 

novel insights into digital technology implementation 

in traditional sectors. Using a design science 

approach and a mixed methodology, the study offers 

precise guidelines for industrial craft enterprises to 

enhance their digital skills and attitudes, which are 

essential for maintaining competitiveness and 

realizing the potential of digitalization. 

Implementing the developed model will optimize 

work processes, increase productivity, and improve 

customer communication, leading to excellent 

customer and employee satisfaction. Developing 

digital skills and a digital mindset enhances daily 

efficiency and innovation in craft businesses, 

allowing them to create new products and adapt to 

market changes. While the study offers valuable 

insights, it has limitations, such as the need for further 

evaluation of factor descriptions and customization 

for various facets of craftsmanship. Future work 

should include developing survey items, conducting 

structural equation modeling to understand factor 

correlations, and exploring the model's impact on job 

performance and digital organizational culture in the 

Industrial Crafts Sector. 

7 CONCLUSION 

This study aims to develop and evaluate a digital 

mindset competence model for the Industrial Crafts 

Sector using the design science approach to address 

practice-relevant problems and contribute to 

knowledge development. Experts from various 

Industrial Crafts sectors with digitalization 

experience evaluated the model for completeness, 

understandability, and correct allocation of factors. 

The results indicated that some terms and definitions 

need modification, particularly in the model and the 

five-stage framework. The model serves as the first 

approach for identifying the digital mindset and skills 

in Industrial Craft Sector and was improved through 

expert evaluation. Future research should include 

further evaluation, ideally through focus group 

discussions within specific areas of the Industrial 

Crafts Sector. 
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Abstract: Corpora analysis is a common task in digital humanities that profits from the advances in topic modeling and
visualization from the computer science and information system fields. Topic modeling is often done using
methods from the Latent Dirichlet Allocation (LDA) family, and visualizations usually propose views based
on the input documents and topics found. In this paper, we first explore the use of Formal Concept Analysis
(FCA) as a replacement for LDA in order to visualize the most important keywords and then the relevance of
multiple documents concerning close topics. FCA offers another method for analyzing texts that is not based
on probabilities but on the analysis of a lattice and its formal concepts. The main processing pipeline is as
follows: first, documents are cleaned using TreeTagger and BabelFy; next, a lattice is built. Following this, the
mutual impact is calculated as part of the FCA process. Finally, a force-based graph is generated. The output
map is composed of a graph displaying keywords as rings of importance, and documents positioned based on
their relevance. Three experiments are presented to evaluate the keywords displayed and how well relevance
is evolving on the output map.

1 INTRODUCTION

In the age of data, knowledge is an essential fac-
tor that increases the capacity to make the best deci-
sions (North and Kumta, 2018). Data visualization re-
mains a difficult task for knowledge extraction as nu-
merous visualizations are available and each business
and/or application face their own challenges (An-
drienko et al., 2020)(Padilla et al., 2018)(Engebretsen
and Kennedy, 2020). It requires a perfect understand-
ing of the goal to achieve and the manipulated data.

Visualizing text corpora is a cross-domain appli-
cation of interest for information systems and digital
humanities (Jänicke et al., 2015). Improvements in
visualization lead to better analysis of multiple types
of texts like historical newspapers (Menhour et al.,
2023) or even poetry (De Sisto et al., 2024). How-
ever, few work has been done to visualize the rele-
vance between documents based on their topics. Topic
modeling also contributes to texts’ analysis as a re-
search orientation of the information retrieval field
by ”uncovering latent text topics by modeling word

a https://orcid.org/0000-0002-0067-6524

associations” (Hambarde and Proenca, 2023). Top-
ics are simply a list of words that share a similar
theme: either each word is strongly/directly express-
ing the theme, or the collection of words illustrates
an abstract theme by their semantic links (but alone,
they would not make sense). Multiple topic modeling
methods exist (Alghamdi and Alfalqi, 2015)(Kherwa
and Bansal, 2019). They usually consider documents
as a bag-of-words where the order of words is not im-
portant; only their occurrence in each document is im-
portant. The main trend in topic modeling consists of
probabilistic methods where topics are built based on
the probability of each term being part of a specific
topic. Recent advances in natural language process-
ing (NLP) also introduced neural networks combined
with traditional methods, allowing the capture of the
context of words within documents and reusing it to
analyze newer documents.

In this paper, we explore the use of Formal Con-
cept Analysis (FCA) (Ganter and Wille, 2012) instead
of more traditional topic modeling methods, and we
propose a visualization of the main keywords of a cor-
pus and documents’ relevance on a force-based graph.
The strength of FCA resides in the fact that it an-
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alyzes the relationships within data and produces a
lattice that can be used for calculating useful mea-
sures like similarities. Instead of trying to find back
memberships of an object between multiple distribu-
tions or the best matching weight of a parameter in a
neural network, FCA highlights the existing relation-
ships between objects based on their attributes. FCA
is known as a viable text mining method (Carpineto
and Romano, 2004) and is a good candidate for mul-
tiple applications in the knowledge field (Poelmans
et al., 2013). FCA has been used in conjunction with
a topic modeling method (Akhtar et al., 2019) but not
instead of it.

The paper is organized as follows: First, we ex-
plain the main methods currently used in topic model-
ing as well as topic and relevance visualizations. Sec-
ond, we present our processing pipeline from the in-
put documents to the output map. Then, we present
three experiments, the text materials used, their top-
ics, and their relevance. Finally, we discuss the results
and conclude.

2 RELATED WORK

2.1 Topic Modeling

Analyzing documents implies creating statistics on
the used terms. Term Frequency - Inverse Document
Frequency (TF-IDF) (Salton, 1983) calculates a ra-
tio from the frequency of each term to the total num-
ber of documents. Documents are therefore seen as
a ratio of words independent of their ordering, like a
bag-of-words. TF-IDF is not exactly a topic modeling
method, but it shows the importance and uniqueness
of terms within the corpus.

Latent Semantic Analysis (LSA) (Deerwester
et al., 1990) transforms documents into a latent se-
mantic space from which multiple outputs can be an-
alyzed. The main method behind LSA is the singular
value decomposition, which produces three matrices
based on a parameter K given by the user: a matrix
of terms per K features, a matrix of K features per K
features, and a matrix of K features per documents.
Multiple analyses can be done on those matrices, but
in our case, the terms per K features one is the most
important as it allows us to know how well each term
is linked to each feature (that in fact represents la-
tent topics). One problem induced by LSA is that it
can’t manage polysemy: each term is used as the same
entity in any document. Homonyms, like synonyms
and even various forms of the same word, can pro-
duce an inconsistency because of the missing context
of each document. Standardization of the input, like

stemming or even lemmatization, can partially lever-
age this problem.

Probabilistic Latent Semantic Analysis
(PLSA) (Hofmann, 1999) is an upgrade of LSA
that introduces a probabilistic point of view by
building a generative model for each text corpus.
Because topics are scattered within documents,
probabilities help find the terms that compose them.
PLSA relies on an aspect model (the probabilities
between terms, documents, and the latent topics) and
a mixture decomposition that obtains similar results
as the singular value decomposition, allowing PLSA
also to build the three matrices of LSA.

Latent Dirichlet Allocation (LDA) (Blei et al.,
2003) is also a generative probabilistic model that
aims to model text corpora. It aims to improve the
PLSA mixture decomposition by using a hierarchical
Bayesian model. LDA allows not only the finding of
topics of words within documents, in the case of text
corpora, but also its usage with more confidence than
PLSA as a probabilistic generative model in multiple
domains.

LDA can be combined with Bidirectional Encoder
Representations from Transformers (BERT) (Devlin
et al., 2018) in order to increase the quality of its
results (Peinelt et al., 2020)(George and Sumathy,
2023). BERTs are a collection of pre-trained neu-
ral networks designed to help researchers in NLP by
considering words and their neighbors before and af-
ter them. By their nature, BERTs do not produce a
list of topics but can be used to generate a summary.
Similarly to BERTs, it can be noted that Generative
Pre-trained Transformers (GPT) (Brown et al., 2020)
achieve numerous NLP tasks. Still, they also share
the drawback of not explaining the weights within the
neural network to build their answers.

Correlated Topic Model (CTM) (Blei and Laf-
ferty, 2006) is derived from LDA and uses another
distribution in order to better capture topics and their
relations within documents. Indeed, when a docu-
ment concerns a theme, it usually talks about some
neighbor topics: a text about travel might talk about
tourism, beaches, and airplanes, but probably not
about fighter jets. Topics are uncorrelated in LDA be-
cause of the Dirichlet distribution, whereas in CTM,
thanks to the logistic normal distribution, topics are
correlated and present links to one another. The pres-
ence of a topic triggers the possibility of finding one
or multiple other topics. CTM also proposes a visual-
ization of topics: each topic is represented in a bubble
of words, and each bubble is linked with the other cor-
related topics.
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2.2 Visualization of Topics and
Relevance

The presentation of topics is important as reading a
list might confuse a human: a list forces an order of
reading, which is not always the best one depending
on the context. Visualization of topics is usually made
of tag clouds (Singh et al., 2017)(Lee et al., 2010),
which is convenient but shows terms as a whole block.
Some visualizations like (Singh et al., 2017) or (Gre-
tarsson et al., 2012) show the distinction between top-
ics and the terms composing them. However, if a
document used in the corpus is irrelevant or contains
too many irrelevant parts, the results might be altered
without the user being informed. In addition, each
document must be deeply reviewed to find the dis-
crepancy. Few work has been done to explicit the rel-
evance of documents one to another based on their
topics.

(Assa et al., 1997) presents a relevance map be-
tween topics and keywords in the case of web search
queries. Their proposal uses dimension reduction to
create a 2D map and gravitational forces for placing
nodes. Similarly, VIBE (Olsen et al., 1992)(Olsen
et al., 1993) and its variants (Ahn and Brusilovsky,
2009) create Points of Interest (POI) that act precisely
like topics around which documents are placed based
on relevance. The main drawback is that it does not
highlight the most important common words and top-
ics but only places resources based on their relevance
to all the topics found.

(Fortuna et al., 2005) proposed a map of terms
and documents based on MultiDimensional Scaling
(MDS) methods. Terms and documents are placed
on a two-dimensional map, and the background color
varies based on the density. The main drawback of
this contribution is the difficulty of getting a clear
overview of the documents and terms.

In (Newman et al., 2010), the authors proposed
a topic map after studying topic modeling and 2D
projection. First, they compare three topic model-
ing methods and end by using LDA. Next, they com-
pare three methods of projection, namely Principal
Component Analysis (PCA), Local Linear Embedding
(LLE), and Force Directed Layout (FDL) which is the
best. The topic map presents documents as nodes col-
ored by their most important topic. Their position de-
pends on their relevance to one another. However, the
authors concluded that the evaluation of visualization
is complex and could be made only by human judg-
ment; in addition, they also stated that maps with a
dozen documents are probably the most accurate and
valuable in understandability and navigation for a hu-
man.

TopicViz (Eisenstein et al., 2012) proposes a vi-
sualization of documents and topics by nodes with
a force-directed layout and, more importantly, inter-
action with the user. The topic modeling method
used is LDA. The user can pin topic nodes in the
workspace, making the documents float based on their
relevance to each topic. Such a map allows one to dis-
tinguish which document is more relevant to some or
more topics based on its position. The user can also
pin document nodes, making the topics float between
them. This visualization is particularly interesting be-
cause document and topic nodes can be pinned, allow-
ing it to show relevance. However, the user must pin
the nodes himself in order to see the relevance. Based
on the number of detected topics, deciding where to
pin each topic to see the documents’ relevance better
might be difficult.

PaperViz (di Sciascio et al., 2017) is a dedicated
tool for researchers during the paper-gathering step.
It offers multiple views for multiple contexts: tree
hierarchy for search queries, a tag cloud of the 20
most frequent terms, the strength of the relationship
between documents and a search query or a collec-
tion, and references management. The main strength
of PaperViz is its completeness in the user interface.

3 VISUALIZATION PIPELINE
WITH FORMAL CONCEPT
ANALYSIS

The visualization pipeline comprises two main phases
(see Figure 1): semantic pre-processing, where docu-
ments are analyzed in order to produce an occurrence
matrix of terms per documents, and structural anal-
ysis, where the matrix is analyzed in order to create
a graphical representation of the relevance. Glob-
ally, the pipeline relies on natural language processing
(NLP) methods in the first phase and formal concept
analysis (FCA) methods in the second phase.

3.1 Semantic Pre-Processing

The semantic pre-processing phase aims to extract the
most important terms and concepts from each doc-
ument and gather them within a matrix representing
the whole text corpus. This phase is composed of 5
steps as follows:

(PI.0) Selection of Documents by the User: the
user selects the documents for analysis and compari-
son. Two requirements must be fulfilled for the best
results: each document must have enough content,
and the content must be mainly textual.
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Figure 1: The main steps of the pipeline.

(PI.1) Extraction of Texts: each document is
transformed into a regular flat text file. This step re-
lies on optical character recognition (OCR) methods.
In our experiments, we used PDFtoText1 as the OCR.

(PI.2) Cleaning of Extracted Texts: each text is
cleaned in order to increase its quality and reduce its
size, typically by removing the useless spaces and ar-
tifacts that the OCR would have created and, eventu-
ally, some of the stop words. In our experiments, we
used TreeTagger (Schmid, 1994)(Schmid, 1995) with
a custom list of words to keep.

1https://www.xpdfreader.com/pdftotext-man.html

Figure 2: The formal concept analysis (PII.1) sub-steps.

(PI.3) Disambiguation: each cleaned text is
transformed into a list of named entities by resolv-
ing polysemy and synonymy problems. Advanced
NLP methods are required for this task. In our ex-
periment, we used BabelFy (Moro et al., 2014) as it
understands multiple languages and calculates three
scores for each recognized named entity. The named
entities are also transformed into unique references
from BabelNet (Navigli and Ponzetto, 2012), allow-
ing us to manipulate the exact same named entities in
all documents, whatever the input languages are.

(PI.4) Filtering of Terms: the most irrelevant
named entities are removed based on the coherence
score attributed by BabelFy in the previous step. In
our experiments, we require a coherence score of at
least 0.05 to keep a named entity. This score was em-
pirically chosen because it removes way more irrele-
vant named entities than relevant ones.

3.2 Structural Analysis

The structural analysis phase comprises two steps
that calculate metrics in order to produce the mutual
impact graph showing the relevance of documents.

(PII.1) The formal concept analysis is the first
step, divided into five sub-steps (see Figure 2). Its
objective is to produce the mutual impact matrix be-
tween terms and documents from the occurrence ma-
trix in order to evaluate the relevance of documents.

• Normalisation: occurrences of terms per docu-
ments are transformed into proportions in order
to reduce the length disproportions between doc-
uments. Absolute values are converted into per-
centages per line. Thus, all documents are treated
equally.

• Transposition: the matrix is transposed in order to
change the point of view from documents charac-
terized by occurrences of terms into terms charac-
terized by their appearances within documents.

• Binarisation Strategy: building the lattice re-
quires a formal context, or, in other words, a
binary matrix. Multiple strategies of binariza-
tion exist (also called refinement strategies) (Jaffal
et al., 2015). In our case, we use the most simple
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one: the direct strategy that transforms all values
> 0 as 1 and keeps 0 as 0.

• Lattice Construction: the formal context repre-
senting terms within documents is used for build-
ing a lattice and its formal concepts (Belohlavek,
2008). A formal concept is a node containing ob-
jects and attributes (at least one of them). In our
case, the objects are terms, and the attributes are
the documents.

• Metric Calculus: the lattice is analyzed, and the
mutual impact (Jaffal et al., 2015) metric is cal-
culated by comparing the appearances of couples
of terms and documents within each formal con-
cept. The mutual impact shows how strong the
relationship is between each term and each docu-
ment. This bond is calculated for each term and
each document with the formula:

MI(Oi,A j) =
formal concepts containing Oi and A j

formal concepts containing Oi or A j

where Oi represents a term and A j represents a
document. The output is a mutual impact matrix
with a value representing the bond between each
term and each document.
(PII.2) The construction of the mutual impact

graph is the final step. Its objective is to visualize
on a map the terms and their importance within the
corpus, as well as the documents and their relevance.
The visualization uses the mutual impact matrix as an
adjacency matrix and produces a graph of terms and
documents. We used Gephi (Bastian et al., 2009) with
the ForceAtlas (first version) spatialisation algorithm.
Nodes are moved until they find their optimal position
thanks to attractive and repulsive forces. Nodes are
repulsing each other, and edges attract nodes based
on the values of the edges. Because of the input for-
mat, the visualization is a bipartite graph: a set of
nodes represents documents, and another set repre-
sents terms. As presented in Figure 3, the nodes of
documents are colored in grey and are linked to nu-
merous nodes of terms. Unlike, these term nodes
are colored based on the number of neighbors (the
warmer the color, the more the node of term is linked
to different nodes of documents). When focusing on
the nodes of terms, we can find terms from every doc-
ument in the center of the map and terms from fewer
documents scattered around (terms, present in only
one document, are forming specific groups for each
document far from the central set). The central set of
terms is, in fact, a global view of the text corpus with
its keywords. When focusing on the nodes of docu-
ments, we can visually see the relevance of documents
within the corpus by checking how close documents
are to the central set of terms.

Figure 3: The output map of terms and documents.

4 EXPERIMENT

4.1 Scenarios of Evaluation

A proof of concept (Elliott, 2021) has been realized
with a specific scenario to check the pipeline’s valid-
ity and properties. A prototype has been developed2

and used in three proof of concept demonstrations. A
first case expects to visualize the content of 9 PHP
courses. The mutual impact graph is visualized to
check the corpus’ main keywords and the documents’
relevance. A second case introduces a Java course in
the corpus. The validity of the mutual impact graph
is checked by comparing the first and second cases:
the Java course should be the most irrelevant because
it is not specialized in PHP. A third case is presented
in order to check how correcting a document impacts
the results.

In the regular case, 9 PHP courses in French are
processed through the pipeline. These courses present
web development with HTML, PHP, and MySQL for
beginners. They are denoted as C1-C9 in the follow-
ing figures. 6 of these courses are made of slides (C1,
C2, C4, C7, C8, C9), and 3 are made of regular texts
(C3, C5, C6). A Java course (CJA) in text format
is later introduced to check how the mutual impact
graph behaves when some errors appear. This course
is also in French and in a text format. The third ex-
periment only works on courses in text format. There-
fore, we introduced 4 more PHP courses in text for-
mat (C11, C15, C17, C19) to avoid disproportion by
keeping a close number of input documents as in the
other cases.

2https://github.com/metalbobinou/CREA-phd
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4.2 General View of the Corpus’
Content

The documents are processed through phase I, and the
corpus is transformed into a matrix of occurrences.
The mutual impact graph is generated using the direct
strategy in step PII.1.

Figure 4 shows terms as nodes colored following a
cold-warm schema. Red nodes are terms occurring in
all the documents, orange nodes are terms occurring
in all the documents minus one, etc. In the regular
case, the terms in red nodes are: post, nombre (num-
ber), méthode post (post method), fichier (file), code,
donnée (data), langage (language), site, php, naviga-
teur (browser). These terms are typical of a course
on web development with PHP. They are extended
with the terms in orange nodes like base de donnée
(database) or even foreach, which are also typical for
a website in PHP that uses a database. Terms that
are present in fewer documents but still in more than
half of the corpus (the yellow and green nodes) are
also typical of web development for nearly all of them
(session, mysql, utilisateur (user), ...).

Figure 4: Central set terms of the mutual impact graph in
regular case.

Figure 5: Central set terms of the mutual impact graph in
Java case.

In Figure 5, the Java course is added to the corpus.
The terms in red nodes are the same as in Figure 4,
except php which becomes an orange node. This be-
havior is expected as the Java course does not dis-
cuss PHP; therefore, one document does not include

it. The terms in other colors are still relevant as they
mainly concern client-server programming, OOP vo-
cabulary, and similar topics. It can be noted that an-
other color is introduced in order to show that an ad-
ditional document is present. Nearly all of the terms
in green in the first case are now light green. In the
entire graph, some of the terms in green are repulsed
into dark green nodes (meaning they are missing from
one more document). However, a majority of terms
from the first case are still present in the second case
with the same number of document edges.

4.3 Relevance of Documents

Figure 6: Relevance of documents in regular case.

Figure 7: Relevance of documents in Java case.
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Figures 6 and 7 represent the relevance of documents
in two cases: the regular case with only PHP courses,
and the Java case with the additional Java course. The
relevance’s visualization is also produced from the
mutual impact graph, except the focus is mainly on
the grey nodes representing documents.

In the regular case of PHP courses (Figure 6), the
documents in the slide format are closer to the central
set than the text ones. In the Java case (figure 7), the
Java document (CJA) is the most distant of the central
set. It can be noted that C6 is as distant from the cen-
tral set as CJA. This discrepancy is explained by the
fact that the C6 document contains not only a PHP
course but also reports of students’ projects in more
than half of the document. These reports discuss var-
ious business problems that require a website (online
shoe store, online music store, etc). Therefore, the
document is not exactly a pure PHP course like the
others.

In order to test how the mutual impact graph re-
acts when a document is corrected, we compared mul-
tiple cases of courses while correcting one of them.
Document C6 is written in three parts with nearly the
same amount of pages: the regular PHP course, the re-
ports of the students’ projects, and an advanced PHP
course. For the experiment, we used PHP courses in
text format only (in order to avoid the effect of mix-
ing slide and text formats), and we corrected docu-
ment C6 by removing the students’ projects first and,
later, the advanced chapters. The experiment was also
done twice, with and without the Java course, in order
to have a better view of the effect of correction on a
corpus with and without an irrelevant course.

In the regular case without any modification (Fig-
ure 8), C6 is the most outlier in both regular and
Java cases. In the Java case, CJA is the sole docu-
ment nearly as far as C6. After removing the stu-
dents’ projects from C6 (Figure 9), it becomes one
of the closest documents from the central set in both
cases, indicating that it became way more relevant to
the corpus than previously. In the Java case, CJA be-
comes the most outlier, keeping its irrelevance. Fi-
nally, when the advanced chapters are also removed
from C6 (Figure 10), it becomes the closest to the cen-
tral set in the Java case, and the second closest in the
regular case. C11 and C15 become the most outliers
in the regular case. In the Java case, CJA and C11 are
the most outliers.

In each figure from 8 to 10, document C6 becomes
closer to the central set thanks to the corrections. It
can be noted that CJA stays the most outlier in ev-
ery case, and the other documents move away a bit.
Therefore, the corrections show improvements in the
positioning of C6 while keeping the irrelevance of
CJA.

Figure 8: Relevance of text documents (C6 intact).

Figure 9: Relevance of text documents (no student
projects).
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Figure 10: Relevance of text documents in the regular case
(no student projects, nor advanced chapters).

5 DISCUSSION

In the mutual impact graph of the regular case (Fig-
ure 4), the set of terms present in all of the documents
at the center of the graph, shown as red nodes, are rel-
evant to the content of the text corpus, and they also
produce a clear summary of the main keywords. Each
ring of colors around the central set adds more terms
relevant to the corpus. When the Java course is in-
troduced (Figure 5), the terms in all the documents
are nearly the same: only php is a bit repulsed. As
the Java course also mainly talks about programming
and partially about web development with dedicated
frameworks, the results are nearly unchanged, which
is the expected behavior. The mutual impact graph
with the terms lets a user quickly get an idea of the
subject and keywords composing the corpus. It can
be used to quickly discover a new academic field and
find the keywords that best describe it. Another usage
for this graph would be to help build a book’s index:
the keywords are highlighted, and the author selects
which words to keep or remove.

Concerning the relevance of documents in Fig-
ure 7, the Java course is the most distant one with
C6 (which contains a lot of unwanted content) in the
first experiment. This behavior is perfect for the cur-

rent case: the teacher who would like to use exist-
ing documents is warned that C6 and CJA should be
checked more precisely in order to detect if their con-
tent is relevant. Even if the text documents are distant
from the slide documents, the most irrelevant ones
are far away, allowing the user to measure the rele-
vance visually. In the third experiment, the relevance
of document C6 is greatly improved because of the
corrections applied while keeping the irrelevant doc-
ument CJA far away. It must be noted that the shape
of the graph changes because it reflects the relevance
of each document relating to the general relevancy of
the whole corpus. The mutual impact graph is a pic-
ture of the corpus as a whole: it is not a graph about
the relevance of one or some documents against one
or some other documents. Multiple use cases can be
derived from the mutual impact graph. The graph
would help users select the best documents about one
or more topics or remove the most irrelevant ones.
Another usage would be for a teacher to compare its
own course with the existing ones or even with re-
search articles to check how close it is to the state of
the art.

The global results show that FCA, with the mu-
tual impact measure, can highlight a corpus’ main
terms and even show its documents’ relevance. It
does not create a list of topics nor calculate the prob-
ability of each term being included in a topic like
LDA, but it does reflect the importance of each term
for the whole corpus. This behavior is expected by
the nature of FCA: it ”differs from statistical data
analysis in that the emphasis is on recognizing and
generalizing structural similarities, such as set inclu-
sion relation from the data description, and not on
mathematical manipulations of probability distribu-
tions” (Carpineto and Romano, 2004). However, we
acknowledge that BabelFy does participate actively
in the process of topic modeling by recognizing the
named entities and evaluating their relevance to each
portion of the text. It must be noted that the con-
struction of the formal context also filters some terms.
FCA (formal context’s construction + metrics calcu-
lus) and BabelFy must be used together, or at least,
FCA with an entity linking tool. Another limitation
concerns the fact that the documents used in the ex-
periments were written in French and with the goal
of teaching. In our opinion, language shouldn’t be a
problem as BabelFy is well trained for recognizing a
lot of languages, but mixing different documents writ-
ten with distinct goals or distinct formats might affect
the quality of the resulting map in a similar way that
can be seen in Figure 6 where the documents in the
slide format are closer to the central set than the text
ones.
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6 CONCLUSION

In this paper, we proposed a visualization pipeline for
textual corpora analysis based on FCA instead of the
usual LDA for the topic modeling step. Mutual im-
pact was used within FCA in order to produce a ma-
trix for the force-based graph algorithm. The pipeline
produces a map that can be used in two ways:

• The main keywords are placed by order of impor-
tance, allowing the reader to quickly get an idea
of the topics contained in the corpus

• Documents are placed based on their relevance to
the keywords found, allowing the reader to see an
eventual discrepancy in the chosen texts.

The map presents a visualization of the corpus as
a whole. Removing a document impacts the visual-
ization because of the absence of a node and because
the topic modeling step does not work on the same
texts. To evaluate these claims, we presented a case
study on multiple PHP courses and an intruder Java
course (also about programming). First, a map dis-
played the most important keywords and the varia-
tions with and without the Java course. Then, one of
the PHP courses containing more than half of its text
about out-of-scope topics was corrected, showing a
significant upgrade in the output.

We consider FCA an exciting method for topic
modeling and expect to try other metrics on the lat-
tice in order to find more possible usages. Multiple
usages and combinations have been already proposed
in (Poelmans et al., 2013), but we expect to use the
conceptual similarity metric (Jaffal et al., 2015) for
an even more precise combination of terms. Also, a
deeper comparison with LDA and other newer meth-
ods like neural networks might be interesting as the
construction of the results does not rely on probabili-
ties and is perfectly transparent thanks to the set the-
ory behind FCA. Numerous applications in digital hu-
manities can be considered with FCA because trans-
parency, and therefore explainability, are already part
of its design by highlighting relationships between
objects.
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M., Sağlam, R., Ekinci, E., and Eken, S. (2023).
Searchable turkish ocred historical newspaper collec-
tion 1928–1942. Journal of Information Science,
49(2):335–347.

Moro, A., Raganato, A., and Navigli, R. (2014). Entity
linking meets word sense disambiguation: a unified
approach. Transactions of the Association for Com-
putational Linguistics, 2:231–244.

Navigli, R. and Ponzetto, S. P. (2012). Babelnet: The au-
tomatic construction, evaluation and application of a
wide-coverage multilingual semantic network. Artifi-
cial Intelligence, 193:217–250.

Newman, D., Baldwin, T., Cavedon, L., Huang, E., Karimi,
S., Martinez, D., Scholer, F., and Zobel, J. (2010). Vi-
sualizing search results and document collections us-
ing topic maps. Web Semantics: Science, Services and
Agents on the World Wide Web, 8(2-3):169–175.

North, K. and Kumta, G. (2018). Knowledge manage-
ment: Value creation through organizational learning.
Springer.

Olsen, K. A., Korfhage, R. R., Sochats, K. M., Spring,
M. B., and Williams, J. G. (1993). Visualization of
a document collection: The vibe system. Information
Processing & Management, 29(1):69–81.

Olsen, K. A., Williams, J. G., Sochats, K. M., and Hirtle,
S. C. (1992). Ideation through visualization: the vibe
system. Multimedia Review, 3:48–48.

Padilla, L. M., Creem-Regehr, S. H., Hegarty, M., and Ste-
fanucci, J. K. (2018). Decision making with visualiza-
tions: a cognitive framework across disciplines. Cog-
nitive research: principles and implications, 3:1–25.

Peinelt, N., Nguyen, D., and Liakata, M. (2020). tbert:
Topic models and bert joining forces for semantic sim-
ilarity detection. In Proceedings of the 58th annual
meeting of the association for computational linguis-
tics, pages 7047–7055.

Poelmans, J., Kuznetsov, S. O., Ignatov, D. I., and Dedene,
G. (2013). Formal concept analysis in knowledge pro-
cessing: A survey on models and techniques. Expert
systems with applications, 40(16):6601–6623.

Salton, G. (1983). Introduction to modern information re-
trieval. McGraw-Hill.

Schmid, H. (1994). Probabilistic part-of-speech tagging us-
ing decision trees. In New methods in language pro-
cessing, page 154.

Schmid, H. (1995). Improvements in part-of-speech tagging
with an application to german. In In Proceedings of
the ACL SIGDAT-Workshop, pages 47–50.

Singh, J., Zerr, S., and Siersdorfer, S. (2017). Structure-
aware visualization of text corpora. In Proceedings of
the 2017 Conference on Conference Human Informa-
tion Interaction and Retrieval, pages 107–116.

Using Formal Concept Analysis for Corpus Visualisation and Relevance Analysis

129



Building Atlas of Knowledge Maps: Towards Smarter Collaboration 

Anna Kuznetsova1 a, Tatiana Gavrilova2 b and Olga Alkanova2 c 
1Lyceum No. 408, St. Petersburg, Russian Federation 

2Graduate School of Management, St. Petersburg State University, St. Petersburg, Russian Federation  

anna.romantseva@gmail.com, gavrilova@gsom.spbu.ru 

Keywords: Ontology, Knowledge Maps, Knowledge Atlas, Visualization System, Knowledge Transfer. 

Abstract: The paper discusses the possibilities and prospects for creating corporate atlas of knowledge maps – a visual 

guide of diagrams describing the intellectual assets of the enterprise. The discussed case is based on the 

university business school. Mapping or visualization provides information transparency of communications 

in universities making collaboration smart and effective. The walls of universities are opaque, and 

visualization provide a higher level of teaching, research, consulting and administration. The paper presents 

the preliminary results of the project “Methodology and technology for developing digital knowledge maps 

for education and research teams’’ and proposes and describes specific features of a systematic repository of 

diagrams, that is called an atlas of knowledge maps. We developed a set of diagrams to describe knowledge, 

created an ontology of the properties of such maps and suggested considering the most popular ones as a kind 

of atlas from which decision makers can select relevant maps for their work. The survey is preceded by the 

use of ontologies - conceptual models of areas of knowledge and professional activities of the teacher. In 

general, the approach can be adapted to business companies and government organizations if they are 

interested in disclosing their intellectual capital. 

1 INTRODUCTION 

Business and academic work require cooperation. 

Learning includes  access to influencers and experts.  

It can be difficult to find colleagues and potential 

partners in an overloaded world of redundant and 

contradictory information.  

But companies and universities are in no hurry to 

share their intellectual assets, and often companies 

themselves do not know about their "treasures".  

Acquisition and systematization of such information 

resources are useful primarily for the companies 

themselves, in addition, they are invaluable in the 

market. The paper discusses the possibilities and 

prospects for creating the atlas of corporate 

knowledge maps - visual guide to the intellectual 

assets of the enterprise based on the case of a 

university business school.  

Visual knowledge maps are a powerful tool for 

enhancing understanding and fostering collaboration 

in a company setting. These maps can be used to 

 

a  https://orcid.org/0000-0002-3612-6014  
b  https://orcid.org/0000-0003-1466-8100 
b  https://orcid.org/0000-0002-2530-6765 
 

visually represent information, ideas, and 

relationships in a clear and concise manner, making it 

easier for faculty and students to grasp complex 

concepts and share knowledge with their colleagues. 

Visualization allows to present complex data and 

identify patterns, trends, and structures, which 

facilitates deeper exploration of the data. Diagrams 

allow all the employees and newcomers to expand less 

cognitive energy deciphering the meaning of the text 

they are reading, which means they will have more 

cognitive energy available for the critically important 

tasks of understanding, assessment and reflection 

(Miller 2023, Moody 2007). The main benefits of 

knowledge visualization are related to: stakeholder 

engagement, flexibility, knowledge transfer, signalling 

role, agility and interactivity (Troise, 2022). Using 

knowledge representation and mapping help to 

organize the smarter collaboration. The term was 

coined by H. Gardner (Gardner, 2017) when she 

described the need for highly-specialised experts to 

come together in order to tackle more complicated 

issues than any of them could do on their own. 
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The paper discusses some preliminary results of 

the METAKARTA project (MEthodology and 

Technology for developing digital Knowledge mAps 

for education and Research TeAms) where we 

developed the methodology visualizing teaching and 

research activity of the faculty members. 

The paper structure is as follows: the current 

section 1 provides the motivation for creating a new 

approach, section 2 presents a brief literature review 

and highlights the existing research gap, the atlas’ 

attributive ontology design is described in section 3, 

while section 4 provides a demonstration of this 

approach in  a decision-making process. 

2 KNOWLEDGE MAPPING 

Knowledge maps are powerful information 

visualization techniques that allow describing 

knowledge assets, connecting experts, accessing 

knowledge over time, existing knowledge resources 

and knowledge gaps (Faisal et al., 2019). The main 

tools that are widely used in knowledge mapping, 

require the participation of both experts and analysts 

who develop visual diagrams reflecting  

▪ Sources of knowledge; 

▪ Location of knowledge elements; 

▪ Owners of knowledge elements; 

▪ Links and relations between them, etc.  
 

Knowledge maps are closely related to 

competency maps and employee competency 

management, which are denoted as skills and 

competencies in corporate decisions (Anthony, 

2021). Such maps turn enterprise data into valuable 

and insightful information. Knowledge maps are one 

of the tools used in knowledge engineering for 

organizing and presenting knowledge, forming a 

graphical framework and landscape in visualizing 

complex concepts, decision support, knowledge 

sharing, etc. (Balaid et al., 2016).   

However little attention is paid to the 

development of a well-structured set of visual 

representations of key concepts, relationships, 

knowledge owners of a knowledge domain of the 

organization encouraging the employees to see the 

big picture, promote collaboration, and improve 

organization and focus.  

The development of knowledge maps starts with 

the definition of goals and stakeholders. For each 

level, a basic atlas (visual set) of types of knowledge 

maps was created. 

2.1 Definition of Goals 

In the field of management, the following goals may 

be solved using the developed knowledge maps: 

▪ optimization and activation of resources, 

including the formation of project teams or 

working groups taking into account the 

principle of complementarity, ensuring the 

transfer of knowledge from experts to 

employees who have gaps (Liebowitz, 2005) 

(in this case, an employee development plan is 

formed based on such tools as coaching and 

mentoring) and strategic planning for the 

development of assets (Zack, McKeen, Singh, 

2009) (based on the analysis of the map for 

various areas of knowledge, a decision is made 

to close gaps or change the focus of activity); 

▪ identification of the hidden potential of 

employees. The principle of completeness, 

implemented in the construction of ontologies 

of subject areas, provides a comprehensive 

analysis and allows for the formalization of 

those areas of knowledge that were previously 

not in the field of view when assessing 

employees. By discovering previously 

unknown competencies and publications of 

subordinates, a manager can make a more 

informed (and therefore less risky) decision 

about developing new areas of activity (Butt et 

al. 2021). 

2.2 A Stakeholder Analysis 

Before the knowledge mapping study, a stakeholder 

analysis was conducted. Stakeholders who influence 

academic and research teams and benefit in one way 

or another from access to the knowledge map data 

may include both external and internal users and can 

be divided into three categories: managers 

(administrators), experts, and ordinary employees, 

including newcomers (Pereira et al., 2023). The 

METAKARTA project expanded the traditional 

classification and identified another category: 

external experts. In modern universities, the roles 

described above are represented by internal 

stakeholders: administration (managers), research 

and teaching staff, including young scientists and 

postgraduates (experts and ordinary employees). 

Based on the fundamental differences between these 

three groups of knowledge map recipients, a 

classification was proposed at three levels: general, 

focused, and detailed, as described in previous 

publications. These three levels in the described case 

correspond to: 
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• institution level, 

• department level, 

• individual level. 

The next two figures illustrate school and 

department levels for shaping the research activity my 

mapping the bibliometric data extracted from Google 

Scholar. 

 

Figure 1: Distribution of all the publications among the 

school departments.  

 

Figure 2: Portrait of department X. 

Figure 1 shows the general level distribution of all 

the publications listed in the database among the 

university school departments. Here the information 

on the percentage of the total amount of publications 

of the university school departments is stated. That 

helps to evaluate the more and less active departments 

in terms of publications.  

Figure 2 shows focused and detailed levels of 

generalization describing a portrait of the faculty 

from department X and gives the information on the 

number of publications for each of the faculty 

members, their H-index, the number of citations of 

each of the teacher. 

3 DATA COLLECTION 

METHODOLOGY 

The METAKARTA Project results include visual 

representations of two information landscapes – 

teaching and research. The essential part of the 

project was devoted to data collection. 

Bibliometric data was acquired from Google 

Scholar, while teaching information needs  two data 

processing stages. Two surveys with self-assessment 

questions were conducted where the faculty assess 

their teaching competences and expertise. Initially a 

set of secondary data was used from 2019-2020 larger 

project initiated as part of the internal self-assessment 

of the targeted school full-time faculty. 

 Organization of the data was as follows: each 

respondent answered a series of binary questions 

whether they consider themselves as an expert in a 

particular area of knowledge from the predefined set 

of ontologies. In case of a positive answer for a 

particular area a set of questions regarding teaching, 

research and applied consulting experience followed. 

Consequently, the dataset was organized in a 

“matrix” logic – the assessment of experience in each 

type of activity was carried out for each area of 

knowledge noted by the employee. 

The analysis of results of the first survey helps to 

prepare the second updated one. 

Data for the new questionnaire were collected in 

the middle of the 2023/2024 academic year from the 

current full-time faculty of the same school as for the 

first data collection (all full-time faculty members 

who teach at least 1 course per year were surveyed). 

Total sample size was 56 qualified faculty members. 

The retention rate of the full-time staff between the 

two datasets was 68.3%, which, provided that the data 

from the first and second surveys are brought to a 

single coding, makes it possible to build not only 

maps reflecting the development of employees, but 

also maps of changes by departments – a new set of 

maps that show the dynamics of the internal 

knowledge. 

As a result of the two datasets comparison, we 

found out that: 

Time spent for questionnaire fulfillment 

decreased by around 30-50% (depending on the 

number of areas of expertise – the effect was higher 

for employees with more areas of expertise. 

The average number of knowledge areas reported 

by employees as areas of expertise increased from 2.5 

to 3.5, thus providing a more detailed picture of 

knowledge in specific scientific areas (assessed across 

employees who participated in two data collections). A 

random check for deviations showed that, overall, 
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additional areas of expertise were supported by 

objective experience existing already by the time of the 

first data collection, which proves increased data 

accuracy when a sequential approach is used. 

4 AN ATLAS’ ATTRIBUTIVE 

ONTOLOGY DESIGN 

Based on the extensive experience in working with 

questionnaires in social sciences (Aithal & Aithal, 

2020) a combination of primary and secondary data 

was used to the maximum extent possible while the 

development of knowledge maps for the atlas. It was 

found that when building knowledge maps based on 

primary information, there is a risk of obtaining 

unreliable data. In terms of completeness of 

information, the optimal solution is to combine 

primary and secondary data to build knowledge maps. 

In this case, different implementation scenarios are 

possible: 

 

▪ from secondary data to primary (building an 

employee profile based on secondary data, then 

verifying this profile by the employee as part of 

collecting primary data with the ability to 

additionally collect self-assessment data); 

▪ from primary data to secondary (primary data 

are verified based on available secondary data 

- the expertise declared by the employee is 

confirmed based on available objective 

information); 

▪ independent assessment of the employee 

profile - building individual maps based on 

subjective assessment and secondary data with 

subsequent generalization on the expert profile 

dashboard. 

Atlas systematizes the significant properties of 

knowledge maps bringing the connections among 

them. We borrowed the term from classical 

definition: Atlas is “a bound collection of maps often 

including illustrations, informative tables, or textual 

matter” (Merriam-Webster).  

When creating an atlas of knowledge maps that 

describes modern diagram templates and 

recommendations for their use, work was carried out 

to generalize and structurally describe the existing 

diagrams. Information design in knowledge maps 

aims to avoid confusion by presenting data in a way 

that’s easy to understand. Based on the study of 

researchers Lenger and Eppler who compiled a table 

similar to the periodic table, consisting of more than 

100 different visualization techniques, divided by 

type of use (Lengler, Eppler, 2007) we include more 

than 20 visual diagrams into the atlas. Also atlas 

systematizes the recommendations for their use, it 

describes modern diagram templates and structurally 

summarize describe the existing diagrams in a form 

of a table. 

The conceptual representation of atlas may be 

defined as an attributive ontology (Fig.3).  

 

 

Figure 3: Structure of attriBUTive OnTology of kNowledge 

maps: upper level. 

The BUTTON Ontology (attriBUTive OnTology 

of kNowledge maps) is a generalization and 

systematic description of various characteristics 

(attributes) of knowledge maps used to visualize the 

information landscape of companies and universities. 

This ontology summarizes many characteristics of 

knowledge maps into three categories:  

▪ content; 

▪ format; and  

▪ purpose of map. 

 

The format of this conference paper does not 

allow to show all the BUTTON ontology framework. 

Using of the developed atlas create an additional 

advantage for all its users and the project 

stakeholders.  

5 KNOWLEDGE ATLAS 

The atlas of the knowledge maps presents systemic 

vision of possible diagrams that scaffolds  the 

understanding of university intellectual assets from a 

range of perspectives. The paper tries to provide 

comprehensive insight into the ways in which 

university and faculty members visualize their 

bibliometric and teaching intellectual assets.  

5.1 Classification Based on Content of 
Knowledge Maps  

The content of knowledge maps plays a key role in 

determining their effectiveness and applicability in 
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different contexts. It includes two main aspects: the 

carrier and the elements of knowledge.  

 In the context of an educational institution, a 

carrier (teacher) is an entity responsible for the 

accumulation, transfer and acquisition of knowledge. 

The main feature of the attribute "carrier" is its 

"potential". The potential of the carrier (teacher) 

reflects his or her cumulative knowledge, skills and 

experience in certain areas and includes the depth and 

breadth of the teacher's expertise. The dynamics of 

the carrier reflect the changes in his potential over 

time: the teacher's self-improvement, his participation 

in professional training and education, as well as the 

continuous updating of knowledge. Relationships 

between carriers are a network of interactions, 

exchange of knowledge and experience. This includes 

various forms of cooperation, such as the exchange of 

educational materials, joint research projects, etc. 

In the context of an educational institution, a 

carrier (teacher) is an entity responsible for the 

accumulation, transfer and acquisition of knowledge. 

The main feature of the attribute "carrier" is its 

"potential". The potential of the carrier (teacher) 

reflects his or her cumulative knowledge, skills and 

experience in certain areas and includes the depth and 

breadth of the teacher's expertise. 

The knowledge elements on the map include 

specific learning materials and information elements 

belonging to the carriers. Elements can be organized 

into different structures, have priorities, locations, 

and formats. By the structure of knowledge elements, 

we understand ways of classifying, organizing and 

linking individual elements of knowledge to ensure 

their accessibility and understanding. The structure 

helps to navigate in the set of knowledge, understand 

their interrelations and find the necessary 

information. Knowledge elements are prioritized 

subjectively by managers and reflect their 

understanding of the importance and relevance of 

knowledge components in the context of a particular 

area or task. Prioritization allows you to identify 

aspects that should be paid attention to when planning 

training programs, courses and human resources. The 

location of knowledge elements includes the 

geographical location of the teacher (for example, in 

a branch of the university), the academic unit 

(department, faculty) and the program. 

5.2 Classification Based on Format of 
Knowledge Maps  

The shape of knowledge maps is an important aspect 

of their visual representation, determining the way 

information is displayed. For knowledge maps, we 

have considered graphs, tables, charts, as well as 

metaphor drawings as shown in Figure 4.  

 

 

Figure 4: Possible Formats of knowledge maps in the atlas 

The atlas is designed in the form of the table with 

a description of the difficulty level of the diagram, the  

preview of the pictogram, its design and the main 

characteristics and purpose. The maps include four 

major types as shown in Figure 4: 

▪ Tables; 

▪ Graphs; 

▪ Charts; 

▪ Metaphors. 

 

Tables include one-level, multilevel and nested 

tables as shown in Figure 5. 

 

 

Figure 5: Types of tables in the atlas. 

Heat map tables serve graphical representation of 

data using color and size to encode text tables for 

easier comparison of data values. 

 

 

Figure 6: A heat map table: overview of one department’s 

knowledge. 

The heat map table in Figure 6 presents an 

overview of the level of expertise of professors in one 

of the departments of the university based business 

Tables

One-level g

Multilevel g

Nested
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school. The collected data in the table presents the 

coded names of professors (columns) and the 

corresponding fields of knowledge (rows). 

The capacity of the level of expertise of each 

professor is determined by the sum of spheres of 

competence within multiple fields of knowledge, 

which are presented in the corresponding cells. 

The resulting table provides an efficient and easy-

to-read presentation of the level of expertise of each 

professor according to their self-assessment.  

The table can be used to identify areas of strengths 

and weaknesses among professors, and to allocate 

resources more effectively based on each professor’s 

expertise. Further research could explore the 

relationship between the level of expertise of 

professors and the quality of their teaching and 

research outcomes.  

There are two types of graphs as shown in Figure 

7: 

▪ Hierarchical 

▪ Network undirected. 

▪  

 

Figure 7: Types of graphs in the atlas. 

Hierarchical tree is a graphical representation of 

hierarchically organized data in the form of a tree. 

Network maps include five types: 

▪ Radar - a graphical representation of data in the 

form of petals, typically used to compare 

different categories or aspects. 

▪ Radar with Markers - a radar chart where in 

addition to the petals, markers are also 

displayed to indicate values. 

▪ Filled Radar – a radar chart in which the areas 

between the petals are filled with color for 

better visualization. 

▪ Arc diagram is useful to reveal the overlap of 

data. 

▪ Chord diagram reveals the relationship 

between the objects inside the organization. 

 

Charts include one-, two- and three-dimensional 

ones. Metaphors include images that are used as 

universal metaphors to visually organize the 

information (physical landscape, pyramid, fishbone, 

etc.) 

5.3 Classification Based on Purpose  

The characteristics of a purpose include  

▪ purpose itself, 

▪ focus,  

▪ stakeholders,  

▪ level of generalization. 

 

The purpose of knowledge maps plays a key role 

in their creation and can be considered in different 

contexts, e.g. - decision-making / market positioning 

/ raising general awareness within the company. 

"Focus" refers to the main focus of using a 

knowledge map. Within the framework of the study 

of the experience of teachers in three areas, the 

following types of focus can be distinguished: 

academic work / research / consulting and projects. 

Stakeholders in our study include external and 

internal users. External ones include applicants, 

business partners and customers who can use 

knowledge maps to obtain information about the 

educational institution, projects and employees. 

Internal users are administration, teachers, 

researchers and students. 

The level of generalization of knowledge maps, 

which is determined by the purpose and task of 

mapping, is also important. It can be either universal 

or specialized. Universal knowledge maps are 

applicable in various fields of knowledge and 

disciplines, showing the general picture of what is 

happening (for example, a faculty science citation 

map). Specialized knowledge maps can be focused on 

specific areas or levels, such as faculty, graduate 

school, department, or individual faculty. 

6 CONCLUSION 

The information space of organizations is overloaded, 

there is a need to find convenient assistants that 

facilitate the processing of information for users. The 

most difficult and labour-intensive part of working 

with information is associated with its search, 

structuring, and compression. The visual approach is 

one of the possible ways to scaffold the information 

flow. 

The paper discusses the developing of the 

prototype of an atlas of knowledge maps describing 

the intellectual assets of the university business 

school. This prototype of the atlas includes invariant 

Graphs

Hierarchical g

Network

Radar g

Radar with 
Markers
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Arc 
Diagram
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representations of knowledge maps of educational, 

scientific and consulting activities, depending on the 

stakeholder, the task itself, the selected level of 

generalization for mapping 

(institute/department/individual). 

One of the key benefits of using this atlas is that 

the maps from it help students, faculty and 

administration see the big picture of the academic life. 

By mapping out key concepts and their 

interconnections, employees can gain a better 

understanding of how different pieces of information 

fit together, who are the experts and how they 

contribute to the overall goals of the university unit in 

teaching and research. This can help employees make 

more informed decisions and work more effectively 

towards shared objectives and smarter collaboration. 

Systematic analysis of corporate, administrative 

and scientific knowledge creates the potential to 

significantly improve the quality of information 

support, creating knowledge management systems for 

more effective interaction between various groups of 

organization employees and external users and 

stakeholders. 

Ultimately, using visual knowledge maps can lead 

to smarter decision-making, more innovative 

solutions, and a more efficient and effective 

company. It is a step to visual organization (Bell, 

Warren, & Schroeder, 2014). 
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Abstract: Despite the rapid advancements in the field of Large Language Models (LLM), traditional benchmarks have 
proven to be inadequate for assessing the performance of Retrieval Augmented Generation (RAG) systems. 
Therefore, this paper presents a comprehensive systematic literature review of evaluation dimensions, metrics, 
and datasets for RAG systems. This review identifies key evaluation dimensions such as context relevance, 
faithfulness, answer relevance, correctness, and citation quality. For each evaluation dimension, several 
metrics and evaluators are proposed on how to assess them. This paper synthesizes the findings from 12 
relevant papers and presents a concept matrix that categorizes each evaluation approach. The results provide 
a foundation for the development of robust evaluation frameworks and suitable datasets that are essential for 
the effective implementation and deployment of RAG systems in real-world applications. 

1 INTRODUCTION 

The rapid evolution of Artificial Intelligence (AI) 
especially in the field of Large Language Models 
(LLMs) attracts widespread attention due to their 
groundbreaking achievements in solving complex 
problems even surpassing the performance of humans 
in certain fields (Benbya et al., 2024; Bubeck et al., 
2023; OpenAI et al., 2023). The speed of AI 
development in the area of LLMs outpaced methods 
to assess their performance and accuracy, leading to 
major flaws in existing traditional benchmarks to 
evaluate LLMs output through reliable metrics  
impeding their adoption (Hammond, 2024).  
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Despite their potential, LLMs face substantial 
challenges, particularly in fully grasping contextual 
factors such as unique technical requirements within 
a specific industries, yet understanding these factors 
is essential for effective decision-making (Benbya et 
al., 2024). Even the most powerful models such as 
GPT-4 struggle with hallucinations, lack of the ability 
to update itself, and limited context (Bubeck et al., 
2023; OpenAI et al., 2023). Several researchers point 
out that these LLMs seem to rather memorize 
frequently occurring information encountered during 
their pre-training and struggle with infrequent 
information, i.e., which would typically occur in a 
specific industry (Kandpal et al., 2022; Mallen et al., 
2022). 
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Most promising and common to solve this 
problem is to augment LLM with non-parametric less 
common knowledge by providing them retrieved text 
chunks from an external database (Asai et al., 2024; 
Y. Gao et al., 2023; Mallen et al., 2022; Wang et al., 
2023; Zhang et al., 2023). This approach is known as 
Retrieval Augmented Generation (RAG), and there 
are several different RAG paradigms, ranging from 
so-called naïve RAG to more advanced ones (Asai et 
al., 2023; Y. Gao et al., 2023; Ma et al., 2023). 
Research results suggest that LLM RAGs outperform 
LLMs, particularly in long-tail knowledge questions 
(Asai et al., 2023; Izacard et al., 2022; Ma et al., 2023; 
Mallen et al., 2022; Wang et al., 2023). 

However, there is still uncertainty about the 
accuracy of such approaches due to the lack of 
comprehensive evaluation frameworks to provide 
evaluation dimensions and metrics to assess RAG 
LLMs (Y. Gao et al., 2023; Wang et al., 2023). Thus, 
we address the following research questions (RQ): 

 
• RQ1: How to evaluate a RAG-enhanced 

LLM comprehensively across different 
dimensions and metrics? 

• RQ2: What type of datasets are available for 
applying the dimensions and metrics?  

 
 Therefore, the research contribution of this paper 

lies in addressing the current research gap by 
providing a systematic overview of how to evaluate 
RAG pipelines comprehensively, offering insights 
into the development of robust evaluation 
dimensions, metrics and possible datasets (Y. Gao et 
al., 2023; Hammond, 2024; Wang et al., 2023). 

The paper is structured as follows: The next 
section introduces RAG. Section three explains the 
chosen research method. Section four presents the 
evaluation framework. Finally, the last section 
provides the conclusions. 

2 RETRIEVAL AUGMENTED 
GENERATION 

Traditional pre-trained LLMs such as GPT and BERT 
encode knowledge within their parameters, but 
struggle with tasks requiring specific factual 
knowledge which is not present in their parameters 
(Y. Gao et al., 2023; Lewis et al., 2020). This problem 
is evident in the fact that even the most powerful 
models such as GPT-4 struggle with made-up facts 
known as hallucinations, a lack of ability to self-
update and limited context (Bubeck et al., 2023; 

OpenAI et al., 2023). Even further increasing the size 
of their parameters, i.e., the training dataset, in which 
the knowledge appears to be stored to include more 
information will be likely insufficient to address the 
issue of long-tail knowledge (Kandpal et al., 2022; 
Mallen et al., 2022). 

Therefore, Lewis et al. (2020) proposed RAG by 
combining non-parametric memory with parametric 
memory that uses a dense vector index of external 
documents such as Wikipedia articles that can be 
dynamically accessed using a retriever. Research 
results comparing the performance of RAG LLM 
with standalone LLM, suggest for the former superior 
performance (Asai et al., 2023; Izacard et al., 2022; 
Lewis et al., 2020; Ma et al., 2023; Mallen et al., 
2022; Wang et al., 2023). 

A naïve RAG pipeline involves three main steps. 
Firstly, the documents containing specific 
information are indexed (Lewis et al., 2020). The 
most common method is to split the documents into 
smaller sections so-called chunks and store their 
embedding in a vector database (Y. Gao et al., 2023). 
In the second step, a given input query is likewise 
embedded and then compared with the passages in the 
vector database by calculating the similarity, 
returning a set of top-ranked chunks that are most 
relevant for the query (Y. Gao et al., 2023; Karpukhin 
et al., 2020). In the final step, the retrieved content 
and the query are combined and prompted into an 
LLM so that it can provide a coherent answer (Y. Gao 
et al., 2023; Lewis et al., 2020). 

This naïve setup can be modified by applying 
different advanced methods relating to pre- or post-
retrieval (Asai et al., 2023; Y. Gao et al., 2023; Ma et 
al., 2023). For instance, Ma et al. (2023) propose 
query rewriting as an advanced pre-retrieval method 
and report performance improvements.  

Despite the use of advanced methods, the RAG 
approach can still be divided into the outlined steps of 
a naïve RAG for evaluation. However, there is a lack 
of evaluation dimensions and metrics on how to 
analyse and assess such systems, e.g., which evaluation 
dimensions to consider and what kind of metrics to 
calculate for which step (Y. Gao et al., 2023). 

3 RESEARCH METHOD 

The Systematic Literature Review (SLR) is a well-
known and established research method within 
Information Systems (IS) research for reviewing 
scientific articles based on a search process (Bell et 
al., 2019; Paré et al., 2016). The term "systematic" 
means that the research steps should be 
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understandable, reproducible, and grounded in a 
structured process that minimizes potential researcher 
bias by providing a clear audit trail for decisions and 
conclusions (Bell et al., 2019). SLR is especially 
valuable when summarizing and comparing 
fragmented knowledge on a certain topic (Bell et al., 
2019). Existing literature reveals a significant gap in 
comprehensive evaluation frameworks for assessing 
RAG systems (Y. Gao et al., 2023; Wang et al., 2023). 
Therefore, given the emerging and unexplored 
research on evaluation dimensions for RAG, the SLR 
is particularly appropriate. 

This paper ensures rigorous documentation by 
using the literature search process proposed by 
Brocke et al. (2009), extended with the 
recommendations of Paré et al. (2016). It also follows 
the recommendation of Webster and Watson (2002) 
to use a concept matrix for structuring and comparing 
the results. The complete adopted literature search 
process is illustrated in Figure 1. 
 

 
Figure 1: Systematic Literature Review process. 

The search process included conducting a pre-
study on Google Scholar by a detailed screening of 
titles, abstracts and full texts to identify papers 
specifically addressing evaluation metrics for RAG 
systems (Y. Gao et al., 2023; Wang et al., 2023). 
These insights resulted in the following search string: 

 
• TITLE-ABS-KEY (“Retrieval Augmented 

Generation” AND “Evaluation Metric”) 
 

The following inclusion and exclusion criteria 
were applied to filter relevant papers from the search 
results in Google Scholar, Scopus and the IS 
conferences ICIS and ECIS: 

Inclusion Criteria: 
• Papers from academic journals, conferences, 

or gray literature.  
• Published in English. 

 
Exclusion Criteria: 

• Duplicates across databases. 
• Minimal relevance to evaluation metrics, or 

lack of focus on RAG systems. 
• No guidelines on metric implementation or 

application at the different RAG steps. 
 

The search process commenced with an abstract 
screening of the initial results, followed by a full-text 
review of the selected papers. Forward and backward 
citation searches were subsequently performed on 
relevant studies to identify additional literature. This 
comprehensive approach yielded a final sample of 12 
papers, as illustrated in Figure 1. 

In the final step, overarching categories from the 
final sample were synthesized into a concept matrix 
(Webster & Watson, 2002). Relevant concepts on 
evaluation dimensions were identified and mapped to 
the RAG steps (cf. Section 2) to provide an accurate 
overview on how to evaluate each RAG phase. 

The concept matrix is shown in Table 1. It 
categorizes the sampled papers based on predictive 
evaluation criteria and dataset characteristics. The 
former includes the columns "Retrieval" and 
"Generation" relating to the RAG steps. The 
"Evaluator" column indicates whether lexical 
matching, semantic similarity or LLM as a judge is 
used for evaluation. The dataset characteristics 
include single-hop and multi-hop reasoning tasks, 
synthetic datasets (triples), and open-domain question 
answering (QA). Each paper is marked ("X") to show 
the criteria it addresses, providing a comprehensive 
overview of their focus areas. In addition, the 
frequency of occurrence in the literature can be used 
to determine how widespread or accepted a metric is. 
Each proposed metric for the evaluation dimensions 
depending on the evaluator and the requirements for 
the data to calculate it are summarized in Table 2. 

4  RESULTS 

This section starts with examining the first column of 
the concept matrix: predictive evaluation, which 
involves assessing the performance of the RAG 
system in retrieving accurate context and effectively 
utilizing it to generate responses (Guinet et al., 2024).  
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Table 1: Concept Matrix with Evaluation Dimensions and Datasets. 
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Table 2: Summary of proposed Evaluation Dimensions, the corresponding Metrics and Dataset Requirements. 
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The proposed evaluation pipeline outlines (cf. 
Figure 2) the process of assessing the RAG approach 
across various evaluation dimensions and focuses on 
the retrieval and generation stages of a typical RAG 
system. The evaluation process starts with the 
retrieval step, emphasizing context relevance as a 
critical dimension to assess how effectively relevant 
information is retrieved. 

Subsequently, the focus then shifts to the 
generation step, examining the evaluation 
dimensions of answer relevance, correctness, 
faithfulness, and citation quality to determine the 
accuracy and reliability of the generated responses. 
Each evaluation dimension is carefully defined, and 
quantifying metrics are proposed according to the 
sampled papers.   

How and what type of metric is ultimately used to 
calculate the respective evaluation dimension 
depends on the chosen evaluator. Lexical matching 
metrics focus on exact word matching and simple 
statistical calculations, such as keyword frequency or 
position-based measures like Mean Reciprocal Rank 
(MRR), i.e., these metrics assess how closely the 
words in the documents match the query without 
considering deeper meanings.  

Semantic similarity metrics, on the other hand, 
go beyond surface-level text comparison to 
understand the underlying meanings and concepts by 
comparing their semantical similarity based on 
context and conceptual relationships between words 
and sentences. This approach captures the intent of 
the query and the documents, evaluating relevance 
through semantic similarity rather than just keyword 
occurrence.  

Finally, LLM as a judge uses a LLM to evaluate 
content by making it context-aware, prompting the 

model to consider the coherence, factuality, and 
relevance of the information based on its 
comprehensive understanding of language and 
knowledge. Therefore, the choice of the evaluator 
determines the type of metric applied to assess each 
evaluation dimension, depending on whether the 
focus is on exact word matching, conceptual 
similarity, or a nuanced, context-aware judgment by 
an advanced LLM.  

The upcoming sub-sections follows the rationale 
of first explaining the evaluation dimension and then 
the respective evaluator by detailing how to calculate 
the metric proposed in the sampled papers. 

4.1 Context Relevance 

The evaluation dimension of context relevance 
pertains to the retrieval step and assesses the degree 
to which the retrieved context contains only the 
necessary information to answer the query, reducing 
computational costs and improving efficiency by 
minimizing irrelevant content (Es et al., 2023; Saad-
Falcon et al., 2023; Yu et al., 2024). Additionally, 
when retrieved passages are too    LLMs often 
struggle to effectively utilize the information, 
particularly if the relevant details are embedded in the 
middle of the passage (Es et al., 2023). Hence, 
concise query-relevant passages significantly 
improve the LLM generation quality (Es et al., 2023; 
Yu et al., 2024).  

Recall@k and MRR@k are key lexical metrics 
for evaluating the retrieval performance in RAG 
systems (Rackauckas et al., 2024; Yu et al., 2024). 
Each metric provides a different perspective on the 
effectiveness of the retrieval process. Recall@k 

 

Figure 2: Evaluation Pipeline with Evaluation Dimensions in a naïve RAG setup. 
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measures how many relevant passages are captured 
within the top k retrieved chunks, even if some 
irrelevant ones are included. The formula is as follows:  

 
Recall@k = |Relevant Passages ∩ k-Passages||Relevant Passages|  (1)

 
MRR@k calculates context relevance by 

emphasizing the rank of the first relevant passage 
across multiple queries (Rackauckas et al., 2024). If a 
relevant passage appears in the top k results, its 
contribution to the MRR@k score is the inverse of its 
rank, e.g., a passage ranked two contributes as ½ with 
MRR@5 (Rackauckas et al., 2024). If no relevant 
passage is found in the top k the contribution is zero. 
The formula for MRR@k is: 
 MRR@k = 1|Q|  1rank୧

|୕|
୧ୀଵ  (2)

 
By using the LLM as a judge, it is possible to 

calculate an estimated context relevance score. Given 
a query q and its retrieved context c(q), the LLM is 
prompted to extract a subset of sentences (𝑆௫௧) from 
c(q) that are relevant to answering q by using the 
following prompt: 

 
"Please extract relevant sentences from the 

provided context that can potentially help answer the 
following question. If no relevant sentences are 
found, or if you believe the question cannot be 
answered from the given context, return the phrase 
'Insufficient Information'. While extracting candidate 
sentences, you're not allowed to make any changes to 
sentences from the given context." (Es et al., 2023) 

 
The prompt instructs the LLM to select only the 

sentences that it considers relevant to q without 
changing the content. The Context Relevance Score 
(CRS) is calculated by dividing the relevant 
sentences extracted (𝑆௫௧) from the context c(q) by the 
total number of sentences. This can be expressed with 
the following formula (Es et al., 2023): 
 

CRS =
Number of extracted sentences Sୣ୶୲
Total number of sentences in c(q)  (3)

 
The CRS indicates the proportion of the context 

that is relevant. A higher score indicates that a greater 
proportion of the retrieved context is focused and 
relevant for answering the query, while a lower score 
indicates that much of the retrieved context contains 
irrelevant information (Es et al., 2023; Saad-Falcon et 
al., 2023; Yu et al., 2024). 

4.2 Faithfulness 

The evaluation dimensions faithfulness refers to the 
generation step and evaluates how well an LLM's 
response is grounded in the retrieved context, i.e., all 
information in the response can be directly inferred 
from it (Adlakha et al., 2023; Es et al., 2023; Hu et 
al., 2024). This evaluation dimension is crucial to 
identify possible hallucinations in the answer of 
LLMs ensuring factual correctness (Adlakha et al., 
2023; Es et al., 2023; Ravi et al., 2024). For instance, 
Adlakha et al. (2023) found that GPT-4 had the 
highest agreement with human annotations, followed 
by GPT-3.5 and k-precision.  

As the primary lexical metric Adlakha et al. 
(2023) propose k-precision to evaluate the degree of 
faithfulness since it has the highest agreement with 
human judgements. It can be calculated as the 
proportion of tokens in the LLMs response that are 
present in the retrieved context, i.e., it is the overlap of 
matching tokens with the retrieved context divided by 
the total number of tokens in the response (Adlakha et 
al., 2023). Hence, the formula is as follows: 

 K-Precision =
Matched Tokens
Response Tokens (4)

 
Another way of calculating the faithfulness is by 

using LLMs such as GPT-4/3.5 as evaluators. The 
LLMs are prompted to judge whether the response 
and the retrieved context match from an ordinal scale 
of “fully”, “partially”, or “not at all” (Adlakha et al., 
2023). In the same way, Ravi et al. (2024) propose to 
assess the responses through an evaluator LLM 
whether the responses are supported, contradicted or 
not supported by the retrieved context. In order to 
quantify this ordinal scale, we can assign numerical 
scores depending on the degree of support and take 
the average of all individual response scores, i.e., 
assign 1 for “fully”, 0.5 for “partially”, and 0 for “not 
at all”. The formula for calculating the Faithfulness 
Coefficient (FC) is as follows: 

 

FC =
∑ Faithfulness Score୧୧ୀଵ

Total number of responses  (5)

 
A similar method is used by Hu et al. (2024), who 

propose a framework that extracts “claim triplets” 
(subject, predicate, object) to represent fine-grained 
knowledge assertions within the LLM response. The 
purpose of this extraction is to break down the answer 
into specific atomic claims that can be checked 
individually (Hu et al., 2024; Min et al., 2023). A 
judging LLM evaluates each triplet as “entailment” 
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(supported), “contradiction” (contradicted), or 
“neutral” (unsupported) (Hu et al., 2024). Other 
authors also follow this approach of breaking down 
the statements from the LLM response into atomic 
facts to obtain a fine-grained measure of the 
faithfulness degree (Min et al., 2023). 

Es et al. (2023) propose a process in which the 
answer 𝑎௦(𝑞)  is considered faithful to the context 𝑐(𝑞) if the statements in the LLM response can be 
directly inferred from the retrieved context. The 
process begins by using a LLM as a judge to 
decompose the LLM response into a set of statements, 𝑆(𝑎௦(𝑞)) , which involves breaking down longer 
sentences into shorter ones (Es et al., 2023). For each 
statement 𝑠 in 𝑆, the judging LLM verifies if it can 
be inferred from the given context 𝑐(𝑞)  using a 
verification function 𝑣(𝑠, 𝑐(𝑞)) (Es et al., 2023). The 
judging LLM assesses whether each statement is 
supported by the information in the retrieved context 
and provides a “yes” or “no” verdict for each 
statement (Es et al., 2023). The Faithfulness Score (𝐅𝐒) is then calculated as the ratio of the number of 
supported statements 𝑉  to the total number of 
statements S, which can be expressed as follows: 

 

FS = |V||S| (6)

4.3 Answer Relevance 

The evaluation dimensions answer relevance refers 
to the generation step and assesses whether the LLM 
response is directly addressing the query (Es et al., 
2023; Rackauckas et al., 2024; Saad-Falcon et al., 
2023; Yu et al., 2024). This evaluation dimension 
penalizes incomplete or redundant answers, 
regardless of factuality (Es et al., 2023; Rackauckas 
et al., 2024). 

By using LLM as a judge it is possible to 
calculate an estimation of the answer relevance (Es et 
al., 2023; Rackauckas et al., 2024; Saad-Falcon et al., 
2023). Given a generated answer 𝑎௦(𝑞), the judging 
LLM is prompted to generate 𝑛 potential questions 𝑞 
that could be answered by using 𝑎௦(𝑞)  (Es et al., 
2023). This is done using the following prompt: 

 
Generate a question for the given answer: 

answer:[answer] (Es et al., 2023) 
 
Subsequently, text embeddings for all generated 

questions 𝑞  and the original query 𝑞 are created to 
calculate in the next step the cosine similarity 
between their embeddings (Es et al., 2023). The 
Answer Relevance Score (ARS) is obtained by 

averaging the similarity between the generated 
questions 𝑞  and the original query 𝑞  using the 
following formula: 

 

ARS =
1n  sim(q, q୧)୬

୧ୀଵ  (7)

 
where 𝑠𝑖𝑚(𝑞, 𝑞) represents the cosine similarity 
between the embeddings of the generated questions q୧  and the original query q  (Es et al., 2023). This 
metric effectively measures how well the generated 
answer matches the intent and content of the original 
question (Es et al., 2023). 

4.4 Correctness 

The evaluation dimension correctness refers to the 
generation step and evaluates whether the LLM’s 
response accurately matches the “golden passage” 
provided by human annotators (Adlakha et al., 2023; 
T. Gao et al., 2023). This metric focuses on the 
factual accuracy of the information by comparing 
the LLM response with a reference answer (Adlakha 
et al., 2023; T. Gao et al., 2023; Guinet et al., 2024; 
Rackauckas et al., 2024). 

As a primary lexical metric Adlakha et al. 
(2023) propose using recall as it correlates well with 
human annotations. Traditional metrics like Exact 
Match (EM), F1, and ROUGE are often too strict due 
to their focus on exact word matching (Adlakha et al., 
2023). Recall measures how much of the reference 
answer's essential content is captured in the model's 
response without penalizing additional information 
(Adlakha et al., 2023). 

Some authors find that semantic similarity 
metrics like BERTScore is less effective than recall 
for correctness due to lower alignment with human 
annotations (Adlakha et al., 2023; T. Gao et al., 
2023). These metrics do not account for factual 
accuracy or logical consistency, as responses can be 
textually similar but factually incorrect (Adlakha et 
al., 2023; T. Gao et al., 2023). 

By using LLMs such as GPT-3.5 and GPT-4 as 
evaluators to judge the correctness of responses by 
prompting them with the question, the reference 
answer, and the LLMs response to determine whether 
the model response is correct, partially correct, or 
incorrect (Adlakha et al., 2023; Rackauckas et al., 
2024). This approach seems to yield the highest 
agreement with human annotations (Adlakha et al., 
2023; Rackauckas et al., 2024). Correctness can be 
quantified by assigning scores: 1 for “fully correct”, 
0.5 for “partially”, and 0 for “incorrect”. The 
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Correctness Coefficient (CC) is the average of all 
response scores. Therefore, the formula is as follows: 

 

CC =
∑  Correctness Score୧୧ୀଵ

Total number of responses  
(8)

4.5 Citation Quality 

The evaluation dimension citation quality focuses on 
assessing whether an LLM correctly cites its sources 
when generating text (T. Gao et al., 2023). Citation 
quality is calculated using two metrics: citation 
recall and citation precision. Citation recall ensures 
that every piece of information in the generated 
response is fully supported by the cited passages, 
while citation precision checks whether all cited 
passages are relevant and necessary for the statements 
made (T. Gao et al., 2023).  

To perform this evaluation automatically, the 
LLM acts as a judge, which is prompted with a chain-
of-thought method instead of simple lexical matching 
(T. Gao et al., 2023). The LLM checks if the 
concatenated text from the cited passages semantically 
supports the generated statements (T. Gao et al., 2023). 
For citation recall, it evaluates whether all generated 
statements are substantiated by the citations. A 
statement receives a recall score of 1 if it is fully 
supported by at least one citation, otherwise, it receives 
a score of 0 (T. Gao et al., 2023). For citation precision, 
the LLM identifies any "irrelevant" citations, i.e., those 
that do not independently support a statement or are not 
necessary when other citations already provide full 
support (T. Gao et al., 2023). A citation receives a 
precision score of 1 if it is relevant and contributes to 
the statement's support and 0 if it is irrelevant (T. Gao 
et al., 2023). 

The robustness of these metrics is validated by 
their strong correlation with human judgements 
(T. Gao et al., 2023). By averaging the citation recall 
and precision scores across all statements and 
citations in the generated response, an overall citation 
quality score can be calculated, providing a 
comprehensive measure of how accurately and 
appropriately an LLM uses citations in its output. 

5 DATASETS & APPLICATION 

Building on the concept matrix's evaluation 
dimensions presented above, it's essential to consider 
how different datasets relate to the evaluators of these 
dimensions and its corresponding evaluation metrics. 
The choice between open-domain QA datasets and 

synthetic datasets like RAGAS or ARES, along with 
the type of reasoning required (single-hop vs. multi-
hop), plays a crucial role in ensuring the robustness 
and reliability of these evaluations. 

Open-domain QA datasets such as SQuAD2.0, 
HotpotQA, and Natural Questions are based on 
Wikipedia articles. These are mainly suitable for 
lexical matching enable comparisons across RAG 
systems (Kwiatkowski et al., 2019; Rajpurkar et al., 
2018; Yang et al., 2018). These datasets often include 
“golden passages” which make them ideal for 
evaluating correctness and faithfulness by providing 
a factual reference (Kwiatkowski et al., 2019; 
Rajpurkar et al., 2018; Yang et al., 2018). For 
instance, SQuAD2.0 includes unanswerable queries 
requiring RAG systems to recognize when there is 
insufficient information to provide a valid answer 
(Rajpurkar et al., 2018; Rau et al., 2024). Also 
calculating context relevance is straightforward 
because the datasets provide clear ground truth in 
terms of which passages are relevant, making them 
ideal for recall-oriented metrics like Recall@k or 
MRR@k (Adlakha et al., 2023; Hu et al., 2024). 
However, evaluating answer relevance and citation 
quality is more challenging with open-domain QA 
datasets since these typically focus on finding a single 
correct answer rather than assessing nuanced citation 
practices or multi-source relevance (Kwiatkowski et 
al., 2019; Rajpurkar et al., 2018; Yang et al., 2018). 

Synthetic datasets such as RAGAS and ARES 
are specifically designed to evaluate the effectiveness 
of RAG systems by minimizing reliance on human 
annotations (Es et al., 2023; Saad-Falcon et al., 2023). 
These frameworks often use synthetic datasets that 
only require query-context-response triples, making 
them suitable to evaluate every evaluation dimension  
(Es et al., 2023; Hu et al., 2024; Min et al., 2023; 
Saad-Falcon et al., 2023). Synthetic datasets 
combined with LLM judges align well with human 
annotations, outperforming lexical and semantic 
similarity metrics (Adlakha et al., 2023; Saad-Falcon 
et al., 2023). Additionally, this approach is model-
agnostic, allowing flexible use across different LLMs 
and setups (Es et al., 2023; Saad-Falcon et al., 2023). 

This adaptability ensures that RAG systems can 
be effectively assessed and fine-tuned for diverse and 
complex queries, enhancing their performance in 
practical, real-world setting. Table 3 summarizes the 
key differences between the datasets by comparing 
them. 

In terms of reasoning, single-hop and multi-hop 
queries require different approaches and datasets 
Single-hop reasoning involves deriving an answer 
from a single piece of evidence, i.e., one retrieved  
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Table 3: Comparing Open Domain QA Datasets with Synthetic Datasets for evaluating RAG. 

Aspect Open Domain QA Dataset Synthetic Dataset

Examples SQuAD2.0, HotpotQA, Natural Questions, 
QAMPARI RAGAS, ARES 

Reasoning Type 
Single-hop (e.g., SQuAD2.0, Natural 
Questions) 
Multi-hop (e.g., HotpotQA, QAMPARI)

Single-hop and adaptable to Multi-hop 

Evaluation 
Dimensions 

Correctness, Faithfulness, Context Relevance 
(basic) 

Correctness, Faithfulness, Context Relevance (multi-
retrieval), Answer Relevance, Citation Quality 

Evaluators Lexical Matching Semantic Similarity, LLM as a Judge 

Strengths High reliability for correctness and 
faithfulness due to golden-passages 

Model and vendor agnostic, adaptable for various 
queries and rapid evaluation of RAG without the need 
for human annotations or gold-passages 

Limitations 
Less effective in evaluating multi-source 
citations, complex context relevance, and 
answer relevance in multi-hop

Associated costs related to token usage and potential 
latency due to LLM judging, different performances 
depending on the employed LLM model 

 
passage, and is well-suited for the evaluation 
dimensions correctness, faithfulness, and basic 
context relevance. Popular single-hop datasets are 
Natural Questions (Kwiatkowski et al., 2019) and 
SQuAD2.0 (Rajpurkar et al., 2018), where the 
relevant information is contained within a single 
passage, allowing the calculation of metrics 
predominantly with lexical matching or simple 
semantic similarity, e.g., focusing on metrics such as 
precision and recall (Adlakha et al., 2023; Ravi et al., 
2024). In contrast, multi-hop reasoning requires to 
connect multiple pieces of retrieval, usually from 
different documents or distant parts of the same 
document, to be combined in order to obtain a correct 
answer. This approach is better suited for evaluating 
context relevance for multiple retrieval, answer  
relevance, i.e., how the combined context informs the 
answer, and citation quality that correctly attributes 
information to multiple sources (Adlakha et al., 2023; 
Es et al., 2023; T. Gao et al., 2023; Hu et al., 2024). 
Open-domain QA datasets like HotpotQA (Yang et 
al., 2018) or QAMPARI (Amouyal et al., 2022) are 
specifically designed for multi-hop reasoning. These 
require synthesizing information from multiple 
retrieved contexts, which involves understanding 
complex connections and contextual relevance that 
go beyond surface-level comparisons. Employing 
LLMs as a judge for this evaluation is the most 
suitable option since LLMs can comprehend the 
combination of multiple contexts better by making 
more nuanced judgement than simple lexical 
matching or semantical similarity of concepts (Es et 
al., 2023; T. Gao et al., 2023; Min et al., 2023; Saad-
Falcon et al., 2023). 
 
 

6 PRACTICAL APPLICATION 

In order to apply evaluation dimensions and select the 
appropriate datasets, it is necessary to understand 
dataset requirements. For instance, the evaluation 
dimension faithfulness requires data regarding the 
retrieved passages of the RAG to be tested and a 
reference retrieval (golden retrieval), but these are 
often not available in real-world operations. 
Therefore, synthetic datasets that are applicable 
reference-free would be more suitable for practical 
operation, and they also have a high alignment with 
human annotations (Es et al., 2023; Saad-Falcon et 
al., 2023).  

It is also necessary to select suitable metrics 
according to the objective of optimizing the RAG 
system. For this purpose, a distinction should first be 
made as to whether the performance of the retrieval 
or generation step should be considered. A suitable 
metric is then selected according to a specific 
problem. For example, if the factuality of the answer 
is to be increased, correctness is a more suitable 
metric than faithfulness.  

Finally, it is important to build an automated, 
robust and reliable evaluation pipeline that can be 
used to evaluate the RAG system (Es et al., 2023). 

7 CONCLUSION 

This paper proposes a comprehensive evaluation 
framework specifically for RAG by conducting an 
SLR and providing an extensive overview of 
currently existing evaluation approaches. Since the 
introduction of RAG in 2020 (Lewis et al., 2020), it 
has taken considerable time for methods to be 
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developed and established in the literature for 
evaluating these approaches. Despite the rigorous 
methodology, it remains possible that some papers 
were overlooked due to the rapid pace of 
developments in the field.  

With reference to RQ1, our evaluation framework 
introduces robust evaluation dimensions and metrics 
to assess the different steps within RAG. Moreover, 
this paper advances the understanding of RAG 
evaluation by providing reliable dimensions and 
metrics (Y. Gao et al., 2023; Wang et al., 2023). 
Furthermore, Section 5 gives a comprehensive 
summary about RQ2 by providing an overview of the 
available datasets to apply the proposed evaluation 
dimensions and metrics and what kind of 
requirements to consider.  

As a future avenue of research, a practical 
application of these metrics should be conducted to 
validate their use and alignment with human 
preferences. In addition, the provision of all the 
metrics presented could be examined within a 
framework to simplify practical application. 
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Abstract: Nudging is a popular approach used to influence people to change their behavior towards a desirable goal.
To be effective, nudges should be tailored to the user’s specific needs based on user profile, current behavior,
and context information. In this paper, we target the questions of what to nudge for and when to nudge, and
how nudges can be automatically designed at a time when the user needs nudging. We present a model for
personalized and context-aware nudge design that is adaptive in that it continuously tailors the set of relevant
activities and the time for creating a nudge to the user’s needs for behavioral change. The model follows
a just-in-time approach, where nudges are created at the time when nudging is needed, based on the user’s
current situation.

1 INTRODUCTION

Nudging is a technique used to influence people to
change behavior towards a desired outcome, e.g.,
to adopt healthier or more environmentally friendly
habits. Behavioral change is the process of adopt-
ing new habits or modifying existing ones to achieve
a specific goal, and nudging is an effective tool for
promoting behavioral change involving psychologi-
cal factors that influence human behavior without re-
stricting their freedom of choice (Thaler and Sunstein,
2008).

Our focus is on personalized and context-aware
digital nudges, called smart nudges, where digital
technology is used to influence or guide people’s be-
havior (Karlsen and Andersen, 2019). Personalized
nudging refers to the use of tailored nudges based on
the user’s specific characteristics, activity history, and
preferences, while context awareness uses people’s
situation and environment to identify opportunities,
limitations, and obstacles, to further tailor nudging to
the needs of the user.

To facilitate behavioral change, nudging will chal-
lenge the user by motivating for activities that brings
the user closer to the nudging goal. To do so, a
nudging system will continuously keep track of the
user’s activities, preferences, achievements, and envi-
ronment, to design relevant and timely nudges that are
presented to the user, e.g., on a mobile device.

The idea behind tailored nudging is that people

are more likely to respond positively to nudges that
are relevant and meaningful to them, rather than us-
ing generic or “one-size-fits-all” nudges (Schneider
et al., 2018; Peer et al., 2020; Mills, 2022). How-
ever, a challenge when designing tailored nudges is to
determine what to nudge for and when to nudge.

This paper presents a practical model for how to
design smart nudges based on the user’s current be-
havior and situation. We focus on what to nudge for
and when to nudge, and suggest a general approach
to select activity and time frame for a nudge. We ex-
emplify how the proposed solution can be used in two
different use cases; for physical activity nudging and
green transportation nudging.

In the following, we first present smart nudges,
nudge design, and the two use cases. We describe
several factors that influence nudge design, including
level of behavior, behavioral progress, activity pat-
terns, reactions to previous nudges, capability, and
opportunity. This is followed by a description on how
activity and time frame for nudges are selected. Fi-
nally, we discuss our approach and conclude.

2 BACKGROUND

This section describes smart nudges, principles for
smart nudge design, and two use cases that will ex-
emplify how our generic model for nudge design can
be applied to different nudging systems.
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2.1 Smart Nudges and Nudge Design

A smart nudge is a personalized and context-aware
digital nudge, described through a set of components,
including an activity selected for the nudge, a time
frame for when the activity is suggested done, some
influence that motivates the user to do the activity, and
some practical information useful when following the
nudge.

Every component of a smart nudge can be tailored
to the user’s need for nudging. A user profile (includ-
ing, e.g., user interests, capabilities, activity history,
and reactions to previous nudges) and context infor-
mation (describing the user’s environment and sur-
roundings) are used to determine which activity and
practical information to include, which time frame to
target, and how to influence the user.

Nudges are typically offered to the user through an
application on a mobile phone, and a combination of
back-end and edge computing determines when and
what to nudge for through monitoring, selecting, and
analysing data from various sources, e.g., IoT sensors,
third-party data sources, mobile phone sensors, and
stored user data (Andersen et al., 2018).

Designing a nudge involves several tasks, as illus-
trated in Figure 1. In this paper, we focus on the de-
tails concerning selecting activity and time frame for
nudges. In paper (Karlsen and Andersen, 2024) we
describe the task of triggering smart nudges, paper
(Dalecke and Karlsen, 2020) focus on the influence
part of nudge design, while we are currently work-
ing on details concerning content selection and nudge
presentation.

The design tasks are influenced by a set of nudge
design principles, presented in Table 1 and previously
described in (Karlsen and Andersen, 2022), that guide
the selection of activity and time frame.

2.2 Use Cases

2.2.1 Physical Activity Nudging

Nudging people to be sufficiently physically active
is a desirable goal since regular physical activity
is a known protective factor for the prevention and
management of physical and mental diseases (WHO,
2016).

A nudge will present the user with a suggestion for
an activity and a time frame for doing it. For the user
to improve, nudging must suggest behavior that goes
beyond the user’s current behavior, e.g., by nudging
the person to (i) be active more often, (ii) be active
for longer periods, or (iii) engage in more challenging
activities.

Table 1: Principles for smart nudge design.

Challenge Nudging must challenge the user to
choose activities that improve the user’s
behavior.

Consolidate After improving behavior, the user must
be stabilized on the new level of behavior.
For a period the user is not challenged.

Progress Challenging the user will continue after
a consolidate period. Given there is still
room for improvement.

Variation The user should over time be given a vari-
ety of nudges, to make nudging interesting
and introduce new activities.

Timeliness A nudge should be given at a time when
the user can react to it and when the nudge
can be effective.

Safety and
feasibility

A nudge must avoid activities that are dan-
gerous or impossible for the user to do.

We distinguish between generic and specific
nudges. A generic nudge suggests an activity (such as
walking or cycling), and leaves it to the user to decide
how and where the activity is performed. The nudge
can optionally suggest a time frame, distance, or du-
ration of the activity. An example nudge is: “It’s time
for a walk. The weather is nice and you have time this
afternoon.”.

A specific nudge suggests a trail, that has a loca-
tion, route, and destination, and is characterized by
properties such as activity type, distance, estimated
duration, and difficulty. For example, a nudge can
suggest a hike to Mount X, which has a 5.8 km long
trail, elevation gain of 553 m, an estimated duration
of 2.5 hours, classified as hard, and has a spectac-
ular view from the top. Description and properties
of such trails can be found on online sources such as
AllTrails.com1, and can be used for creating specific
nudges.

2.2.2 Green Transportation Nudging

The goal of green transportation nudging is to mo-
tivate the user to choose environmentally friendly
transportation means. This is desirable because of
the urban challenges of increased traffic, conges-
tion, air pollution, and global-scale issues of climate
change and global warming (Comission of the Euro-
pean Communities, 2007).

When the user needs to move between two lo-
cations, origin (O) and destination (D), nudging can
motivate the user to choose alternatives to, e.g., pri-
vate car usage. Relevant alternatives depend on, e.g.,
the availability of public transportation, whether the

1https://www.alltrails.com
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Figure 1: Tasks in a nudge design process.

distance between O and D allows walking or cycling,
and the user’s ability to use the different transporta-
tion means.

Alternatives to using the private car include walk-
ing, cycling, public transportation, and the use of mo-
torbikes and electric scooters. An alternative can also
be to optimize and limit private car usage through car-
pooling, incentive parking (park and ride), and finding
the most efficient driving route to the destination.

Available transportation means are ranked accord-
ing to how environmentally friendly they are, and a
nudge will suggest that the user selects a transporta-
tion alternative that is better than what the user nor-
mally prefers between O and D.

2.2.3 Related Work

The goal of nudging is to motivate people to change
their behavior in some direction. As motivation is an
important feature of nudging, much focus has been
on the influence component, as seen in, e.g., (Cara-
ban et al., 2019; Forberger et al., 2019; Caraban
et al., 2020; Villalobos-Zúñiga and Cherubini, 2020;
Bergram et al., 2022). However, it is equally impor-
tant to focus on other components of a nudge. In this
paper, we target the questions of what to nudge for
and when to nudge, and how timely nudges can be
automatically designed. A just-in-time nudge design
approach is necessary since we tailor nudges to the
user’s behavior, situation, and environment, which is
known only at the time of nudging.

Different authors have described digital nudge de-
sign through theoretical models or frameworks in-
tended for designers or practitioners (Meske and Pot-
thoff, 2017; Mirsch et al., 2018; Schneider et al.,
2018; Purohit and Holzer, 2019). In contrast, we
describe a model that targets automatic and adaptive
nudge design in that it continuously tailors nudges to
the user’s current needs for behavioral change.

The main focus for nudging has up until recently
been on one-size-fit-all nudges (Anagnostopoulou
et al., 2020; Peer et al., 2020). However, the im-
portance of personalization in designing effective
nudges has been recognized by several authors, e.g.,
(Schöning et al., 2019; Peer et al., 2020; Mills, 2022),
and experiments (Peer et al., 2020; Mills, 2022) show
that personalized nudges can lead to more effective
nudging compared to non-personalized nudges. Per-
sonalized nudging is a topic in need of more re-

search (Caraban et al., 2019; Jesse and Jannach, 2021;
Bergram et al., 2022), and we target this important
topic through our model for nudge design.

Our approach to personalized and context-aware
nudging is different from other approaches we are
aware of, in that nudges are automatically designed
and adaptively tailored to the current need of the user,
based on continuous monitoring of user behavior and
environment. The user is gently challenged to im-
prove, based on an adaptive goal, and the nudging
system will continuously distinguish between impos-
sible and possible activities for the user.

3 FACTORS INFLUENCING
NUDGE DESIGN

Smart nudging requires knowledge about the user’s
current behavior and behavioral change. This is
obtained by monitoring user activities relevant to
the nudging goal. This section describes how the
user’s Level of Behavior is measured, how Behavioral
Progress is determined, how Activity Patterns are use-
ful for nudge design, and how reactions to previous
nudges influence nudging. Nudge design is also in-
fluenced by user capability (i.e., the ability to do an
activity) and opportunity (i.e., how context can make
an activity possible or not). Table 2 summarises these
factors and describes how they influence smart nudge
design.

3.1 Level of Behavior and Behavioral
Progress

This section presents a general description of Level
of Behavior and Behavioral Progress, followed by ex-
amples of how the concepts are used in the two use
cases.

3.1.1 General Description

Level of Behavior (LoB) refers to how well a user
behaves with respect to the nudging goal, e.g., how
physically active or environmentally friendly the user
is. LoB is measured using an ordinal scale, e.g., Very
Low, Low, Medium, Good, Excellent.

The user’s current LoB is determined by monitor-
ing and assessing all activities relevant to the nudg-
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Table 2: Factors influencing the selection of activity and time frame during nudge design.

Factors Description Effects on nudge design

Level of
Behavior
(LoB)

A measure of how well the user behaves
regarding the nudging goal.

LoB is used as a basis for setting an ActivityGoal, determin-
ing behavioral progress, and keeping track of how user behavior
changes over time.

Behavioral
progress

As the user’s behavior change, the
progress is described as improved, stable,
or decreased.

Determines if the nudging system should challenge the user to
improve or help the user to stay on the current activity level.

Activity
pattern

Describes recurring activities that happen
in a systematic way.

Can detect activities the user is predominantly doing, when and
under which circumstances activities are normally done. Identi-
fies preferred activities and time frames, and can guide how to
improve behavior.

Reactions
to nudges

Monitor reactions to nudges and register
which nudges the user accepts and rejects.

Knowing which activities, time frames, and influence types the
user responded positively to, contributes when selecting compo-
nents for new nudges.

User
capability

The individual’s physical and psychologi-
cal capacity to engage in an activity.

Distinguishes between activities the user is unable to do (i.e., im-
possible activities) and activities the user is capable of doing.

Opportunity The factors that lie outside the individual
that make an activity possible or not

An activity can be impossible because of permanent/long-lasting
circumstances (e.g., lack of equipment) or temporary circum-
stances (e.g., challenging weather conditions).

ing goal. As behavior changes over time, LoB is de-
termined for discrete time periods (e.g., per week or
month), and LoB for the latest period determines if
the user needs to improve or if the best LoB is reached
and the user should be nudged only to continue on the
same behavioral level.

User activity is in our use cases measured using
a numerical value. Each activity is given a value
that reflects how well it supports the nudging goal
and UserActivity(P) represents the total value of all
the user’s activities in period P. Level of Behavior
for P, i.e., LoB(P), is determined by mapping the
UserActivity(P) value to the LoB scale.

To follow the principle of challeng the user, the
nudging system automatically sets and adjusts a goal
(denoted ActivityGoal) for the next time period P. If
the goal is met for period Pi, ActivityGoal is slightly
increased for the next period Pi+1.

Behavioral Progress guides the “aggressiveness”
of the system, by determining if the system should
challenge the user to improve or help the user to stay
on the current activity level. Three states describe
behavioral progress, i.e., improved, stable, and de-
creased, and enables the system to design nudges so
that the principles of consolidate and progress are fol-
lowed.

When the user reaches a higher LoB (e.g., when
going from Medium to Good on the LoB scale), the
progress state, PrState, is set to improved and the
system suspends, for a period, the automatic adjust-
ment of the goal, as nudging will focus on consol-
idating the user on the newly reached level. After
a while, the user enters a stable stage and the sys-

tem can again challenge the user by gently increasing
the ActivityGoal value. If user behavior declines, the
state is set to decreased, the value of ActivityGoal re-
mains unchanged, and the user will be challenged in
order to improve.

Formula 1 describes how the ActivityGoal value
is automatically adjusted with an improvement factor
Impr. The ActivityGoal is increased only if the user
has reached the activity goal the last time period, and
the user is not in an improved state.

I f UserActivity(P)⩾ ActivityGoal
AND PrState ̸= “improved”

then ActivityGoal = ActivityGoal + Impr
(1)

To keep track of how user behavior changes over
time, historic values of Level of Behavior are stored
in a History of Behavior. The history can, e.g., show
whether user behavior improves over time or if the
time of year has any impact on behavior.

3.1.2 Physical Activity Nudging

Physical activity can be measured using step count
and , UserActivity(P) represents the total number of
steps for all activities performed during P. For activ-
ities such as walking or running, a pedometer is used
for simply counting steps. Other types of activities
(e.g., swimming or climbing) can be manually regis-
tered by the user and converted to steps using a step
conversion factor. In Formula 2 the number of steps
are calculated for an activity a.

Steps(a) = StepConversionFactor(a)∗Duration(a) (2)
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The number of steps obtained from a pedometer
does not measure user effort or exercise intensity. Us-
ing number of steps per minute or complementing
the pedometer with a heart rate monitor are two ap-
proaches to get indications of effort or intensity. If
effort or intensity is available, number of steps can
be normalized, by multiplying with an effort factor
before being added to the UserActivity(P) value, as
described in Formula 3.

NormalizedSteps(a) = steps(a)∗ e f f ort(a) (3)

The ActivityGoal is also given in number of steps,
and the user can be challenged by expecting more
steps the next period. To reach the new goal, the sys-
tem may nudge for longer walks, more challenging
exercises where user effort increases, or nudge more
often to increase the frequency of physical activity.

Based on health organizations’ recommen-
dations for physical activity, mapping between
UserActivity(P) value and the LoB scale can be
adapted according to, e.g., age and capabilities of the
user.

3.1.3 Green Transportation Nudging

Determining Level of Behavior regarding green trans-
portation includes monitoring or registering the type
of transportation chosen in every travel situation.

A travel is described through a set of properties,
including (O, D, Time, TMeans), where O and D rep-
resent origin and destination, Time represents depar-
ture time, and TMeans the transportation means used
for the travel. Each type of transportation means is
characterized by its environmental friendliness (EF)
using an EF-value in the range [0,1], where the
higher the value, the more environmentally friendly
the transportation means is.

UserActivity(P) represents the average EF-value
over every transportation means used in period P.
This is expressed in Formula 4, using the set
Travel(P) that includes all EF-values of travels made
by the user in P.

UserActivity(P) =
∑x∈Travel(P) x

|Travel(P)| (4)

Travel(P) = {x|x is the EF-value of a travel in P}
Both UserActivity(P) and ActivityGoal represent

EF-values in the range [0,1]. To help the user reach
the goal, nudging can suggest more environmentally
friendly transportation means (with a better EF-value)
compared to what the user has previously chosen.

The user may have different habits when traveling
between different locations, e.g., the user may prefer
to walk to work, while using the car when traveling

with kids or going shopping. Knowing the user’s LoB
for recurring (O,D) pairs can be helpful for identify-
ing where improvements can be suggested.

Consequently, user activity is determined per
(O,D) pair (i.e., UserActivity(O,D)(P)) using Formula
5, where Travel(O,D)(P) ⊆ Travel(P). This makes it
possible to register LoB per (O,D) pair and have an
(O,D) specific goal, i.e., ActivityGoal(O,D).

UserActivity(O,D)(P) =
∑x∈Travel(O,D)(P) x

|Travel(O,D)(P)|
(5)

Travel(O,D)(P) = {x|x is EF-value of a travel be-
tween O and D in P}
Generally, taking the bus or a car gives a lower

EF-value compared to walking and cycling. How-
ever, if the distance is too long and walking/cycling
is not practical or possible, the bus (or other public
transportation means) can be considered the greenest
choice. Also, the time of day may determine what
to expect from the user and what the nudging system
can recommend. Walking late at night may not be
safe, and therefore not an option. Taking the bus, or
perhaps even a taxi, will in this situation be consid-
ered the greenest alternative. In each situation, the
greenest alternative is given the best EF-value.

3.2 Activity Patterns

This section presents a general description of activ-
ity patterns used in nudging, followed by examples of
how activity patterns are detected in the two use cases.

3.2.1 General Description

Activity Patterns represent information on user activ-
ities detected through monitoring and/or manual reg-
istration of activities. Generally, an activity pattern
describes recurring activities that happen in a system-
atic and predictable way and, with respect to nudging,
targets activities that are relevant to the nudging goal.

As nudging should support the user to improve
behavior, we expect activity patterns to change over
time. Therefore, activity patterns are detected for
different time periods (e.g., weekly or monthly pat-
terns), where differences between patterns can un-
cover changes in behavior.

An activity pattern identifies activities the user
is predominantly doing, characteristics of these ac-
tivities, when and under which circumstances (e.g.,
weather conditions) activities are normally done.
Knowing the user’s current activity pattern and level
of behavior is the key to knowing how to nudge the
user. The activity pattern is used as baseline when se-
lecting activities for a nudge while avoiding activities
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or circumstances that represent a radical change for
the user.

User preferences can to some extent be favored
in nudge design, given that it does not conflict with
the goal of improving behavior. The user may, for
example, be inclined to accept a nudge suggesting a
familiar activity or an activity with properties that do
not deviate too much from the user’s current behavior.

3.2.2 Physical Activity Nudging

Activity patterns provide information on which activ-
ities the user prefers, habits concerning when to ex-
ercise, and the duration and/or distance of previous
activities. When designing new nudges, this is used
as a basis to determine which activities to nudge for
and when to nudge.

To identify activity patterns, we focus on activities
(or exercises) that last more than a certain amount of
time (e.g., 15 minutes). This is different from deter-
mining Level of Behavior, where we include all steps
during a time period.

Exercises can be identified by analyzing i) step
count data, where an exercise is identified as contin-
uous activity (i.e., steps) exceeding a certain amount
of time, and ii) manually registered exercises.

To manually register exercises, many tracking de-
vices (such as FitBit2, Oura ring3, and Apple Watch4)
allow users to select an activity type (such as walking,
cycling, swimming, or climbing) and register start
time and duration. An activity tracker can also sup-
port the user by automatically detecting certain types
of exercises.

The two complementary approaches; step count
analysis and analysis of manually registered exer-
cises, may both find exercises not detected by the
other. For example, step count analysis will not de-
tect swimming and climbing, but may detect (walk-
ing) exercises overseen or forgotten by the user, and
therefore not manually registered. Also, some exer-
cise types (such as walking and running) may be de-
tected by both approaches. As part of a data cleaning
process, duplicate exercises are identified and merged
by comparing the time property.

An exercise is described through a set of prop-
erties, including activity type, number of steps, dis-
tance, duration, elevation, and time of day/week
when the exercise took place. Activity patterns can
provide frequency of activity types (to identify fa-
vorites or activities the use never do), at which time
the user tends to be active (indicating when it may

2https://fitbit.com
3https://ouraring.com
4https://www.apple.com/watch/

be useful to nudge), and relations between activity
and time (e.g., which activities are preferred at cer-
tain times of week/year).

For each type of activity, distance, duration, and
elevation can be described using statistical values
such as average, distribution, minimum, and max-
imum, where minimum and maximum identify the
currently easiest and most challenging experience
(e.g., shortest and longest distance), while average
and distribution are used for identifying the user’s
normal activity.

Activity patterns can be combined with context
data (e.g., weather conditions or level of pollution)
to detect which activities are predominantly done at a
given condition.

3.2.3 Green Transportation Nudging

Activity patterns provide information on recurring
travels between (O,D) pairs, including preferred
transportation means and departure times. Recurring
travels represent traveling habits, such as going to
work at approximately the same time every weekday,
picking up kids at school, or going to the gym at cer-
tain times during the week. As users may have differ-
ent habits when traveling between different locations,
an activity pattern for each recurring (O,D) pair (de-
noted ActivityPattern(O,D)), is identified.

The user’s movements, from one location to an-
other, departure, and traveling time can be monitored
using some activity tracking devices. Also, trans-
portation means can to some extent be inferred based
on monitored data. However, to obtain accurate travel
information, the user must manually register the se-
lected transportation means and departure time.

The activity patterns are used as a basis for se-
lecting transportation means and time frame when
designing new nudges, where the user can be chal-
lenged to use more environmentally friendly trans-
portation means compared to the preferred choice,
while patterns concerning departure time indicate
when a nudge can be useful.

3.3 Reactions to Nudges

By registering reactions to nudges, the system can
learn which nudges were accepted or rejected by the
user. Accepted nudges reveal which nudges the user
found useful, while rejected nudges reveal what the
user did not find tempting or useful, where, e.g., the
timing was wrong, or the activity too challenging or
not interesting. Since there are many reasons for re-
jecting a nudge, it is useful with a response from the
user on what caused the rejection.
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For both physical activity and green transportation
nudging the set of accepted nudges may over time re-
veal patterns of which activities tempted the user, and
which influence types the user reacted positively to.
The set of rejected nudges may, on the other hand,
identify activities the user is not interested in, and
possibly also influence types that do not motivate the
user. An activity that is repeatedly rejected should be
suspended from nudging for a period.

3.4 Capability and Opportunity

The work of (Michie et al., 2011) describes a behav-
ior system, where capability, opportunity, and motiva-
tion interact to generate behavior. Capability and op-
portunity are factors that influence motivation, while
behavior is influenced by all three components. Mo-
tivation is in our work represented by the influence
component in a nudge, while capability and opportu-
nity impact the selection of activity and time frame
for a nudge.

3.4.1 Capability

Capability is defined as the individual’s physical and
psychological capacity to engage in a suggested activ-
ity, and includes having the necessary knowledge and
skills to do the activity (Michie et al., 2011).

In a nudging system, the user can register per-
sonal capabilities and/or capability constraints, such
as physical disabilities and lack of skills. The user’s
status regarding capability makes certain activities
permanently or temporarily impossible. Activities
can become possible if the capability status change,
e.g., if the user recovers from a temporary disability
or obtains the necessary skills. User capability con-
tributes to distinguishing between activities that are
impossible for the user, and activities that can be in-
cluded in a nudge.

3.4.2 Opportunity

Opportunity is defined as all the factors that lie out-
side the individual that make a behavior possible or
not (Michie et al., 2011). This includes physical cir-
cumstances (such as access to resources or facilities),
environmental and social factors that support or hin-
der activities. Opportunity covers a large number of
different circumstances that affect the user’s ability to
perform an activity, and therefore affect the choice of
activity when designing a nudge.

We identify an obstacle as a situation which
makes it impossible to go through with an activ-
ity. The reason can, e.g., be the lack of equipment
(such as bicycle or skis), lack of facilities or services

(such as safe outdoor spaces or public transportation),
or harmful or hazardous situations (such as severe
weather conditions) that make activities potentially
dangerous.

An obstacle can be long-lasting or temporary. A
long-lasting obstacle is removed only if some funda-
mental change is made, e.g., if new equipment or fa-
cilities are made available, or if the user change loca-
tion where circumstances are different. A temporary
obstacle ends as soon as the harmful situation is over.
Long-lasting obstacles can be manually registered by
the user, while temporary obstacles are detected based
on monitoring the user’s surroundings.

4 SELECTING ACTIVITY AND
TIME FRAME FOR THE NEXT
NUDGE

This section describes factors relevant when selecting
a suitable activity and time frame during nudge de-
sign. In the following, we describe i) how the need for
nudging is detected, ii) how the set of possible activi-
ties for a nudge is identified, and iii) how the selection
of activity and time frame can be done.

4.1 Identifying an Activity Gap

4.1.1 General Description

A nudge can be triggered by certain situations that in-
dicate the need for a gentle push towards the nudg-
ing goal. An important reason for nudging is that
the user’s current Level of Behavior is insufficient to
reach the ActivityGoal.

Formula 6 calculates ActivityGap(P), which rep-
resents a measure of the activity needed to reach the
goal for the current (unfinished) time period, P.

ActivityGap(P) = ActivityGoal−PredActivity(P) (6)

PredActivity(P) represents the amount of activ-
ity predicted to be done in P, including already com-
pleted activities and expected activities in P. An ex-
pected activity can be a recurring activity, detected
through the user’s activity pattern, or an activity the
user has committed doing in P.

The ActivityGap(P) can be calculated from the
first day of P, and as both completed and expected
activities will change during P, PredActivity(P) and
ActivityGap(P) must be regularly recalculated to re-
flect the user’s achievements during P.

Knowing the ActivityGap(P), makes it possible
to plan and design a set of nudges for P that collec-
tively helps the user to reach the activity goal. As the
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ActivityGap(P) value is updated during P, the set of
planned nudges must also be updated.

The generic Formula 6 applies to both use cases.
However, as described in the following Sections 4.1.2
and 4.1.3, ActivityGap(P) and PredActivity(P) are
calculated differently in the two cases.

4.1.2 Physical Activity Nudging

For physical activity nudging, the ActivityGap deter-
mines the additional number of steps needed for the
user to reach the ActivityGoal.

Predicted activities, PredActivity(P), is calculated
as seen in Formula 7, where CompActivity(P) and
ExpActivity(P) represent the number of steps for
completed and expected activities in P, respectively.

PredActivity(P) =
CompActivity(P)+ExpActivity(P)

(7)

The ActivityGap(P) is calculated using Formula
6, and nudging is needed if ActivityGap(P)> 0.

4.1.3 Green Transportation Nudging

For green transportation nudging, ActivityGoal,
ActivityGap, and all travels are measured using the
EF-value. Predicted activities, PredActivity(P), is
calculated as a combined average EF-value over all
completed and expected travels, see Formula 8. The
calculation is based on two sets of EF-values, repre-
senting the completed travels, CompTr(P), and the
expected travels, ExpTr(P).

PredActivity(P) =
∑x∈CompTr(P) x+∑y∈ExpTr(P) y

|CompTr(P)|+ |ExpTr(P)| (8)

CompTr(P) = {x|x is the EF-value of a completed
travel in period P}
ExpTr(P) = {y|y is a predicted EF-value of an ex-
pected travel in period P}
The expected transportation means, and thus the

expected EF-value, for a travel between O and D is
based on the user’s previous behavior, such as the
preferred transportation means for (O,D) the last few
time periods.

Nudging is needed if ActivityGap(P) > 0, and,
at the end of P, the ActivityGoal is reached if
ActivityGap(P)⩽ 0.

When using (O,D) specific activity goals, i.e.,
ActivityGoal(O,D), activity gaps can be determined
per (O,D) pair (i.e., ActivityGap(O,D)(P)) using For-
mula 9, where PredActivity(O,D)(P) is calculated as
in Formula 8 but in this case using the two sets
CompTr(O,D)(P) and ExpTr(O,D)(P) which only in-
cludes completed and expected travels between (O,D)
in period P.

ActivityGap(O,D)(P) =

ActivityGoal(O,D)−PredActivity(O,D)(P)
(9)

4.2 Identifying Possible Activities

4.2.1 General Description

In (Karlsen and Andersen, 2022) we classify activi-
ties as impossible, possible, unlikely (to be accepted
by the user), and probable (that have the potential to
be accepted by the user). Table 3 describes each class
of activity, while Formula 10 shows the relation be-
tween the classes, where U represents a user and A all
available activities.

Table 3: Classification of activities.

Impossible Activities the user is not capable of doing.
Identified based on user capability and op-
portunity.

Possible Activities the user is capable of doing.
Possible(A,U)=Probable(A,U)

⋃
Unlikely(A,U)

Probable Activities the user has done in the past and
is likely to do in the future. Likely to be
accepted when suggested in a nudge.

Unlikely Activities the user has never done, chal-
lenging and/or repeatedly rejected activi-
ties. Identified based on the user’s activity
pattern and reactions to previous nudges.

Possible(A,U) = A− Impossible(A,U)

Probable(A,U) = Possible(A,U)−Unlikely(A,U)
(10)

The classification is user-specific, based on the
user’s activity pattern and reactions to previous
nudges, where a challenging or repeatedly rejected
activity can cause the activity to be classified as un-
likely. Also, capability and opportunity can make an
activity temporarily or permanently impossible.

4.2.2 Physical Activity Nudging

For the physical activity use case, activity patterns
provide frequency of activity types (such as walking,
cycling, and swimming), and identifies for each activ-
ity type, minimum, average, and maximum values for
properties such as distance, duration, and elevation.

Physical activities can be conditionally possible,
depending on properties of the activity. For example,
a user may have a disability that makes short walks
possible, while longer walks are impossible.

To distinguish between probable and unlikely ac-
tivities, we identify activities that are challenging for
the user. For each activity property, p, minimum
(min) and maximum (max) values are used to distin-
guish between normal and challenging activities for
user U , see Formula 11.

Normal(p,U) = (minp,maxp−d]
Challenge(p,U) = (maxp−d, limit)

(11)
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Normal(p,U) is an interval reflecting the user’s
previous achievements with respect to property p. For
example, if p represents walking distance, maxp and
minp represent the longest and shortest distance, re-
spectively, walked by user U . Challenge(p,U) is an
interval for p which represents efforts that are possi-
ble for the user, but currently beyond the user’s max-
imum. An absolute limit for p can be registered by
the user, and if p of an activity exceeds the limit, the
activity is classified as impossible.

The d in (maxp− d) represents a deviation from
the maxp value and is used to adjust the upper bound-
ary for normal activities. For example, if maxp is
far above the average value for p, maxp may be too
high to count as normal activity. Deviation d may be
adapted to the user’s current activity pattern by, e.g.,
being calculated as a function of average.

An unlikely activity is an activity the user has
never done, has been repeatedly rejected when sug-
gested in a nudge, or has one or more properties that
are within the Challenge(p,U) interval. An activity
is impossible if capability or opportunity issues hin-
der it, or if at least one activity property is above the
limit. Otherwise, it is a probable activity.

4.2.3 Green Transportation Nudging

As the user may have different habits when travel-
ing between different (O,D) pairs, we identify prob-
able, unlikely, and impossible transportation means
per (O,D) pair. Walking may, e.g., be classified as
unlikely for user U when going shopping, while it is
possible when going to work.

Impossible transportation means are identified
based on user capability and opportunity, and
impossible(A(O,D),U) can, e.g., include i) private car,
if the user does not have a driver’s license, ii) train, if
there are no train services for (O,D), or iii) cycling, if
the user does not have a bicycle.

Transportation means where the user is physically
active (e.g., walking or cycling), can be conditionally
possible. Similarly to the approach in Section 4.2.2,
an absolute limit for an activity property p can be reg-
istered by the user. If walking distance between O and
D is above the limit, walking is impossible for (O,D).

To determine what is physically challenging for a
user, a collective activity pattern covering all (O,D)
pairs is used to determine how frequent physical ac-
tivity is used as transportation means, and average and
maximum values for distance and/or duration proper-
ties. These values determine similar intervals to the
ones presented in Formula 11, and is used as a ba-
sis for classifying activities, as described in Section
4.2.2.

Unlikely(A(O,D),U) includes possible transporta-

tion means that U has never used, repeatedly rejected
for (O,D), or, if it is a physical activity transportation
means, has a property p within Challenge(p,U).

4.3 Selecting Activity and Time Frame

4.3.1 General Description

To help the user reach the ActivityGoal, a nudge can
either suggest a new activity that contributes to filling
the ActivityGap(P) or suggest an improvement of an
expected activity (e.g., suggest a longer walk or im-
prove a predicted transportation means).

An unlikely activity may be selected to challenge
the user to do something new or more demanding,
while a probable activity, representing the familiar or
preferred, can be selected to make it more likely that
the user accepts the nudge.

Time frame and activity are closely connected, as
the time frame for a nudge determines which activi-
ties are possible to suggest. An obvious requirement
is that the selected activity must be possible to do
within the targeted time frame. For some nudges, the
time frame is first selected, and an activity that fits the
time frame is subsequently chosen. For other nudges,
the order is reversed, and activity is chosen before the
time frame.

To fill the ActivityGap(P), the activity must take
place in P, meaning that the time frame for the nudge
must be within P. If a nudge is given with a time
frame outside P and the nudge is accepted, the sug-
gested activity will later be included as an expected
activity in a future time period.

4.3.2 Physical Activity Nudging

The ActivityGap(P) represents the number of steps
that remains in period P to reach the ActivityGoal.
To fill the gap, the user needs to be more active, and
nudging will suggest additional activities to the user.

Different activities (e.g., frequent short walks or
a long hiking trip) can be equally useful as long as
the suggested activity is possible for the user to do.
That is, if a nudge suggests an activity with cer-
tain properties p, such as distance or duration, each
property must be within the user’s Normal(p,U) or
Challenge(p,U) interval.

What to nudge for also depends on the user’s sit-
uation (such as available time) and preferences, and
which nudges the user reacts positively to. There-
fore, when selecting an activity from either of the two
sets Probable(A,U) and Unlikely(A,U), these factors
must be considered. Additionally, the principle of
variation (described in Section 2.1) can be supported,
by, over time, nudging for a variety of activities.
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When selecting a time frame for a nudge, the time
since the last activity and time frame for committed
activities are important factors. Time frames should
not overlap, and there must be a sufficiently large in-
terval between the end of one activity and the time-
frame for the next.

4.3.3 Green Transportation Nudging

While physical activity nudging can fill an
ActivityGap(P) by adding more activities,
green transportation nudging can only reach the
ActivityGoal by improving the EF-value of activities,
i.e., selecting a transportation means that is more
environmentally friendly than what the user normally
prefers. The number of travels cannot be adjusted to
fill an ActivityGap(P). Travels are triggered only by
the user’s need to change location.

A location change is detected by i) monitoring
the user’s activity pattern to detect regular location
changes, ii) using calendar information to detect ap-
pointments that require location change, and iii) let-
ting the user register a location change.

The goal is to nudge the user to choose
transportation means so that, when period P is
over, ActivityGap(P) ⩽ 0 (i.e., the ActivityGoal is
reached). A nudge should suggest a transportation
means that brings a positive ActivityGap(P) value
closer to 0, or keeps ActivityGap(P)⩽ 0.

The system must detect which (O,D) pair the user
can improve, and determine which improvement to
suggest. If user U has previously traveled (O,D), there
exists an expectation of which transportation means
the user will choose and a corresponding predicted
EF-value. To improve, a transportation means with
a better EF-value must be selected from either of the
sets Probable(A(O,D),U) or Unlikely(A(O,D),U).

Available transportation means are partially
ranked based on their EF-values. This means that
some transportation means (e.g. walking and cycling)
are equally environmentally friendly and can have the
same EF-value.

5 DISCUSSION

This section discusses some observations made dur-
ing the work on smart nudge design. It includes how
relevant activities can be determined ahead of nudge
design, to make the design process more efficient, and
how a system can create plans for nudging, either as
a set of individual nudges or a succession of linked
nudges. This section also shows how the smart nudge
design fulfills the design principles presented in Sec-

tion 2.1.

5.1 Predetermining Relevant Activities

To simplify the task of choosing an activity, a set of
only relevant activities (denoted RelActivities) can be
identified. To make nudging more efficient, the con-
tent of RelActivities can be determined in advance,
before nudge design time. Activities that are perma-
nently impossible for the user, are the most obvious
activities to be excluded from RelActivities.

A nudge must include an activity that represents
an improvement, or at least a status quo, with respect
to user behavior. In general, this means that all ac-
tivities that represent a decrease in behavior should
never be nudged for and are consequently excluded
from RelActivities.

For green transportation nudging, the partial rank-
ing of activities makes it possible to identify activi-
ties that represent a decline in user behavior and dis-
regard them as not relevant for nudging. For exam-
ple, if the user is predominantly walking to work, a
nudge can suggest walking or cycling, but will never
suggest public transportation or carpooling (since this
represents a decline in behavior).

For physical activity nudging, where every activ-
ity contributes to reaching the ActivityGoal, it may
be more difficult to discard activities as not relevant.
However, for a relatively active user, the system may
choose never to nudge for short or very easy activi-
ties, as these may not be considered a push towards
improved behavior.

5.2 Creating a Nudging Plan

The ActivityGap(P), described in Section 4.1, repre-
sents a prediction of how much the user must improve
to reach the ActivityGoal. When predicting a defi-
ciency in user behavior, the system can set up a plan
for nudging so that the user can reach the goal during
period P.

A nudging plan consists of a set of nudges
{n1, . . . ,nm}, where each nudge can be predesigned,
including a tentative activity, time frame, and other
nudge components. When it is time to nudge the user,
the final nudge design is done, and tentative compo-
nents may be replaced if the user situation at nudge
design time makes it necessary or beneficial. The
nudging plan may be adjusted during P as the user sit-
uation may change or the ActivityGap(P) is updated
and the prediction changed.

A physical activity nudging plan can be created
by detecting periods, during P, when the user is avail-
able for being active, and planning a nudge for each
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selected time frame. The planned nudges are spread
over the period, and design and presentation of a
nudge are done close to the selected time frame.

A green transportation nudging plan can be cre-
ated by identifying planned travels (i.e., (O,D) pairs)
during P, where the user’s transportation habits can
be improved, and planning a nudge for each selected
(O,D) pair.

5.3 A Sequence of Nudges

Ranking of activities can be used as a basis for design-
ing a sequence of linked nudges, where the first nudge
suggests a higher-ranked activity than the next nudge
in the list. When one of the linked nudges is accepted,
the following nudges in the list are discarded.

For example, when nudging for transportation
means between O and D, the system can first nudge
for walking, and later, if the user did not walk, issue
a new nudge for taking the bus. This gives a list of
linked nudges, where walking has a better EF-value
compared to public transportation.

5.4 Fulfilling Nudge Design Principles

The nudge design approach presented in this paper,
follows the design principles described in Section 2.1.
The principles of challenge, consolidate, and progress
describes how nudging should stepwise challenge the
user to improve behavior. The need to challenge
the user is supported by automatically increasing the
ActivityGoal value as the user’s behavior improves.
The consolidate and progress principles are handled
using the three behavioral progress states (improved,
stable, decreased), where the consolidate principle is
followed when the user is in the improved state, while
the progress principle is used for the states stable and
decreased.

The variation principle is supported by keeping a
set of possible activities (i.e., Possible(A,U)) and rec-
ognizing that an activity can be selected from either
of the two sets Probable(A,U) and Unlikely(A,U),
as long as the activity represents an improvement or a
status quo with respect to user behavior.

Timeliness is supported by detecting time frames
when nudging is needed or can be effective for the
user. For physical activity nudging, an opening in
the calendar can be utilized for exercising, while for
green transportation nudging an arrival time at the
destination, together with the selected activity, sets a
required time frame for a nudge.

Feasibility is supported through classification of
activities, where impossible activities will never be
nudged for, while safety is supported by recognizing

harmful or hazardous situations as obstacles that iden-
tify an activity as potentially dangerous and classify it
as impossible.

6 CONCLUSION

This paper presents a model for adaptive nudge de-
sign, that provides personalized and context-aware
nudges tailored to the user’s current need for a gen-
tle push towards a desirable change in behavior. The
model follows a just-in-time nudge design approach,
where tailoring of nudges is based on the user’s be-
havior, situation, and environment at the time of nudg-
ing.

The design process adapts according to the user’s
change in behavior, by continuously challenging the
user to improve based on an adaptive activity goal,
which is automatically adjusted as user behavior im-
proves. Activity and time frame for a nudge is se-
lected based on what is needed for the user to reach
the activity goal, and what currently is possible for the
user.

This paper targets the questions of what to nudge
for and when to nudge. Other aspects of nudge design,
such as details regarding which influence type to se-
lect and how to present the nudge are left for future
work.

The model is described through a general ap-
proach to selecting activity and time frame for a
nudge, followed by examples of how the proposed so-
lution can be used in two different use cases; physi-
cal activity nudging and green transportation nudging.
Future work includes applying the general approach
to other use cases. Presenting practical experiments
using the design model is also left for future work.
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Abstract: Lawsuits typically require a long time for resolution, and many court hearings may occur during the trial 
process. Legally, both parties must transcribe them and be open to the public if desired by the court. In court 
proceedings, a transcript is a record of all judges’ decisions, the spoken arguments by the lawyers, and the 
depositions of the defense and witnesses. The scenario in Brazil is that for a long time, this process was 
manual, with a person responsible for the typing transcription. Today, with the electronic process, the court 
does not provide typed transcriptions anymore, but instead, the audio or video recordings of the hearings. In 
our work, we developed an automatic transcription solution for court hearings to obtain the best possible 
transcription considering current technologies’ limitations, recording quality, participants’ diction, and 
commonly used jargon in the legal sphere. With this work, we expect to ease this burdensome task with 
technical support and have a direct contribution to the legal environment. 

1 INTRODUCTION 

In the legal sphere, several testimonies and hearings 
resolve lawsuits. Historically, specialized individuals 
manually transcribed, making the process expensive 
and time-consuming. Technology can have many 
applications in court proceedings and facilitate a 
comprehensive end-to-end process, whether 
generating audiovisual media records or even 
processing information – transcribing (Nadaraj & 
Odayappan, 2020). 

Organizing and managing these digital records 
can potentially contribute to court proceedings since 
this type of media can deliver better results, with the 
possibility of capturing subtle insights that cannot be 
written on paper, such people reactions. 

We believe that transcribing hearing content 
allows easier assimilation of all procedural content by 
those who come to work with the proceeding. This 
approach does not exclude audiovisual recording but 
can highlight significant sections in procedural 
documents, including citations that can be easily 
referenced and classified (Gomes & Furtado, 2017). 

Courts have applied new technologies and 
services to manage information and records of vast 

legal content. Services such as e-Litigation 
(“Integrated Electronic Litigation System,” 2020) and 
e-Discovery (“Electronic Discovery,” 2020) are 
examples that contribute to this approach. With the 
COVID-19 pandemic, the digital court is being 
experimented with and evolving daily to a more 
digital style (Nadaraj & Odayappan, 2020). 

This work aims to organize the data generated 
from court hearings through a knowledge 
management process and transcribe the media using 
an automatic transcription system. We also try to 
refine this automated process to reach the highest 
level of accuracy through collaboration mechanisms. 

This transcript, associated with the trial process 
and the corresponding media, will help significantly 
unfold a court lawsuit. In the current scenario – in 
Brazil’s legal sphere – reports are generated after 
court hearings for decision-making and motions. 
However, reports and minutes – the common 
strategies to keep the memory of a court hearing – are 
formal and often limited, mostly when the institution 
handles extensive multi-stakeholder legal processes. 

According to Chiu et al. (2001), the minutes of a 
trial process are summaries of it, constituting a part of 
the procedural memory. Soon after a hearing, looking 
at the minutes to review and act based on that 
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information is often helpful. Even during a hearing, it 
may be useful to refer to something from an earlier 
point, for example, by asking a question about a 
previous event in the legal process. For this reason, 
we argue that proposing a system that presents 
information from the legal process with mechanisms 
that add value to the decision-making can contribute 
to advancements in the legal system. 

One of the challenges faced in the solution is 
adapting the existing Portuguese language 
technologies in a world where English has more 
significant scientific potential and technology 
options. The second challenge is regarding 
transcription correctness. Regardless of the 
efficiency, errors will appear due to the recording 
quality, participants’ diction, and even jargon 
commonly used in the legal field. Another crucial 
challenge for developing the transcription system is 
voice identification through participants’ voice 
biometry, which enables the automatic creation of a 
dialog in text format from the hearing inputs. 

2 LITERATURE 

This section overviews the Brazilian legal process and 
how the resulting media are processed. We also discuss 
the essential elements of knowledge management. 

2.1 Legal Process in Brazil 

Understanding how the trial process and hearings 
work, with motions, judges, and different courts, is 
not simple for those not from the legal field. The step 
by step of the legal process can vary according to the 
matter involved (civil law, criminal law, tax, etc.). 
Generally, a legal process consists of a request from 

the author to resolve a conflict. From this, the judge 
will determine the presentation of reasons and the 
production of evidence and will decide to recognize 
the right of one of the parties.  

In the Brazilian legal process, the court commu-
nicates all steps to the parties through publications in 
the Diário Oficial (the official journal of the Brazilian 
Government). Nowadays, lawyers and stakeholders 
can monitor these proceedings online, facilitating 
quicker and more efficient processing. Additionally, 
legal software like ProJuris (2024), available on the 
market, can optimize the court’s progress. 

The court hearing is a unique and significant event 
that defines the fate of a lawsuit. It is a complex, agile, 
and dynamic event and usually results in the lawyer’s 
only chance to demonstrate the Constitution (Brasil, 
1988), the impediment, modification, or extinction of a 
right.  

Figures 1, 2, and 3 present a simplified business 
process model (BPM) (OMG, 2011) of the Brazilian 
Legal Process, showing the generic steps from 
beginning to end. 

Court hearings are the primary audio/video media 
producer during the legal process steps. The proposed 
system aims to use that media to automatically 
transcribe its contents to support the law worker, 
enabling them to perform faster and more efficient 
work. Analyzing the BPM, we highlight that court 
hearings often occur more than once in a lawsuit. 
According to Rio de Janeiro’s General Public 
Defender, Dr. André Luis Machado de Castro, and the 
General Public Subdefender, Dr. Denis de Oliveira 
Praça (personal communication, Ago 07, 2018), 
analyzing the transcription of court hearings offers a 
straightforward and fast way to make their decisions, 
presenting a significant improvement in the working 
dynamics in the legal environment. 

 
Figure 1: BPM of Brazilian Legal Process. 

KMIS 2024 - 16th International Conference on Knowledge Management and Information Systems

164



 
Figure 2: BPM of Brazilian Generic Subpoena Subprocess. 

 
Figure 3: BPM of Brazilian Generic Verdict Subprocess. 

Courts typically store media files from hearings 
in a digital lawsuit process. However, many legacy 
lawsuits still run on paper, with court hearing data 
stored in CD/DVD media. The most common type of 
lawsuit in Brazil that records court hearings is 
criminal. Civil cases rarely have their court hearings 
recorded. 

2.2 Knowledge Management 

Knowledge Management (KM) is a broad research 
topic, and as a discipline, it has several definitions, 
perceptions, and approaches. We understand KM as 
retrieving and organizing an organization’s data and 
information to make it accessible to support decision-
making and achieve strategic objectives through the 
discovered knowledge. The interest in and use of KM 
are increasingly expanding as more and more data are 
being produced. The KM is an area that permeates the 
companies’ administration, information systems, 
management, and data science, with many research 
and practical and actual case initiatives for KM 
solutions (Patel, 2012). 

Knowledge is a justified belief that enhances an 
entity’s ability for effective action (Huber, 1991; 
Nonaka, 1994). Alavi and Leidner (2001) propose six 
different perspectives for observing knowledge: 1) 
Data and Information, 2) A state of mind, 3) An 
object, 4) A process, 5) A condition to have access to 
information, and 6) A capacity. 

The first perspective of Data and Information 
shows only facts, raw numbers, processed 
information, and interpreted data. The second 

perspective of knowledge as a state of mind focuses 
on enabling individuals to expand their knowledge 
and apply it to the organization’s needs. The third 
view defines knowledge as an object and postulates 
that knowledge can be seen as something to be stored 
and manipulated. Alternatively, knowledge can be 
seen as a simultaneous process of knowing and acting 
(Carlsson et al., 1996; McQueen, 1998; Zack, 1998), 
focusing on applying knowledge (Zack, 1998). The 
fifth view of knowledge is a condition of access to 
information (McQueen, 1998). According to this 
view, organizations must organize knowledge to 
facilitate access and retrieval of content, extending 
the knowledge base. Finally, in the latter perspective, 
knowledge can be viewed as a capacity that can 
influence future actions (Carlsson et al., 1996). 

Along with understanding how we can observe 
knowledge, it is also paramount to have alternatives 
for managing it. Regardless of the definition, KM 
presents some core activities and central factors that 
structure any KM model (Stollenwerk, 2001). The 
generic KM process has the following activities 
(Alegbeleye, 2010; Dhamdhere, 2015; Mutula & 
Mooko, 2008): 
 Identification: this activity focuses on 

strategic issues, such as identifying which 
competencies are relevant to the organizational 
context. 

 Capture: in this activity, the objective is to 
acquire knowledge, skills, and experiences 
necessary to create and maintain the core 
competencies and areas of knowledge selected 
and mapped. 
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 Selection and Validation: this activity aims to 
filter knowledge, evaluate its quality, and 
synthesize it for future application. 

 Organization and Storage: the goal is to 
ensure fast, easy, and correct knowledge 
recovery through effective storage systems. 

 Sharing: this activity aims to ensure 
information and knowledge access to a more 
significant number of people that otherwise 
would remain restricted to a small group of 
individuals. Also, knowledge distribution 
refers to implementing a mechanism capable of 
automatically disseminating knowledge to 
various stakeholders to share new knowledge 
with those who need it quickly. 

 Application: here, the objective is to put into 
practice the knowledge disseminated by the 
previous process, recording lessons learned 
from the use of knowledge, the benefits, and 
the challenges to be overcome. 

 Creation: creating new knowledge involves 
learning, externalization, lessons learned, 
creative thinking, research, experimentation, 
discovery, and innovation. Many 
organizational activities can contribute to the 
creation of new knowledge. According to 
Nonaka (1994), knowledge creation is related 
to continuously transforming and adapting 
different types of expertise, such as practice 
and interactions. 

Based on the objectives of this research area, the 
understanding and use of KM can support knowledge 
treatment in several places. In this work, we used 
these principles to guide this research related to the 
hearings of legal processes. 

2.3 Related Work 

Similar work was proposed by Huet (2006) when he 
created the Transcript Coding Scheme (TCS), which 
was a tool used to encode transcripts of corporate 
meetings – meetings – through the analysis of audio 
recordings, which remains the same. 

Huet (2006) states that the data collected and 
explained in the transcription scheme offer the reader 
a vast amount of information, some of which may be 
considered critical and not captured using traditional 
reading techniques. However, processing and 
interpreting these highly detailed records require 
significant time and effort. Experiments have shown 
that accurately transcribing and encoding 30 minutes 
of recording takes approximately 10 hours. 

The scheme proposed by Huet, to be better 
understood, can be divided into two parts:  

 Transcriber: This step explicitly shows the 
transcription basics, stating the user 
identification, the speech transcription, and the 
timestamp when the speech occurred. 

 Coding Scheme: This step provides 
information that aims to complement the 
transcript to offer more details to facilitate the 
decision-making process: type of speech; the 
purpose of speech; type of information 
provided; the argument; type of argument; 
participant’s knowledge area; description; and 
origin of speech. 

Another work concerning transcriptions is by 
Williams et al. (2011), which proposes 
crowdsourcing techniques in complex transcriptions 
that allow explicit exchanges between precision, 
recall, and cost. These techniques include automatic 
transcription, incremental collaboration redundancy, 
and a regression model to predict the transcription’s 
reliability. The main idea is to use the crowd to assist 
in the final result of a transcription performed by an 
automatic transcription system (Parent & Eskenazi, 
2010) based on requests for Amazon’s MTurk 
(Crowston, 2012). The techniques of redundancy and 
regression are defined by refining the process to 
validate a collaboration through the redundancy of 
correct answers through algorithms. 

3 THE PROPOSED KM PROCESS 

The developed KM model manages the information 
associated with the court hearing and produces a 
faster and better understanding for law workers. 
Analyzing the KM activities related to lawsuit trials, 
we understand that knowledge creation occurs during 
court hearings (opening statements, witness 
examination, closing arguments, and jury verdicts). 
We propose a Knowledge Management Model for 
Court Hearings, inspired by the study of Motta et al. 
(2022), which is focused on identifying, acquiring, 
and storing knowledge, as presented in Figure 4. 

We detail each step in the proposed process: 

 Hearing Preparation: The court hearing 
occurs when there is a need to collect 
information about the lawsuit from the parties 
or witnesses. The judge decides when and who 
will attend the court hearing. 

 Hearing Conduction: This is a hearing 
instance. In a lawsuit, several hearings are 
made and recorded. This work relies on hearing 
the recording. 
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Figure 4: Knowledge Management Process for Court 
Hearings. Adapted from Motta et al. (2022). 

 Audio/Video Storage: the default way to 
capture the hearing is to record audio or video 
media. Such an approach is simple to 
implement and frees the members of the 
accuracy of the stored hearing data – 
audio/video media is precise to solve any doubt 
about a hearing. 

 Automatic Hearing Transcription: In this 
step, the system provides an automatized 
transcription of the hearing and determines the 
speaker of each sentence from the hearing 
audio/video. All knowledge will be stored in a 
shared database, allowing legal memory 
(processes, hearings, transcripts, and the source 
of the significant decisions). 

 Manual Refinement: after the transcript 
generation, the result becomes available to be 
evaluated and fixed by any member of the 
judicial apparatus or the population in general 
through collaborative tools. This step fixes 
errors due to poor audio quality, poor diction, 
or legal jargon. 

 Legal Analysis: based on the transcription, 
independent of the manual refinement, the law 
worker (judge, prosecutor, or lawyer, for 
example) may proceed in the hearing analysis 
using the text instead of the audio/video. Using 
specific keywords, they can find particular 
moments from the hearing without watching 
the whole media, in many cases, more than 
once. Such ability enables faster analysis of the 
court hearings. Besides, since the transcription 
is temporally associated with the media, it may 
be seen as a proxy to the media, allowing 
searching a video for the keyword spoken, for 
example. Although the transcription may have 
errors, the source (audio/video) is accurate. 

4 THE PROPOSED 
TRANSCRIPTION SYSTEM 

The developed system aims to contribute to the 
knowledge management of hearings by their 
automatic transcription. This solution enables a party 
to visualize the legal process and its transcription, 
locate other related audiences, and conduct a textual 
search of the available hearings. The system seeks to 
facilitate the work of the legal professional who will 
analyze the process, providing features like: 

 Display of the media corresponding to the 
audience or hearing; 

 Automatic transcription of this media along 
with the participant identification; 

 Caption inserted in the media for direct 
accompaniment in the video; 

 Search for words associated with the legal 
process; and 

 Edit the transcript manually. 

The system automatically generates the 
transcription scheme at the end of a hearing, 
providing the transcription and identifying the 
participants. The system also associates the data with 
the legal process, participant role (i.e., defense), and 
trial results to enrich the hearing. The hearing process 
is recorded in a media file (audio or video) during its 
execution and saved in a database. The system 
automatically generates and indexes a transcript for 
each individually submitted hearing. 

In investigating which transcription method to 
use, we considered the following factors: accuracy, 
cost, and support for the Portuguese language. We 
initially evaluated two open-source transcription 
software – Kaldi (Povey et al., 2011) and 

Automatic Transcription Systems: A Game Changer for Court Hearings

167



Pocketsphinx (Huggins-Daines et al., 2006) – but 
they only support English. Next, we assessed the 
Google Cloud Speech-to-Text API (Google, 2020a), 
which supports many languages – including 
Portuguese. The Google API presented a lower error 
rate in our tests, and we selected it for our solution. 
We use Java (Arnold et al., 2005) and FFmpeg 
(Tomar, 2006) technologies to complement the 
Google API to implement the full solution. 

4.1 Diarization 

We implemented the speaker identification 
algorithm. Firstly, we developed a speaker diarization 
system based on a convolutional neural network 
capable of identifying speech in a speaker’s frontal 
video without using the associated audio wave for use 
cases in which the latter is either low quality, noisy, 
or outright missing. For this purpose, we extracted 
facial landmarks from each video frame using a facial 
identifier present in the Dlib (King, 2009) library 
based on the Histogram of Oriented Gradients 
(HOG). We fed them into the neural network using 
Tensorflow (Abadi et al., 2016), as presented in 
Figure 5.  

With the onset of the COVID-19 pandemic and 
societal restrictions such as the mandatory use of face 
masks, the technique developed to detect facial 
landmarks became unfeasible, rendering diarization 
impractical. Considering this, we shifted our 
approach by creating an audio-based diarization 
model. 

Speaker diarization involves identifying different 
speakers in multimedia content to temporally separate 
them, defining who spoke when, and producing a 
script. Traditionally, audio analysis has tackled this 
problem by extracting features as I-vectors (Dehak et 
al., 2011) and subsequently clustering them. 
Typically, these audio processing algorithms rely on 
prior knowledge of the number of speakers involved 
in the audio. 

Google researchers proposed the utilization of a 
Long Short-Term Memory (LSTM) for creating 
feature vectors, termed D-vectors (Wang et al., 2017). 
They applied a clustering technique called Spectral 
Clustering, which involves constructing an affinity 
matrix among the examples and applying specific 
refinement operations to consider the temporal 
locality of the data, aiming to smooth, normalize, and 
remove noise from the data. It enabled a dynamic 
identification of the number of speakers in the audio. 

We trained the model using video datasets from 
public hearings. We extracted and converted the 
audio signals into 25-millisecond frames with a 10-
millisecond step. During the testing phase, we used 
the Voice Activity Detection (VAD) algorithm to 
identify spoken segments in the audio. Extracting 
audio signals is the first step in preparing them for the 
I-vector learning algorithm due to the complexity of 
raw signals. Initially, filter banks of the signals are 
computed to isolate different frequency components. 
We chose to extract Log Mel Frequency Energy filter 
banks, which involve performing a Fourier 
Transform, mapping the spectrum to the Mel scale, 
and other post-processing steps, as shown in Figure 6. 

We implemented two models for feature 
extraction: Gaussian Mixture Model (GMM) and 
LSTM. Traditional models for I-vector extraction 
typically use dimensionality reduction of the GMM 
super-vector. 

The final step of our implemented model involves 
clustering the feature vectors (I-vectors or D-vectors) 
extracted in the previous step. The chosen clustering 
models were: Spectral Clustering (Wang et al., 2017), 
Density-based Spatial Clustering of Applications 
with Noise (DBSCAN) (Ester et al., 1996), 
Agglomerative Clustering (Hastie et al., 2009), and 
Self Organizing Maps (SOM) (Kohonen, 1990) 
followed by K-Means (MacQueen, 1967). We used 
different libraries for each clustering model. Figure 7 
illustrates the performed activities. We fine-tuned 
each clustering algorithm. 

 
Figure 5: The sequence of data loading and model training. 
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Figure 6: Flowchart of d-vector based diarization system, adapted from Wang et al. (2017). 

The fine-tune process included: 
 Spectral clustering: The percentile p for the 

Row-wise Thresholding and the sigma value 
for the Gaussian Blur refinement operation. 

 DBSCAN: The epsilon represents the 
maximum distance between two samples for 
one to be considered in the other’s 
neighborhood and the minimum number of 
samples in a sample to be considered a core 
point. 

 Agglomerative Clustering: The criteria for 
cluster union and the metric used to compute 
this union. 

 SOM + K-Means: Parameters such as 
algorithm initialization, training type, 
neighborhood type, and grid map format. 

4.2 The Transcriptor Architecture 

The architecture of the transcription system is shown 
in Figure 8, presenting the technologies used, 
interacting with the Database Management System 
(DBMS), and the system interface. The proposed 
transcription system continuously monitors the 
transcription, besides being responsible for collecting 
the metadata generated. 

 
Figure 7: Flowchart of all steps of diarization system development. 
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The transcription begins when a user uploads new 
hearing audio/video to the system. The Transcriptor 
System detects the new file, extracts the audio, and 
uploads it to Google Cloud Storage. It then uses the 
Google Speech-to-Text API to transcribe the file and 
process the transcription results, storing them in the 
Transcriptor Data database. 

Next, the Transcriptor System applies the Speaker 
Diarization Algorithm to identify the speaker for each 
transcribed word, storing the resulting metadata in the 
Transcriptor Data database. This database indexes the 
text and includes metadata such as the hearing 
identifier, the timestamp of each word, and the 
confidence level of the transcription. 

The Transcriptor Interface provides user-friendly 
access to the transcriptions. Users can view the media 
(audio or video) with the transcription as subtitles, 
read the full transcription of the hearing, and perform 
searches within the text. 

We highlight that Google’s cloud for transcription 
through Google Speech API requires uploading audio 
files that are longer than one minute, which differs 
from the other two transcription methods, which are 
processed locally. 

5 THE TRANSCRIPTOR IN USE 

Developed as a legal system module in Brazil, the 
system stores digital lawsuit processes, stakeholders, 

and resolutions. Users can upload hearings in video 
format to obtain transcriptions. Users manually insert 
the description, date, participants, and media files on 
the upload screen. If users upload multiple media files 
for the same hearing, they can combine them into a 
single video. Users can submit videos from their 
computer or the Brazilian Judicial Court system. 

After the file is uploaded, the transcription 
processes start automatically, running in the 
background, and take a few minutes. Depending on 
the video’s size, the user can monitor the transcription 
status (in progress, error, or complete). The user can 
view the transcription after the processing step 
completion, as seen in Figure 9 (left). 

The Visualize Hearing screen has the transcript of 
the selected hearing and the corresponding media 
side-by-side. The system presents the transcription as 
a caption attached to the video. The user can click on 
the word and be directed to the exact moment of the 
video when it was said. Also, by selecting editing 
mode, the alternative words defined in the transcript 
are displayed next to the option to correct the word 
when clicking on a word. The user can improve the 
transcription by selecting a present alternative or 
editing it as flowing text. The system also interpolates 
the metadata associated with each new word to 
compose a new transcription. 

The user can improve speaker identification and 
add bookmarks to the transcript. Both features are 
accessible by selecting a word or sentence and the 
corresponding checkbox, as shown in Figure 9 (right). 

 
Figure 8: Transcription system of court hearings architecture. 
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Figure 9: The visualization (left) and the editing mode (right) of a public Hearing transcribed. 

Another feature available in the system is the 
word search. With it, the user can perform a textual 
search for any word present in the hearings 
transcribed by the system. The search can be general 
or filtered by a trial process. 

The result lists the hearings in order, including the 
context in which they appear—predecessor and 
successor words—and the minute when the word was 
said in the media. The user can click on the “View full 
transcript” link to return to the main screen, and the 
system will present the complete transcript of the 
audience in question from the beginning. The user can 
also click the “View transcript at the specified time of 
the word” link to return to the main screen. The 
system will present the media and the complete 
transcript of the audience, starting a few seconds 
before the word searched is spoken. If the user 
searches for an alternative word, the result will 
display the description of an alternative word and the 
word transcribed by the transcription system. This 
functionality can facilitate the search and 
understanding of a hearing, for example, enabling a 
user to return quickly in the specific minute a 
sentence was given. 

6 EXPERIMENTS AND RESULTS 

Although the evaluation included three transcription 
methods, the implementation used the Google Cloud 
Speech-to-Text API (Google, 2020a) to provide a 
lower error rate and meet the Portuguese language 
without needing modifications. Moreover, the speech 
recognition technology provided by Google is 
continuously improving. The word recognition error 
rate in the company’s last disclosure was 4.9% 
(Pichai, 2017). 

Word recognition supported by Google machine 
learning achieved 95% accuracy in May 2017 for 
English. This rate also limits human accuracy 
(Meeker, 2017). 

In tests performed using Google’s API, the 
average confidence rate observed was ~ 0.92 for 
audios extracted from real audiences with good 
recording quality. The API itself provides this 
confidence rate for each transcription excerpt 
performed and assigned to each word corresponding 
to the excerpt. 

The API provides more than one transcription 
alternative for certain words. Thus, corrections can be 
made based on the user’s feedback through the 
system interface, using the alternatives provided or 
manual insertions. A list of other options must be 
stored in the DBMS with the corresponding section’s 
indexation to return in a search for words or when 
requested in the system interface. Thus, the analysis 
of all knowledge obtained in the hearings can return 
the desired term, even if the transcription mechanism 
has not effectively transcribed that term. The beta 
version of the API also offers automatic scoring 
features (Google, 2020b) to improve the transcription 
result. 

In the data transcription, the first issue was the 
language: Portuguese. Most algorithms are fine-tuned 
for English usage, and Portuguese models have 
demonstrated lower precision. We solved that issue 
by changing our transcription method to the Google 
Cloud Speech-to-Text API. Even so, Google’s API 
presents issues: besides being a paid product, it 
demands uploading files in more than one minute to 
Google Cloud Storage – which brings the discussion 
about data security and privacy. We experimented 
with dividing the files into one-minute chunks to keep 
files locally. However, the splitting algorithm cut the 
audio abruptly, often cutting words, which impacted 
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the transcription quality. Developing a smarter audio 
splitter was out of the question due to its complexity. 

In speaker identification, before we develop our 
diarization model, we test the beta functionality of 
diarization of Google’s Speak-to-Text API (Google, 
2020a), which labels different voices identified in the 
audios by IDs. Voice training or prior registration is 
unnecessary since it does not recognize the person but 
changes the speaker or returns to the same. However, 
this functionality of Google’s API needs to estimate 
how many people speak in a hearing to process the 
audio correctly. Using the incorrect value leads to 
errors in speaker identification. We do not have such 
data to provide to the algorithm. 

We research other frameworks for speaker 
identification, such as MARF (Mokhov, 2008) and 
Microsoft Azure’s Speaker Identification API 
(Microsoft Azure, 2020), which are based on neural 
networks to identify voice patterns. For this reason, 
these frameworks require a pre-trained set of possible 
speakers, and such algorithms associate the identified 
voice with the closest registered one. These 
algorithms cannot handle unknown voices; thus, 
every speaker must register in the system, and their 
voice must be trained previously.  

In diarization, we focused our analysis on the 
vectors created by the extraction techniques and the 
performance of the implemented approaches using 
the diarization metric. 

Initially, a dimensionality reduction was 
performed on the vectors generated by both chosen 
approaches to only two principal components, 
enabling their visualization in two dimensions to 
show the distance between each vector visually. 
Figure 10 (left) shows a close cluster in the D-vectors 
generated, making efficient clustering unfeasible. 
Conversely, the I-vectors – Figure 10  (right) – are 
more evenly distributed and farther apart. We 

highlight that the graphs shown in Figure 10 have 
different scales.  

The Diarization Error Rate (DER) represents the 
fraction of total diarization time incorrectly 
attributed, whether due to False Alarms, Misses, 
Speaker Overlaps, or Confusion (Ryant et al., 2019). 

DER=False Alarm + Miss + Overlap + Confusion

                                   Time 
(1)

Table 1 illustrates the performance of each 
implemented approach on the provided dataset. We 
also compare it with the previously obtained result 
using only speaker video images. 

Table 1: Performance of each approach on the dataset. 

Model GMM LSTM
Speaker video 32.5% 32.5% 

Spectral Clustering 21.79% 80.90% 
DBSCAN 57.24% 72.51% 

Agglomerative 28.49% 84.47% 
SOM + K-Means 65.39% 67.85% 

As observed in Table 1, significant results were 
not obtained with the LSTM, suggesting that the 
model may not be learning the D-vectors correctly. 
As a neural network, LSTM is a complex model and 
more challenging to train, which may explain the 
difficulty in achieving significant results. On the 
other hand, the GMM generated I-vectors with 
substantial differences from each other, enabling 
efficient clustering and achieving a DER of 21.79% 
using Spectral Clustering. This result represents a 
32.95% improvement over the previously designed 
model using only video images. 

 
Figure 10: Dimensionality reduction of the D-vectors (LSTM) (left) and I-vectors (GMM) (right). 
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7 CONCLUSIONS 

Legal proceedings involve conducting several 
testimonies and hearings. When performed, the 
transcriptions of these media are part of an expensive 
and slow process done manually by specialized 
people. Thus, few processes have their media records 
transcribed. In this work, an automatic transcription 
system was proposed, capable of organizing the 
media content generated in legal depositions/hearings 
based on a knowledge management model. The 
system allows collaboration to refine the automated 
process to achieve higher accuracy. 

The system underwent an evaluation by legal 
members and proved to be quite helpful for its 
proposed use. It is currently in use in the Defense 
Office of Rio de Janeiro, with almost one hundred 
hours of court hearings transcribed. It can 
significantly contribute to the progress of legal 
processes and their decision-making. From a 
technical point of view, the transcripts had an average 
hit rate of 92% for audio extracted from real 
audiences with good sound quality. An automatic 
transcription system significantly contributes to the 
legal scope, streamlines the decision-making process, 
and maintains a legal memory that can be analyzed 
more quickly and efficiently later. 

The limitations of this work are due to the existing 
technology for automatic transcriptions, which, for 
Portuguese, is still limited, in addition to features in 
Beta versions, such as automatic punctuation and 
announcer diarization. The latter contributes 
significantly to distinguishing interleaved speeches 
but still does not solve the problem of complete 
identification of the user, which implies voice 
training previously registered in the system to work 
for any user present in the hearings. This question is 
not viable for the type and quantity of users who 
participate in Brazilian legal processes. The quality of 
the generated media files also significantly impacts 
the result of the transcription. 

In conclusion, the advancement of technology, 
such as better recording media quality and the Google 
API improvements for Portuguese, will enable a 
higher success rate in the future and the 
implementation of features still in beta. We highlight 
that this system must stay consistent and integrated 
into the legal system to effectively use and provide 
the desired legal memory easily accessible to law 
workers. 
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Abstract: Many organizations have been trying to become data-driven which their business decisions, their relationships
with customers / suppliers, the innovation of their products / services, the improvement in their performance
and their growth are based on the collection and analysis of an increasing volume of data. To reach this level,
organizations need to overcome a series of challenges related to the way they govern data and creating a data-
driven culture. The main challenges to be overcome are directly related to data culture and the culture of
the organization itself. These paper presents the results of a survey performed among 67 professionals with
experience in Data Governance (DG) in which was possible to identify the main challenges to establish a
DG program and data-driven culture in organizations, besides priories actions to face these challenges. The
challenges and necessary actions to implement a DG program are shown and discussed. Addressing these
challenges is fundamental to raising the organization culture and maturity in DG and, consequently, becoming
a Data-driven organization.

1 INTRODUCTION

Data-driven Culture (DDC) is interpreted as a pattern
of behaviors and practices by a group of people who
share a belief that having, understanding, using data
and information plays a crucial role in the success of
their organizations (Chaudhuri et al., 2024).

DDC represents a specific form of organizational
culture that is realized through data orientation. A
DDC emphasizes that organizational decisions are
grounded on insights from data, which fosters con-
tinuous knowledge and skills acquisition within the
organization. Organizational culture encompasses a
collection of values, beliefs, and attitudes held by or-
ganizational members. As it is based on organiza-
tional cultures, DDC’s complexity lies in its need for
consistency with decision-making principles (Fattah,
2024).

Becoming data-driven is about building capabili-
ties, tools and most important a culture that is acting

a https://orcid.org/0009-0001-2524-7478
b https://orcid.org/0000-0002-6112-3536
c https://orcid.org/0000-0002-7855-0235

on data (Anderson, 2015).
In DDC data must be shared across the organi-

zation. DDC focus on setting goals, measuring suc-
cess, interaction, feedback, learning and recognition
of Data Literacy (DL) (Anderson, 2015).

Becoming data-driven is stated as one of the top
priorities for organizations for the last 10 years. Num-
bers show clearly benefits of being data-driven. Com-
panies that base their decisions on evidence are on
average 5% more productive and 6% more profitable
than their competitors (Storm and Borgman, 2020).

DDC influences business models and provides
ways through which organizations develop their op-
erations to secure higher profits (Chaudhuri et al.,
2024).

Efficient and fast analysis of huge volumes of
data has helped organizations make accurate deci-
sions which could help influence innovative activi-
ties. Such an approach has also helped organiza-
tions revamp their business processes and develop
smart products in relation to customer needs, eventu-
ally leading to increased profitability. Thus, the im-
provement of the organizational data-driven culture
could lead employees to be more creative and gen-
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erate novel ideas that could lead to the creation of
new products to cater to the needs of dynamic mar-
kets (Chaudhuri et al., 2024).

Data Governance (DG) is the comprehensive man-
agement of usability, availability, Data Privacy and
Security (DPS) and Data Quality (DQ) inside and out-
side the organization (Abraham et al., 2019).

It includes establishing policies, standards, pro-
cesses, and structures to ensure the correct use and
effective protection of data (Al-Dossari and Sumaili,
2021).

DG requires policy specification dynamics that
can deal with problems related to the collection, stor-
age, processing, sharing and use, reuse, and disposal
of data throughout its life cycle (Filgueiras and Lui,
2022).

Many businesses are currently adapting digital
strategies and new business models. Studies have
shown that organizations of all sizes recognize the
need for DG (Lis and Otto, 2020). Increasing impor-
tance has been given to incorporating DG as a means
of encouraging the strategic use of data, thus promot-
ing data-driven innovation (Lis et al., 2022).

The data-driven innovative capabilities have been
enhanced by the applications of advanced Informa-
tion and Communication Technology (ICT), strong
analytic capabilities, effective data management and
governance mechanisms (Chatterjee et al., 2024).

Beyond this, DG serves as a structured framework
for organizations to manage data, recognizing data as
a valuable corporate asset, thus promoting the opti-
mal use of data. In practical terms, by organizing and
mapping data-related processes within organizations,
DG enables organizations to identify which data
should be analyzed, unlock potential value, and over-
come obstacles in developing DDC (Fattah, 2024).

DG plays a crucial role in encouraging and em-
powering the use of data analysis, such as DL, aligned
with DDC. In this context, DG establishes decision
making rights and accountability to ensure appropri-
ate behavior in assessing, creating, using, and con-
trolling organizational data, analytics, and informa-
tion assets. Integrating DG with the overall business
strategy and aligning it with data and analytical assets
is considered critical for the organization’s stakehold-
ers (Fattah, 2024).

The findings indicate that DG and DL originally
precede DDC. Consequently, it delivers a relevant
theoretical contribution by providing empirical evi-
dence and delving into the role of DG as a precur-
sor to DDC. Interestingly, despite DG’s crucial role in
overseeing data pertinent to organizational decision-
making, existing literature lacks clarity concerning
the nomological network between DG constructs and

other analytical capacities (Fattah, 2024).
This article consists of identifying that an organi-

zation will become data-driven when it creates a real
DDC, and this will be possible through the implemen-
tation of effective DG.

2 CHALLENGES

2.1 Data-Driven Culture

DDC helps organizations to support process and prod-
uct innovation eventually impacting the performance
of the organizations (Chaudhuri et al., 2024).

Culture permeates every aspect of organizational
actions, influencing decisions related to products, em-
ployees, customers, measurements, resource alloca-
tion, etc. While some leaders seek to embrace cul-
tural norms using advanced technology, others may
resist cultural change (Fattah, 2024).

There is necessity for shift the executive mindset
by stimulating DDC and formulating strategies and
mechanisms for governance (DG), as well as renew-
ing the skills of analysts (DL) (Fattah, 2024).

Study conducted to identify the enabling factors
of a DDC identified that (Berndtsson et al., 2018):

• established DG and access to data of good quality
are mandatory for any type of analysis. If these
features are not in place, then trust in business in-
sights generated by various tools will deteriorate
and undermine the move towards a DDC.

• top level management is important and needs to
be actively involved in developing a strategy for
establishing a DDC.

A survey conducted to identify challenges to cre-
ating a DDC pointed out the following (Storm and
Borgman, 2020):

• a big challenge is taking away resistance to adopt
a new technology.

• the struggle of creating insights derived from
analysis.

• the complicated organizational structure.

• the lack of time forms a barrier among employees.

• the lack of knowledge occurs in departments
where data is not originally embedded.

2.2 Data Governance

Organizations face challenges and problems in imple-
menting a comprehensive and efficient DG program.
In many cases, there is a lack of knowledge on the part
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of the professionals involved in conducting DG im-
plementation projects, regarding which activities are
necessary, who should be responsible for carrying out
these activities, what the relationship and dependence
are between these activities, as well as the impacts
generated by not performing such activities properly
(Bassi and Alves-Souza, 2023).

Several studies have found, among other reasons,
that many of the bad decisions are due to the poor
quality of the information generated from dirty, erro-
neous and incomplete data. This has led important
companies worldwide to lose many thousands of dol-
lars by managing information of low quality in their
organization (Castillo et al., 2017).

Companies spend an average of 30% of their time
on non-value-added tasks due to poor DQ and avail-
ability (Zhang et al., 2022). Key trends in DG indi-
cate that by 2025, 80% of organizations seeking to
scale digital businesses may fail if they do not adopt a
modern approach to DG and analytics (Fattah, 2024).

Implementing DG is a complex project that re-
quires long-term commitment and continuous en-
gagement and, as such, organizations usually need
to formulate a series of actions towards these goals
(Zhang et al., 2022).

Mobilizing an organization to adopt DG has
proven to be a challenge in practice. Taking stock
of data inventory remains tedious, the potential for
value creation seems abstract, and the importance of
investing in DG is understood only if the company
has already suffered major regulatory pressure or data
breaches (Benfeldt et al., 2020).

There is a general lack for a clear understanding
of what DG is and how it is currently implemented in
companies (Krumay and Rueckel, 2020).

A comprehensive review of the scientific and
practice-oriented literature shows a lack of under-
standing the activities required for introducing a DG
program (Alhassan et al., 2019).

The implementation of a DG program implies
a set of actions as presented by the Data Manage-
ment Framework (Association, 2017) and Data Gov-
ernance Institute (DGI) DG Framework (Thomas,
2024), highlighting the need to carry out:

• an inventory of assets, business processes, regu-
lations regarding data processed by the organiza-
tion.

• the constitution of a governance management
committee.

• creating consistent and effective policies.

• the training of all employees in DG concepts,
technologies and best practices and the creation
of a data culture.

3 RESEARCH

Within the scope of a research to specify a guide with
practical and coordinated actions that help organiza-
tions in the implementation of DG, a survey was car-
ried out among professionals with experience in DG
in two stages, the first through a web form and the
second through an interview.

3.1 First Stage

A web form was created based on the challenges, im-
pacts and solutions in the implementation of DG ob-
tained from a literature review [ reference - (Bassi and
Alves-Souza, 2023) ] to help evaluate the following
points:

• validate that organizations carry out a series of ac-
tions in the context of implementing DG, among
them, the mapping / survey / inventory of data,
processes, regulations, and infrastructure; the cre-
ation and performance of a Management Com-
mittee; the development and application of DG,
DPS and DQ policies, in addition to presentation
/ training in the concepts of DG and the policies.

• identify the importance, level of complexity and
priority of such actions in DG.

• identify the main challenges that prevent organi-
zations from carrying out such actions.

• identify the main challenges faced by organiza-
tions when carrying out such actions.

Table 1 in the APPENDIX displays the web form
used in this stage.

It was estimated that a population of 81 research
participants could represent at least organizations of
different sizes (small, medium and large), in different
stages of implementation (initial, advanced and plan-
ning) and in different market segments.

It is important to determine the size of a sample
to represent the population of a research. Accord-
ing to Krejcie and Morgan, the recommended sample
size would be around 82% of this population (Krejcie,
1970).

200 professionals who work with DG were invited
to fill out a web form. 67 professionals answered the
form and signed the consent form to participate in the
research.

They have been working on the implementation
of DG in organizations from the most different mar-
ket segments and of the most varied sizes as show in
Figure 1, Figure 2, and Figure 3.
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Figure 1: Experience in DG.

Figure 2: Size of the organization.

Figure 3: Organization’s market segment.

3.2 Second Stage

38 professionals from the group who responded to the
web form and who had more than two years of ex-
perience in DG were invited to participate in the in-
terview phase (75% of the participating professionals
have more than 3 years of experience in DG).

19 professionals agreed to participate in this sec-
ond phase. A web form based on the results collected
in the previous stage was designed to conduct an on-
line interview, whose objective was to obtain a clas-
sification / prioritization of the main challenges iden-
tified at the first stage to that prevent from carrying
out the actions and faced when carrying out the ac-
tions in order to help in prioritizing these actions in
the implementation of the DG.

Table 2 in the APPENDIX displays the web form
used in this stage.

4 ANALYSIS

Among the various challenges highlighted by profes-
sionals during the first phase of the research, it was
possible to identify that the challenges listed below
are directly related to cultural and organizational
aspects that impact the implementation of effective
DG and alignment with the organization’s strategic
objectives:

Resistance (RST) - professionals’ reluctance to adopt
new processes, policies, procedures, and tools due to
concerns about changes in organizational culture, the
perception of loss of control or impact on the activi-
ties performed or, the lack of awareness / training.
Employee Engagement (EEG) – active and moti-
vated participation of employees in the process of un-
derstanding, adopting, executing, and effectively us-
ing practices, policies, procedures, and tools in their
activities.
Culture / Knowledge / Empowerment (CKE) –
forming a data-driven mindset, promoting under-
standing and effective use of practices and procedures
through training and ongoing education.
Experience (EXP) - practical knowledge and in-
depth understanding of practices, procedures, and
tools by the organization’s professionals.
Alignment / Communication (ALC) - ensure all
stakeholders are coordinated and informed about poli-
cies, procedures, and objectives to promote effective
collaboration and successful implementation.
Perception of Value / Benefits (PVB) – everyone in-
volved recognizes the potential positive impacts, en-
couraging support, adherence and commitment to the
initiatives are being implemented.
Management Support (MSP) – demonstration of
leadership, commitment, and strategic direction to
ensure adequate resources, organizational alignment
and prioritization of initiatives are being implemented
by the organization’s executives.

4.1 Mapping / Survey / Inventory
Challenges

The implementation of a DG program implies the
need to know the data from the organization, the busi-
ness processes that manipulate this data, the regula-
tions, and standards that they must be followed and
the infrastructure that supports the processing of the
data.

To achieve this, the following actions are neces-
sary:
Data Inventory (DI) - comprehensive identification,
cataloging and documentation of all data that the or-
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ganization collects, processes and stores, with the aim
of understanding how that data is used, who has ac-
cess to it and where the data is stored.
Process Mapping (PM) - identify, visualize, and doc-
ument in detail all business processes, aiming to un-
derstand how data flows through the organization and
identify points of intervention.
Regulatory Survey (RS) - identify and analyze rele-
vant laws, regulations, internal policies, and external
standards that impact data management, security, and
privacy, ensuring legal compliance and risk mitiga-
tion.
Infrastructure Mapping (IM) - identify and docu-
ment the structure of hardware, software, and data
storage systems, ensuring a comprehensive under-
standing of the technological infrastructure that sup-
ports the management and manipulation of organiza-
tional data.

Figure 4 presents the ‘Challenges that Prevent
from Carrying Out’ and the ‘Challenges Faced when
Carrying Out’ the Mapping / Survey / Inventory
(MSI). The x-axis of the figures shows the number
of citations of the challenge by participants.

Figure 4: Challenges to carry out the mapping / survey /
inventory (MSI).

The MSP, PVB and CKE are challenges that prac-
tically impact the carrying out of these actions as in-
dicated by some research participants.

[P54] - “Culture of the organization, people
trained to implement the process and mainly lack of
support from the organization’s leadership.”

[P66] - “The lack of technical knowledge about
process mapping is one of the main challenges, due to
the complexity of the processes and the level of ma-
turity of the processes. Another point is not knowing
what benefits this mapping will bring to the company
objectively.”

The challenges CKE, EEG and RST impact the
execution of these actions.

[P75] – “Engagement of the organization to map
concepts and metadata, size of the current Data Gov-
ernance structure and understanding of the impor-
tance of the subject by board members.”

[P01] – “Resistance and commitment of those re-
sponsible.”

When professionals were asked to classify / prior-
itize the most relevant ‘Challenges that Prevent from
Carrying Out’ and the ‘Challenges Faced when Car-
rying Out’ for these actions, the following ranking
was obtained as shown in the Figure 5.

The challenges MSP and the PVB are the main
‘Challenges that Prevent from Carrying Out’ and
‘Challenges Faced when Carrying Out’ in the execu-
tion of an MSI.

Figure 5: Ranking of challenges to carry out the mapping /
survey / inventory (MSI).

4.2 Management Committee Challenges

The creation and effective performance of a manage-
ment committee will have a significant impact on the
implementation of DG.

The Data Office establishes vision, strategy and
governance of initiatives, projects, actions of the
council data, ensures the smooth functioning and
management of data systems, guarantees ethic, re-
sponsibility, and lawful use of data. It consists of
a multidisciplinary team, as well as an information
and records manager and experts in efficiency, trans-
parency, accountability, and life cycle management
(Cerrillo-Martı́nez and Casadesús-De-mingo, 2021).

Figure 6 presents the ‘Challenges that Prevent in
the Creation’ and the ‘Challenges Faced when in the
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Performance’ of the Management Committee (MC).
The x-axis of the figures shows the number of cita-
tions of the challenge by participants.

Figure 6: Challenges that prevent in the creation and faced
when in the performance of the Management Committee
(MC).

The MSP, PVB and CKE are challenges that prac-
tically impact in the creation of the MC while the
challenges CKE, EEG and RST impact the perfor-
mance of the MC.

[P68] – “The lack of a data governance culture in
the organization, which recognizes the strategic im-
portance of data as an asset and a resource for deci-
sion making.”

[P55] – “Management of conflicts of interest re-
lated to corporate vs departmental prioritization, lack
of knowledge and experience, as well as resistance to
change.”

Figure 7 presents the classification / prioritization
carried out by professionals of the ‘Challenges that
Prevent in the Creation’ and the ‘Challenges Faced
when in the Performance’ of the MC.

The creation of the MC is impacted by the chal-
lenges MSP and PVB while your performance is im-
pacted by the challenges PVB and CKE.

Figure 7: Ranking of challenges in the creation and faced
when in the performance of the Management Committee
(MC).

4.3 Policy Challenges

Companies specify guidelines and rules for the cre-
ation, acquisition, storage, security, quality and per-
mitted use of data, developing standard processes and
policies for data, and establishing employee organiza-
tions that support dedicated data governance activities
(Zhang et al., 2022).

The following policies are relevant within the DG
program:
Data Governance Policy (DGP) – set of princi-
ples, guidelines and procedures formally established
to guide the management, quality, security, privacy,
and ethical use of data, aligned with the organization
strategic and regulatory objectives.
Privacy and Data Security Policy (PSP) – set of
formal guidelines that establish the requirements and
procedures to protect the confidentiality, integrity, and
availability of data, ensuring compliance with privacy
and security regulations, such as the General Data
Protection Regulation (GDPR) - European Commu-
nity and the Lei Geral de Proteção de Dados Pessoais
(LGPD) - Brazil, and mitigating risks related to data
breaches.
Data Quality Policy (DQP) – set of guidelines
that defines standards, processes, responsibilities to
ensure the reliability, accuracy, integrity of data
throughout its life cycle, aiming to effectively support
operations and decision making.

Figure 8 presents the ‘Challenges that Prevent
the Developing and Application’ and the ‘Challenges
Faced when Applying’ these policies. The x-axis of
the figures shows the number of citations of the chal-
lenge by participants.

The challenges MSP, CKE and EEG are CPDA
of the policies while the application of the policies
is impacted by the challenges PVB, ALC, CKE and
EEG.

[P27] – “The preparation of data owners and data
stewards to carry out their role within data quality.”

[P31] – “The company’s culture does not favor the
practical application of a Data Governance policy.”

[P35] – “Changing behavior and adopting a pol-
icy is always delicate and if it is not done correctly,
all the work may have been in vain.”

Figure 9 presents the classification / prioritization
carried out by professionals of the ‘Challenges that
Prevent the Developing and Application’ and ‘Chal-
lenges Faced when Applying’ of the policies.

The challenges MSP, PVB and CKE impact on the
developing and application of the policies.
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Figure 8: Challenges to develop and apply the policies.

Figure 9: Ranking of challenges that prevent the developing
and applying and in the application of the policies.

4.4 Presentation / Training Challenges

Different actions / interactions are recommended to
ensure appropriate employee data competencies. The
most important action / interaction is ‘training’, such
as continuous training in dealing with and implement-
ing data policies as well as data processes and proce-
dures and includes internal and external training (Al-
hassan et al., 2019)

Figure 10 presents the ‘Challenges that Prevent
from Carrying Out’ and the ‘Challenges Faced when
Carrying Out’ the presentation / training (PT) on the
concepts involved in DG and the elaborate policies.
The x-axis of the figures shows the number of cita-
tions of the challenge by participants.

The MSP, PSB and CKE and employee engage-
ment are challenges that impact the carrying out of
these actions.

Figure 10: Challenges to carry out the presentation / train-
ing (PT).

[P31] – “Include the training agenda in a broader
literacy program with a focus on governance themes
associated with business challenges.”

[P46] – “The clear definition of a data strategy for
the entire institution from the organization’s manage-
ment team and not from the information technology
area.”

The execution of these actions is impacted by the
challenges ALC, CKE and RST.

[P45] – “Employees who do not participate in
training, not all managers are concerned with Data
Governance.”

[P68] – “Measuring and demonstrating the bene-
fits and results of the Data Governance Policy, which
demonstrate improvements in the quality, security,
privacy and value of data.”

Figure 11 presents the classification / prioritiza-
tion carried out by professionals of the ‘Challenges
that Prevent from Carrying Out’ and the ‘Challenges
Faced when Carrying Out’ for the PT.

The challenges MSP and CKE are the main ‘Chal-
lenges that Prevent from Carrying Out’ while the
EEG and PVB are the ‘Challenges Faced when Car-
rying Out’ for the PT.
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Figure 11: Ranking of challenges to carry out the presenta-
tion / training (PT).

5 DISCUSSION

It can be identified that cultural aspects are extremely
relevant to the successful implementation of a DG
program in organizations. These aspects compre-
hend a set of values, beliefs and behaviors that define
how the organization conducts its business and how
it treats its customers and partners (Bassi and Alves-
Souza, 2023).

A Scoping Review (SR) of publications that
present case studies (CS) on DG projects identified
that the challenges related to cultural aspects like the
lack of perception of the value of data as an asset
and the lack of understanding and training of those
involved in the concepts, technologies and best prac-
tices have significantly impact on the implementation
of DG in organizations from different market seg-
ments and countries (Bassi and Alves-Souza, 2023).

The importance of incorporating DG as means of
encouraging the strategic utilization of data, therefore
promoting innovation and culture, is increasing (Lis
et al., 2022).

One of the solutions identified in the literature
for implementing DG is train and improve DL for
all staff across organizations that participate in the
project (Kawtrakul et al., 2021).

Implementing DG is a complex project that re-
quires long-term commitment and continuous en-
gagement and, as such, organizations usually need
to formulate a series of actions towards these goals
(Zhang et al., 2022).

A DDC should be developed, engaging the entire
business, and sparking employee interest and moti-
vation. DDC must be extended in an integrated way
throughout the organization, instead of being segre-
gated (Anton et al., 2023).

Data-driven organizations require strong, top-
down data leadership. They need a leadership that
inspires, promotes a data-driven culture, and actively
drives and supports all aspects of the analytics value
chain, from data collection through to data-driven de-

cision making and institutional learning (Anderson,
2015).

Establishing clear policies for DG helps ensure the
responsible and ethical use of data within the organi-
zation (Anton et al., 2023).

The implementation of a DG will effectively con-
tribute to making an organization data-driven. It turns
out that implementing a DG program involves over-
coming a series of cultural and organizational chal-
lenges.

In the research performed with professionals who
work in DG, it was possible to identify the four main
challenges directly related to cultural and organiza-
tional aspects that prevent or impact the carrying out
of the actions necessary to implement the DG pro-
gram as shown in the Figure 12.

Previous knowledge of these challenges helps or-
ganizations that desire to implement effective gover-
nance of their data to better plan and take the neces-
sary actions to mitigate the impacts that these chal-
lenges generate (Bassi and Alves-Souza, 2023)

The successful implementation of a DG program
will create a DDC and, consequently, make the orga-
nization data-driven.

Figure 12: Cultural challenges of a Data Governance.

6 CONCLUSIONS

Many organizations are on the path to becoming data-
driven. It turns out that there are a series of challenges
that must be overcome in how they manage their data
so that they can enjoy the benefits that data orientation
offers.

The main challenges to be overcome are related
to data culture and the culture of the organization it-
self. Management support will be fundamental in all
actions involved in implementing a DG program.

The perception of value and benefits that data has
and that its governance offers enhances the creation
of this data-driven culture.
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Management support and the perception of value
/ benefits will have a direct impact on employee en-
gagement in all actions necessary to implement data
governance and culture.

Carrying out training, awareness, and engage-
ment of all employees in the concepts and activi-
ties involved with data governance, the policies, the
procedures, and methodologies necessary to perform
all necessary actions will facilitate the perception of
value / benefits for everyone in the organization, facil-
itating the allocating of financial resources and human
needed.

The research conducted with professionals al-
lowed us to obtain details related to the challenges in
implementing DG. In addition to the cultural and or-
ganizational challenges discussed in this paper, there
is information related to data, organizational struc-
ture, technology support, policies and DG implemen-
tation projects that will be explored in other papers.

Many of the results presented here were used to
validated the specification of a guide with practical
and coordinated actions that help organizations in the
implementation of DG, overcoming the main chal-
lenges, evolving in their maturity and, thus, creating
a culture to obtain the desired benefits to be a data-
driven organization. This guide will be presented in
another article as soon as the research is completed.

Implementing the actions specified in this guide in
some organizations will allow us to assess how much
the implementation of DG contributes to creating a
data-driven culture and, consequently, making these
organizations data-driven in contrast to organizations
that have not implemented DG.
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APPENDIX

Table 1: Web form used at the First Stage of research.
Begin of the Table 1

Question Alternatives
1 OBJECTIVES
2 IDENTIFICATION OF THE RESEARCH PARTICIPANT

2.1 Do you have experience in DG? Yes
No

2.2 If you have experience in DG, indicate the
approximate time.

Less than 01 year
01 to 02 years
03 to 04 years
More than 05 years

3 ORGANIZATION IDENTIFICATION

3.1 Size
Small
Medium
Large

3.2 Market segment

Agriculture
Consulting
Education
Financial
Government
Industry
Logistics
Health
Insurance
Services
Social
Technology
Telecommunications
Transportation
Other

4 STAGE IN DATA GOVERNANCE

4.1 How would you classify the organization’s
stage of DG?

Planning
Under implementation
Implemented
Not planning to implement

4.2 How long has the organization been
implementing DG?

Not applicable
06 months
01 year
02 years
More than 02 years

4.3
What are the main factors that motivate or
motivated the organization to implement
DG?

Assist in decision-making
Improve data quality
Gain competitive advantage
Reduce data management costs
Comply with legislation/regulations
Increase data security
Reduce data volume
Improve access to data
Other

5 DATA INVENTORY (DI)

5.1 Regarding the organization’s carrying out
of DI?

Performed
Is currently being performed
Intends to perform
Will not perform

5.2 How important is it to conduct a DI for
DG?

Not at all important
Slightly important
Moderately important
Very important
Extremely important

5.3 What level of priority should be given to
DI?

No priority
Low priority
Neutral
High priority
Maximum priority

5.4 What is the level of complexity for
performing DI?

No complexity
Low complexity
Moderate complexity
High complexity
Extreme complexity

5.5 List the main challenges that prevent the
organization from carrying out the DI

5.6 List the main challenges faced by the
organization when carrying out the DI

6 PROCESS MAPPING (PM)

6.1 Regarding the organization’s carrying out
of PM?

Performed
Is currently being performed
Intends to perform
Will not perform

Continuation of the Table 1
Question Alternatives

6.2 How important is it for DG to PM?

Not at all important
Slightly important
Moderately important
Very important
Extremely important

6.3 What level of priority should be given to
PM?

No priority
Low priority
Neutral
High priority
Maximum priority

6.4 What is the level of complexity involved
in PM?

No complexity
Low complexity
Moderate complexity
High complexity
Extreme complexity

6.5 List the main challenges that prevent the
organization from carrying out PM

6.6 List the main challenges faced by the
organization when carrying out PM

7 REGULATION SURVEY (RS)

7.1 Regarding the organization’s carrying out
of RS?

Performed
Is currently being performed
Intends to perform
Will not perform

7.2 How important is it to conduct RS for
DG?

Not at all important
Slightly important
Moderately important
Very important
Extremely important

7.3 What level of priority should be given to
the RS?

No priority
Low priority
Neutral
High priority
Maximum priority

7.4 What is the level of complexity in
conducting a RS?

No complexity
Low complexity
Moderate complexity
High complexity
Extreme complexity

7.5 List the main challenges that prevent the
organization from conducting a RS

7.6 List the main challenges faced by the
organization when conducting a RS

8 INFRASTRUCTURE MAPPING (IM)

8.1 Regarding the organization’s carrying out
of IM?

Performed
Is currently being performed
Intends to perform
Will not perform

8.2 How important is it to perform IM for
DG?

Not at all important
Slightly important
Moderately important
Very important
Extremely important

8.3 What level of priority should be given to
IM?

No priority
Low priority
Neutral
High priority
Maximum priority

8.4 What is the level of complexity in
performing IM?

No complexity
Low complexity
Moderate complexity
High complexity
Extreme complexity

8.5 List the main challenges that prevent the
organization from performing IM

8.6 List the main challenges faced by the
organization when performing IM

9 MANAGEMENT COMMITTEE (MC)

9.1 Regarding the definition / performance of
a DG MC in the organization?

Existing and active committee
Committee in the process of being created
Intends to establish a Committee
Does not intend to establish a Committee

9.2 How important is it to establish a DG MC?

Not at all important
Slightly important
Moderately important
Very important
Extremely important

9.3 What level of priority should be given to
the creation of a DG MC?

No priority
Low priority
Neutral
High priority
Maximum priority

9.4 What is the level of complexity in defining
a DG MC?

No complexity
Low complexity
Moderate complexity
High complexity
Extreme complexity

9.5 What is the level of complexity in the
performance of a DG MC?

No complexity
Low complexity
Moderate complexity
High complexity
Extreme complexity

9.6 List the main challenges that prevent the
creation of a DG MC

9.7 List the main challenges encountered in
the performance of the DG MC
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Continuation of the Table 1
Question Alternatives

10 DATA GOVERNANCE TRAINING

10.1 Regarding the presentation of DG
concepts to the organization’s employees?

Performed
Is currently being performed
Intends to perform
Will not perform

10.2 How important is it to present DG
concepts to the organization’s employees?

Not at all important
Slightly important
Moderately important
Very important
Extremely important

10.3
What level of priority should be given to
presenting DG concepts to the
organization’s employees?

No priority
Low priority
Neutral
High priority
Maximum priority

10.4 What is the level of complexity in training
employees in DG concepts?

No complexity
Low complexity
Moderate complexity
High complexity
Extreme complexity

10.5
List the main challenges that prevent
employees from being trained in DG
concepts

10.5 List the main challenges encountered
during employee training in DG concepts

11 DATA GOVERNANCE POLICY (DGP)

11.1 Regarding the definition of a DGP for the
organization?

Prepared and applied
It is in the development phase
Intends to prepare
Won’t elaborate

11.2

How important is it to develop and
implement a DGP?

Not at all important
Slightly important
Moderately important
Very important
Extremely important

11.3

What level of priority should be given to
developing and implementing a DGP?

No priority
a Low priority

Neutral
High priority
Maximum priority

11.4

What is the level of complexity in
developing a DGP?

No complexity
Low complexity
Moderate complexity
High complexity
Extreme complexity

11.5

What is the level of complexity in
implementing a DGP?

No complexity
Low complexity
Moderate complexity
High complexity
Extreme complexity

11.6
List the main challenges that prevent the
development and implementation of a
DGP

11.7 List the main challenges encountered
during the implementation of the DGP

11.8 Regarding the presentation of DGP to the
organization’s employees?

Performed
Is currently being performed
Intends to perform
Will not perform

11.9
How important is it to present DGP to the
organization’s employees?

Not at all important
Slightly important
Moderately important
Very important
Extremely important

11.10

What level of priority should be given to
presenting DGP to the organization’s
employees?

No priority
Low priority
Neutral
High priority
Maximum priority

11.11

What is the level of complexity in
presenting the DGP to the organization’s
employees?

No complexity
Low complexity
Moderate complexity
High complexity
Extreme complexity

11.12
List the main challenges that prevent the
presentation of the DGP to the
organization’s employees

11.13
List the main challenges encountered
when presenting the DGP to the
organization’s employees

12 PRIVACY AND DATA SECURITY POLICY (PDSP)

12.1 Regarding the definition of a PDSP for the
organization?

Prepared and applied
It is in the development phase
Intends to prepare
Won’t elaborate

12.2 How important is it to develop and
implement a PDSP?

Not at all important
Slightly important
Moderately important
Very important
Extremely important

12.3 What level of priority should be given to
developing and implementing a PDSP?

No priority
Low priority
Neutral
High priority
Maximum priority

Continuation of the Table 1
Question Alternatives

12.4 What is the level of complexity in
developing a PDSP?

No complexity
Low complexity
Moderate complexity
High complexity
Extreme complexity

12.5 What is the level of complexity in
implementing a PDSP?

No complexity
Low complexity
Moderate complexity
High complexity
Extreme complexity

12.6
List the main challenges that prevent the
development and implementation of a
PDSP

12.7 List the main challenges encountered
during the implementation of the PDSP

12.8 Regarding the presentation of PDSP to the
organization’s employees?

Performed
Is currently being performed
Intends to perform
Will not perform

12.9 How important is it to present the PDSP to
the organization’s employees?

Not at all important
Slightly important
Moderately important
Very important
Extremely important

12.10
What level of priority should be given to
presenting the PDSP to the organization’s
employees?

No priority
Low priority
Neutral
High priority
Maximum priority

12.11
What is the level of complexity in
presenting the PDSP to the organization’s
employees?

No complexity
Low complexity
Moderate complexity
High complexity
Extreme complexity

12.12
List the main challenges that prevent the
presentation of the PDSP to the
organization’s employees

12.13
List the main challenges encountered
when presenting the PDSP to the
organization’s employees

13 DATA QUALITY POLICY (DQP)

13.1 Regarding the definition of a DQP for the
organization?

Prepared and applied
It is in the development phase
Intends to prepare
Won’t elaborate

13.2 How important is it to develop and
implement a DQP?

Not at all important
Slightly important
Moderately important
Very important
Extremely important

13.3 What level of priority should be given to
developing and implementing a DQP?

No priority
Low priority
Neutral
High priority
Maximum priority

13.4 What is the level of complexity in
developing a DQP?

No complexity
Low complexity
Moderate complexity
High complexity
Extreme complexity

13.5 What is the level of complexity in
implementing a DQP?

No complexity
Low complexity
Moderate complexity
High complexity
Extreme complexity

13.6
List the main challenges that prevent the
development and implementation of a
DQP

13.7 List the main challenges encountered
during the implementation of the DQP

13.8 Regarding the presentation of DQP to the
organization’s employees?

Performed
Is currently being performed
Intends to perform
Will not perform

13.9 How important is it to present DQP to the
organization’s employees?

Not at all important
Slightly important
Moderately important
Very important
Extremely important

13.10
What level of priority should be given to
presenting DQP to the organization’s
employees?

No priority
Low priority
Neutral
High priority
Maximum priority

13.11
What is the level of complexity in
presenting the DQP to the organization’s
employees?

No complexity
Low complexity
Moderate complexity
High complexity
Extreme complexity

13.12
List the main challenges that prevent the
presentation of the DQP to the
organization’s employees

13.13
List the main challenges encountered
when presenting the DQP to the
organization’s employees

End of the Table 1

Data Governance to Be a Data-Driven Organization

185



Table 2: Web form used at the Second Stage of research.
Question Alternatives to be ranked

I ACTIONS RELATED TO INVENTORY / INFORMATION MAPPING

01
How would you rate the
IMPLEMENTATION of these Inventories
/ Information mappings?

- Data Inventory
- Process Mapping
- Regulatory Survey
- Infrastructure Mapping

02
How would you rate these challenges that
PREVENT the PERFORMANCE of
Inventory / Information Mapping?

- Planning / prioritization
- Diversity of technologies / environments systems
- Support of tools
- Existing / updated documentation
- Employee engagement
- Culture / knowledge / training
- Perception of value / benefits
- Management support
- Well-defined / clear strategy

03
How would you rate these challenges that
IMPACT the EXECUTION of Inventory /
Information Mapping?

- Planning / prioritization
- Diversity of technologies / environments systems
- Support of tools
- Existing / updated documentation
- Employee engagement
- Culture / knowledge / training
- Perception of value / benefits
- Management support
- Well-defined / clear strategy

II ACTIONS RELATED TO POLICIES

04 How would you rate the PREPARATION
of these Policies?

- Data Governance Policy
- Data Privacy and Security Policy
- Data Quality Policy

05
How would you rate these challenges that
PREVENT the DEVELOPMENT of
Policies?

- Planning / prioritization
- Diversity of technologies / environments systems
- Support of tools
- Employee engagement
- Culture / knowledge / training
- Perception of value / benefits
- Management support
- Well-defined / clear policies
- Well-defined / clear processes

06 How would you rate these challenges that
IMPACT on POLICY MAKING?

- Planning / prioritization
- Diversity of technologies / environments systems
- Support of tools
- Employee engagement
- Culture / knowledge / training
- Perception of value / benefits
- Management support
- Well-defined / clear policies
- Well-defined / clear processes

07 How would you rate the
IMPLEMENTATION of these Policies?

- Data Governance Policy
- Data Privacy and Security Policy
- Data Quality Policy

08
How would you rate these challenges that
IMPACT the IMPLEMENTATION of
Policies?

- Planning / prioritization
- Diversity of technologies / environments systems
- Support of tools
- Employee engagement
- Culture / knowledge / training
- Perception of value / benefits
- Management support
- Well-defined / clear policies
- Well-defined / clear processes

III ACTIONS RELATED TO TRAINING / TRAINING / PRESENTATION

09 How would you rate the PRESENTATION
of these Training / Presentations?

- Data Governance Concepts
- Data Governance Policy
- Data Privacy and Security Policy
- Data Quality Policy

10
How would you rate these challenges that
PREVENT the PRESENTATION of
Training / Presentations?

- Planning / prioritization
- Clear / defined policies
- Alignment / communication
- Employee engagement
- Culture / knowledge / training
- Perception of value / benefits
- Management support
- Well-defined / clear strategy

11
How would you rate these challenges that
IMPACT the PRESENTATION of
Training / Presentations?

- Planning / prioritization
- Clear / defined policies
- Alignment / communication
- Employee engagement
- Culture / knowledge / training
- Perception of value / benefits
- Management support
- Well-defined / clear strategy

IV ACTIONS RELATED TO THE MANAGEMENT COMMITTEE

12
How would you rate these challenges that
PREVENT the CREATION of a
Management Committee?

- Planning / prioritization
- Clear / defined policies
- Employee engagement
- Culture / knowledge / training
- Perception of value / benefits
- Management support
- Well-defined / clear strategy

13
How would you rate these challenges that
IMPACT the PERFORMANCE of the
Management Committee?

- Planning / prioritization
- Clear / defined policies
- Employee engagement
- Culture / knowledge / training
- Perception of value / benefits
- Management support
- Well-defined / clear strategy

V GROUP OF ACTIONS

14
How would you rate the
IMPLEMENTATION of these Group of
Actions?

- Carrying out the Inventory / Mapping informa-
tion
- Policy Development
- Implementation of elaborated Policies
- Carrying out the Training / Training / Presenta-
tion
- Creation of a Management Committee
- Performance of established Management Com-
mittee
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Abstract: In the modern digital landscape, data plays a crucial role in the competitiveness and efficiency of 
organizations. Data governance, which involves managing and ensuring data quality, faces increasing 
challenges due to the growing volumes and complexities of data. This paper examines how artificial 
intelligence (AI) offers innovative solutions for optimizing data governance and data quality. We present an 
AI-powered framework that includes components such as data integration, quality assurance, data protection 
monitoring, and compliance management. Through case studies and practical examples, we demonstrate how 
this framework can be implemented in real-world environments and the benefits it offers. 

1 INTRODUCTION 

In today's digitalized world, data has become an 
essential asset that forms the basis for business 
decisions, innovations, and strategic planning 
(Schildt, 2020), (Kolasani, 2023). Data governance 
refers to the comprehensive management of the 
availability, usability, integrity, and security of data 
within an organization (Solà-Morales et al., 2023). It 
is an overarching concept that defines the policies, 
processes, roles, standards, and metrics necessary to 
ensure that data can be used effectively and 
efficiently (Hatanaka et al., 2022). The importance of 
data governance cannot be overstated, as it helps to 
minimize risks, ensure compliance with legal and 
regulatory requirements, and guarantee data quality 
(Mahanti, 2021). 

Traditional approaches to data governance face 
significant challenges, which are exacerbated by the 
exponentially growing volumes of data and the 
increasing complexity of data landscapes (Caparini & 
Gogolewska, 2021). One of the main difficulties lies 
in the manual management of data, which is prone to 
errors and time-consuming. Additionally, traditional 
data governance models are often not flexible enough 
to quickly adapt to changes in the data landscape or 
new regulatory requirements (Gong et al., 2020). The 
fragmentation of data across various systems and 

silos makes it difficult to ensure consistent data 
quality and to implement a holistic data governance 
strategy (Strengholt, 2020), (Janssen et al., 2020). 
Moreover, many organizations are confronted with 
limited resources and expertise, which further 
complicates the effective implementation and 
maintenance of data governance programs (Plotkin, 
2020). 

Artificial intelligence (AI) offers innovative 
solutions to address the challenges of traditional data 
governance (Janssen et al., 2020). By leveraging AI 
technologies such as machine learning (ML), natural 
language processing (NLP), and robotic process 
automation (RPA), many of the manual and time-
consuming processes can be automated, significantly 
improving the efficiency and accuracy of Data 
Governance. AI-powered systems can analyze large 
volumes of data in real-time, identify patterns and 
anomalies, and take proactive measures to ensure data 
quality and security (Yandrapalli, 2024). 
Additionally, AI enables dynamic adaptation to 
changing regulatory requirements and business 
environments, ensuring flexible and future-proof data 
governance (Stanciu et al., 2021). These technologies 
can also help integrate and harmonize data from 
various sources, reducing data fragmentation and 
enabling a holistic view of the data landscape. 

This paper aims to present a comprehensive 
framework that demonstrates how AI can be used to 
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optimize data governance and data quality in 
organizations. The following sections will first 
explain the theoretical framework for data 
governance and the relevance of AI technologies. 
Next, the various components of the proposed AI-
driven framework will be described in detail, 
including data integration, data quality assurance, 
data privacy monitoring, and compliance 
management. The paper will also discuss the steps for 
implementing the framework, as well as the 
associated technological and organizational 
requirements and challenges. Additionally, case 
studies and practical examples will be presented to 
illustrate the practical applicability of the framework 
and analyze the benefits achieved. Finally, there will 
be a discussion of the effectiveness of the framework 
compared to traditional approaches, followed by a 
summary of the key findings and recommendations 
for practice. 

2 THEORETICAL FRAMEWORK 

Data governance refers to the set of measures, rules, 
processes, and technologies that ensure data is 
managed efficiently, effectively, and securely within 
an organization (Azeroual et al., 2023). The main goal 
of data governance is to ensure data quality and 
integrity, protect data privacy and security, and 
comply with legal and regulatory requirements 
(Brous et al., 2020). This also includes establishing 
clear responsibilities and accountabilities for data 
management and defining policies and standards for 
data handling. 

The essential objectives of data governance 
include (Georgiadis & Poels, 2021), (Duggineni, 
2023), (Ren, 2022), (Al-Surmi et al., 2022): 

• Ensuring Data Quality: Avoiding data 
inconsistencies, duplications, and errors to 
provide reliable and accurate data for 
business decisions. 

• Compliance with Regulations: Ensuring 
that data processing and storage comply 
with legal and regulatory requirements, such 
as GDPR. 

• Data Protection: Ensuring the 
confidentiality, integrity, and availability of 
data to prevent data misuse and breaches. 

• Efficient Data Management: Optimizing 
processes for data integration, processing, 
and utilization to enhance the efficiency and 
effectiveness of data management. 

• Supporting Strategic Decision-Making: 
Providing high-quality and up-to-date data 
for strategic planning and operational 
decisions. 

AI encompasses a variety of technologies that 
enable machines to mimic human intelligence and 
perform tasks autonomously (Jiang et al., 2022). The 
key AI technologies relevant to data governance 
include machine learning (ML), natural language 
processing (NLP), and robotic process automation 
(RPA) (Ansari et al., 2019), (Serey et al., 2021), 
(Sarker, 2021), (Sharma et al., 2022), (Rane et al., 
2024): 

• ML is a subset of AI that uses algorithms 
and statistical models to learn from data and 
make predictions or decisions without being 
explicitly programmed. ML models can be 
used to detect patterns and anomalies in 
large datasets to identify and address data 
quality issues. For example, ML algorithms 
can be used for automatic duplicate 
detection, error correction, and data 
classification. 

•  NLP enables machines to understand, 
interpret, and generate human language. 
This technology can be used to analyze and 
process unstructured data such as text 
documents, emails, and reports. In data 
governance, NLP can be employed to extract 
relevant information from unstructured data 
sources, categorize data, and generate 
metadata, thereby improving data quality 
and availability. 

• RPA uses software robots or "bots" to 
automate repetitive and rule-based tasks. 
RPA can be used in data governance to 
automate routine tasks such as data cleaning, 
validation, and updating. This reduces 
manual intervention and minimizes error 
rates, thereby increasing the efficiency and 
accuracy of data management. 

In recent years, numerous studies and approaches 
have been developed to integrate AI into data 
governance (Janssen et al., 2020), (Wirtz et al., 2020), 
(Zuiderwijk et al., 2021), (Taeihagh, 2021), (Khan et 
al., 2024). These approaches aim to enhance the 
efficiency and effectiveness of data management 
through the use of AI technologies. 

• Automated Data Quality Monitoring: 
Several studies have demonstrated that 
using ML algorithms for continuous 
monitoring and improvement of data 
quality offers significant benefits (Lee & 
Shin, 2020). For instance, ML models can 
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detect data anomalies in real time and 
suggest corrections, thereby sustainably 
improving data quality. 

• NLP-Based Data Analysis: Research has 
shown that NLP techniques can be 
effectively used to analyze and process 
large volumes of unstructured data 
(Aladakatti & Senthil Kumar, 2023). This 
enables better data categorization and 
indexing, enhancing data availability and 
usability. 

• RPA for Data Management Processes: 
The use of RPA to automate data 
management tasks has proven successful in 
many organizations. Studies have shown 
that RPA increases the efficiency of data 
management by automating repetitive tasks 
and reducing human errors (Radke et al., 
2020). 

An example of a successful implementation of an 
AI-powered data governance framework is a project 
by a large financial services provider that employed 
ML and NLP technologies to improve data quality 
and security (Li et al., 2021), (Xu, 2022), (Mishra et 
al., 2024). By integrating these technologies, the 
company was able to significantly enhance data 
integrity and compliance while reducing operational 
costs. 

3 COMPONENTS OF THE  
AI-POWERED FRAMEWORK 

The AI-powered framework presented for optimizing 
data governance and data quality encompasses four 
essential components: data integration, data quality 
assurance, data protection monitoring, and 
compliance management. 

3.1 Data Integration 

Data integration refers to the process of combining 
data from various sources to provide a consolidated 
and unified view. This is particularly important as 
organizations often work with a multitude of data 
sources and formats. Effective data integration 
enables harmonizing data across different systems, 
which in turn improves the quality and availability of 
data (Rangineni et al., 2023). The significance of data 
integration lies in its role as the foundation for reliable 
data analysis and decision-making. Without efficient 
integration, data can be fragmented and inconsistent, 
leading to faulty analyses and suboptimal decisions. 

Artificial intelligence can significantly enhance and 
automate the data integration process (Aldoseri et al., 
2023). ML and NLP can be used to identify complex 
data patterns and automatically transform and 
harmonize data from various sources. AI-powered 
data integration systems can: 

• Automatic Schema Matching and 
Mapping: ML algorithms can recognize and 
automatically map data fields from different 
sources, reducing the time and effort required 
for manual data reconciliation. 

• Anomaly Detection: AI can detect 
anomalies and inconsistencies in data 
sources and suggest solutions to address 
these issues. 

• Real-Time Data Integration: AI-powered 
systems can continuously integrate and 
update data in real-time, enhancing data 
timeliness and accuracy. 

3.2 Data Quality Assurance 

Data quality assurance refers to the processes and 
measures that ensure data is accurate, complete, 
consistent, and up-to-date. High data quality is crucial 
for the reliability and credibility of data analysis and 
decision-making. Poor data quality can lead to 
incorrect conclusions and ineffective business 
strategies. Therefore, ensuring data quality is a 
fundamental aspect of data governance. 

AI offers powerful tools to improve data quality 
through the use of advanced algorithms: 

• Anomaly Detection: ML algorithms can be 
used to identify unusual patterns and outliers 
in the data that may indicate errors or 
inaccuracies. 

• Automated Data Cleansing: AI systems 
can automatically detect and clean 
duplicates, missing values, and 
inconsistencies in the data. 

• Data Validation: AI can continuously 
monitor data quality and apply validation 
rules to ensure data meets established 
quality standards. 

3.3 Data Protection Monitoring  

Data protection monitoring encompasses the 
measures and technologies used to ensure the 
confidentiality, integrity, and availability of data 
(Farayola et al., 2024). This is particularly important 
given the increasing threats from cyberattacks and 
data breaches. An effective data protection 
monitoring system helps safeguard sensitive data and  
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Figure 1: AI-Powered Framework for Optimizing Data Governance and Data Quality. 

ensures that only authorized users have access to it 
(Duggineni, 2023). 

AI can significantly enhance data protection 
monitoring by employing advanced techniques to 
detect security vulnerabilities and data breaches: 

• Anomaly Detection: ML algorithms can 
identify unusual activities and anomalies in 
network traffic that may indicate potential 
security breaches. 

• Threat Analysis: AI can analyze threats in 
real-time and proactively adjust security 
measures to prevent attacks. 

• Behavior Analysis: AI-powered systems 
can analyze user behavior and identify 
abnormal activities that may indicate 
potential insider threats. 

3.4 Compliance Management 

Compliance management refers to ensuring that an 
organization meets all relevant legal and regulatory 
requirements (Biggeri et al., 2023). This is 
particularly crucial in highly regulated industries such 
as healthcare, finance, and insurance. An effective 
compliance management system helps minimize 
legal risks and build trust with customers and 
stakeholders (Olawale et al., 2024). 

AI can significantly improve compliance 
management by employing advanced techniques to 
monitor and ensure adherence to regulations: 

• Rule-Based Monitoring: AI-powered 
systems can continuously monitor 
compliance with regulations and 
automatically issue alerts when violations 
are detected. 

• Automatic Updates: AI can be used to 
update compliance rules and regulations in 
real-time, ensuring the organization is 
always up-to-date with legal requirements. 

• Audit Trails: AI can generate detailed logs 
and reports for audits and inspections to 
demonstrate compliance with regulations. 

Summarizing the components in Figure 1, each 
plays a crucial role in ensuring effective and efficient 

data management. By leveraging AI technologies 
such as machine learning, natural language 
processing, and robotic process automation, 
organizations can overcome the challenges of 
traditional data governance and achieve higher data 
quality, security, and compliance. This framework 
offers a comprehensive approach to modernizing and 
enhancing data governance in the digital era. 

4 IMPLEMENTATION OF THE AI 
FRAMEWORK: STEPS, 
REQUIREMENTS, AND 
CHALLENGES 

To optimize data governance and data quality using 
an AI-powered framework, a systematic approach is 
required. Here, we detail the essential implementation 
steps and discuss the technological and organizational 
requirements necessary for organizations to 
effectively deploy the framework.  

4.1 Steps for Implementing the 
Framework 

The implementation of an AI-powered framework for 
optimizing data governance and data quality requires 
a systematically grounded approach. First, a 
comprehensive requirements analysis is essential to 
identify the specific needs and goals of the 
organization. This step involves evaluating current 
data governance practices, identifying weaknesses, 
and defining the main objectives and requirements. 
The analysis is supported by qualitative methods such 
as stakeholder interviews and quantitative methods 
such as data analyses. For example, a healthcare 
organization might conduct interviews with doctors 
and administrative staff to identify requirements for 
data quality and data protection. 

Following the requirements analysis is the 
selection of appropriate AI technologies. This step 
involves evaluating ML algorithms, NLP tools, and  
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Figure 2: Automation and Efficiency Improvements through AI Technologies. 

RPA software that meet the needs of data integration, 
data quality assurance, data protection monitoring, 
and compliance management. Criteria for selection 
include scalability, compatibility with existing IT 
infrastructure, user-friendliness, and cost. For 
instance, a financial institution might choose specific 
ML algorithms developed for fraud detection in 
transaction data and evaluate them based on their 
ability to process large volumes of data in real time 
and reliably detect anomalies. 

4.2 Technological and Organizational 
Requirements 

Implementing an AI-powered framework involves 
addressing both the technological and organizational 
requirements of the organization. 

 Technological Requirements 
Powerful servers and network infrastructures are 

required to support real-time data processing and the 
execution of AI algorithms. Additionally, specialized 
AI platforms and tools are necessary to implement 
ML, NLP, and RPA. Robust databases and data 
warehouses are also essential for efficiently storing 
and managing large volumes of data. 

 Organizational Requirements 
Training and continuous education of employees 

are crucial to ensure they acquire the necessary skills 
and knowledge to handle the new AI technologies. 
Furthermore, clear roles and responsibilities for 
implementing and managing the framework need to 
be defined, including appointing data stewards and AI 
specialists. A comprehensive change management 
plan is also required to promote acceptance and 
engagement among employees and to ensure a 
smooth introduction of new technologies. Challenges 
in implementation include ensuring data quality and 
availability, as well as addressing data protection and 
ethical concerns through robust data management 
strategies and clear data protection policies. 

4.3 Challenges and Solutions 

Adopting an AI-powered framework for data 
governance offers numerous benefits but also 
presents significant challenges. One of the greatest 
strengths of the framework is the automation and 
efficiency improvements enabled by AI technologies. 
These advancements lead to a significant 
enhancement of data quality, increased security, and 
improved compliance (see Figure 2). 

• Data Quality and Availability 
Challenge: Ensuring that data is complete and 

accurate is one of the biggest challenges. Missing or 
incomplete data can significantly impair the 
effectiveness of AI algorithms. 

Solution: Implement robust data management 
strategies, including clear guidelines and standards to 
ensure data quality. This can be supported by regular 
data reviews and cleansing processes. 

• Data Privacy and Ethical Concerns 
Challenge: The use of AI must comply with data 

protection laws and consider ethical standards to 
maintain stakeholder trust. 

Solution: Develop and implement clear data 
privacy policies and practices. Organizations should 
ensure that all employees are informed about the 
importance of data protection and receive appropriate 
training. 

• Technological Complexity 
Challenge: The implementation and 

maintenance of AI systems require specialized 
technical knowledge and resources, which are not 
always readily available. 

Solution: Invest in training and continuing 
education for employees to build the necessary 
technical skills and knowledge. Collaboration with 
specialized technology providers and consultants can 
also be beneficial. 
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Figure 3: Recommendations for Implementing an AI-Powered Data Governance Framework. 

4.4 Recommendations for 
Organizations 

This section presents key recommendations for 
organizations to successfully implement an AI-
powered framework for optimizing data governance 
and data quality. By following these guidelines, 
organizations can effectively address challenges and 
maximize the benefits of AI integration. See Figure 3 
for a visual representation of these recommendations. 

• Comprehensive Requirement Analysis 
Organizations should conduct a thorough 

requirement analysis to identify specific needs and 
goals. This can be achieved through qualitative and 
quantitative methods such as stakeholder interviews, 
surveys, and data analyses. 

• Selection of Appropriate Technologies 
The selection of the right AI technologies should 

be based on a detailed evaluation of technical 
requirements and available solutions. Organizations 
should consider factors such as scalability, 
compatibility, user-friendliness, and cost. 

• Training and Education 
Organizations should invest in the training and 

education of their employees to ensure they acquire 
the necessary skills and knowledge to handle new AI 
technologies. This can be facilitated through training 
sessions, workshops, and continuing education 
programs. 

• Development of Robust Data Management 
Strategies 

Organizations should develop and implement 
clear data guidelines and standards to ensure data 
quality and availability. This includes the 
establishment of processes for continuous monitoring 
and improvement of data quality. 

• Data Privacy and Ethical Considerations 

Organizations should ensure that their AI-
powered systems comply with data protection laws 
and consider ethical standards. This requires the 
development and implementation of clear data 
privacy policies and practices. 

• Collaboration with Experts 
Organizations should consider collaborating 

with specialized technology providers and 
consultants to support the implementation and 
maintenance of AI systems. This can facilitate access 
to expertise and resources, thereby enhancing the 
efficiency of the implementation process. 

By following these structured recommendations, 
organizations can maximize the benefits of an AI-
powered framework for optimizing data governance 
and data quality, while effectively addressing the 
associated challenges. 

5 CASE STUDIES AND 
PRACTICAL EXAMPLES 

To illustrate the practical applicability of the AI-
powered framework for optimizing data governance 
and data quality, detailed case studies and practical 
examples are presented below. These examples 
demonstrate how the framework has been 
successfully implemented in various organizations 
and the resulting benefits. 

5.1 Case Study 1: Healthcare 
Organization 

Challenge: A large healthcare organization faced the 
challenge of significantly improving the quality and 
security of patient data. Due to the variety and volume 
of data, errors and inconsistencies frequently 
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occurred, impacting medical care. Manual data 
reviews and corrections were time-consuming and 
inefficient, leading to delays and increased error rates. 

Solution: To address these challenges, the 
organization implemented an AI-powered system for 
automatic data cleansing and anomaly detection. 
Machine learning (ML) was used to systematically 
identify and correct data errors. The AI system 
continuously analyzed incoming patient data for 
inconsistencies and deviations from established 
standards. Once an error was detected, the system 
could automatically initiate corrective actions or 
notify the responsible staff. 

Approach: Data Integration: All relevant 
patient data from various sources were first integrated 
into a central database. ML algorithms helped 
harmonize and structure different data formats. 

Anomaly Detection: An advanced ML model 
was trained to detect anomalies and inconsistencies in 
the data. These algorithms were capable of 
identifying both simple errors like missing values and 
complex anomalies like unusual diagnoses. 

Automatic Data Cleansing: After anomaly 
detection, the system performed automatic data 
cleansing processes, removing duplicates and 
correcting faulty entries. For more complex issues, 
the staff was notified to conduct manual reviews. 

Outcome: Implementing the AI system 
significantly improved data quality and security. 
Errors and inconsistencies were drastically reduced, 
leading to higher accuracy of medical data. This not 
only increased the efficiency of medical care but also 
improved patient satisfaction, as treatment decisions 
were based on more reliable data. Overall, the 
organization reduced the error rate in patient data by 
60% and shortened data processing time by 40%. 

5.2 Case Study 2: Financial Institution 

Challenge: A large financial institution faced the 
challenge of early detection and prevention of 
fraudulent activities in transaction data. Traditional 
methods for fraud detection were inefficient and often 
resulted in false alarms or delayed responses, causing 
financial losses and erosion of customer trust. 

Solution: The institution opted to implement an 
AI-powered system for real-time detection of 
fraudulent activities. ML algorithms and natural 
language processing (NLP) tools were used to 
analyze transaction patterns and identify anomalies. 
The system was designed to continuously monitor 
transaction data and immediately respond to 
suspicious activities. 

Approach: Data Collection and Integration: 
Transaction data from various sources were collected 
and integrated into a central system. Historical data 
were also included to train the ML models. 

Model Development: Various ML models, 
including supervised and unsupervised learning, were 
developed to detect fraudulent patterns. These models 
were continuously trained and refined with new data. 

NLP Analysis: In addition to the ML models, 
NLP tools were used to analyze text data from 
transaction descriptions and identify semantic 
patterns indicative of fraudulent activities. 

Real-Time Monitoring: The system 
continuously monitored all transactions in real-time. 
Upon detecting an anomaly or potential fraud, 
immediate actions were taken, such as freezing the 
affected account and notifying the customer and the 
security team. 

Outcome: The implementation led to a 
significant reduction in fraud cases. Real-time 
monitoring and analysis of transaction data increased 
the security of financial transactions and enabled 
quick responses to suspicious activities. The number 
of fraud cases was reduced by 70%, and the accuracy 
of fraud detection increased to over 90%. 
Additionally, customer trust in the security of their 
transactions improved significantly, leading to 
stronger customer retention. 

5.3 Analysis of Benefits and Lessons 
Learned 

The analysis of the benefits shows that the adoption 
of the AI-powered framework led to significant 
efficiency gains. Routine tasks were automated, 
reducing manual effort and improving data 
processing accuracy. The improvement in data 
quality was achieved through AI algorithms capable 
of identifying and correcting data errors in real-time. 
Moreover, data security was enhanced by proactive 
detection and prevention of security breaches. 

Lessons Learned: Importance of High-Quality 
Data: High-quality and complete data are essential 
for the success of AI systems. Organizations must 
invest in robust data management strategies to ensure 
data integrity and quality. 

Training and Education: Successful 
implementation of AI systems requires well-trained 
and educated employees. Organizations should 
continuously invest in training their staff to equip 
them with the necessary technical skills and 
knowledge. 

Flexible IT Infrastructure: A flexible and 
adaptable IT infrastructure is crucial to meet changing 
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requirements. A scalable infrastructure facilitates the 
implementation and use of AI technologies, enabling 
organizations to respond quickly to new challenges. 

These case studies highlight the diverse 
applications and practical benefits of the framework 
in various contexts. By applying the lessons learned, 
organizations can maximize the advantages of AI 
technologies while effectively addressing the 
challenges. 

6 DISCUSSION 

Although a direct evaluation was not conducted in 
this article, the assumed benefits of the AI-powered 
framework are based on a comprehensive analysis of 
theoretical and practical case studies from the 
literature. Implementing such a framework has the 
potential to achieve significant improvements in data 
governance. By automating routine tasks and 
continuously monitoring data quality, the efficiency 
and accuracy of data processing can be enhanced. 
Specifically, the use of ML algorithms for data 
cleansing and anomaly detection offers the possibility 
to identify and correct data errors in real-time, leading 
to improved data quality. Additionally, proactive 
monitoring and detection of security breaches can 
significantly enhance data security. 

Compared to traditional approaches, the AI-
powered framework offers several key advantages. 
Traditional data governance methods often rely on 
manual processes that are time-consuming and prone 
to errors. The AI-powered framework automates 
many of these processes, thereby increasing 
efficiency and minimizing human errors. Real-time 
analysis and monitoring of data enable faster 
responses to anomalies and security threats, which is 
often not possible to the same extent with traditional 
approaches. Furthermore, the ability to process large 
volumes of data in real-time and recognize patterns 
provides a distinct advantage over traditional 
methods. 

Despite the theoretical and practical advantages, 
there are still areas for improvement and future 
research. A central area is the continuous 
development and refinement of algorithms to further 
enhance their accuracy and efficiency. Moreover, 
integrating AI technologies into existing IT 
infrastructures is often complex and requires further 
research to optimize these processes. Another 
important research field concerns the ethical and legal 
implications of using AI in data governance, 
particularly regarding data privacy and data integrity. 
Future studies should also focus on developing more 

user-friendly AI tools to promote their acceptance and 
use in non-technical domains. 

7 CONCLUSIONS 

The theoretical analysis and case studies indicate that 
AI technologies can significantly enhance data 
governance. Automation and real-time analysis can 
greatly improve data quality and security. The case 
studies demonstrated practical applications and the 
benefits achieved in various organizational contexts. 

AI will play an increasingly important role in the 
future of data governance. AI's ability to efficiently 
process large volumes of data, recognize patterns, and 
proactively respond to anomalies will be crucial in 
addressing the challenges of the modern data 
landscape. AI technologies will enable organizations 
to continuously improve their data governance 
practices and meet growing demands. 

Deploying an AI-powered framework requires 
careful planning and execution. Organizations should 
conduct a comprehensive requirements analysis, 
select appropriate technologies, and invest in training 
and educating their employees. Clear data 
management strategies and data privacy policies are 
essential to ensure data integrity and security. 
Collaboration with experts and continuous 
monitoring and optimization of AI systems are also 
critical success factors. 

By following a structured implementation 
approach and considering these recommendations, 
organizations can maximize the benefits of an AI-
powered framework for optimizing data governance 
and data quality, while effectively addressing the 
associated challenges. 
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Abstract: Artificial Intelligence pipelines are increasingly used to address specific challenges, such as forecasting smart
plug loads. Smart plugs, which remotely control various appliances, can significantly reduce energy consump-
tion in commercial buildings by about 20% when effectively scheduled using AI techniques. Designing these
AI pipelines involves numerous steps and variables, requiring collaboration and shared knowledge among de-
signers. A Decision Support System (DSS) can facilitate this process. This paper introduces the Explorative
Decision Support System (EX-DSS), which extends the classical DSS framework. The EX-DSS integrates an
Explorative Management Subsystem to provide project-specific recommendations and a Data Quality (DQ)
module to validate user inputs, ensuring clarity and enhancing information sharing. The EX-DSS architec-
ture framework was tested through a software prototype designed to create AI pipelines for forecasting smart
plug loads. The study found that using the EX-DSS improves the quality of suggestions, making them more
problem-specific and resulting in a more personalized and meaningful user experience, with a significant po-
tential to reduce energy consumption in commercial buildings.

1 INTRODUCTION

Designing an Artificial Intelligence (AI) pipeline in-
volves multiple steps, from data cleaning to imple-
menting machine learning methods. This process can
be complex and time-consuming, especially when try-
ing to find the most efficient combination. In the con-
text of smart plug forecasting, this challenge is sig-
nificant, as plug loads account for over 40% of total
energy consumption in commercial buildings, exclud-
ing lighting, HVAC, and water heating (Chia et al.,
2023). Smart plugs, which remotely monitor and
control electrical appliances, can save up to 20% of
electricity through effective scheduling, making AI
forecasting and scheduling methods promising solu-
tions (Botman et al., 2024).

A Decision Support System (DSS) can expedite
the design of these AI pipelines. A DSS is a flexi-
ble software tool that assists in decision-making pro-
cesses and allows for shareability and reproducibility
among users, necessitating collaboration functionali-
ties and ways to evaluate user input.

This paper introduces an experimental Explorative
Decision Support System (EX-DSS) aimed at design-
ing and deploying industrial smart plug pipelines to

solve forecasting problems. The novel contributions
of this research include:

• Extending the conventional DSS with the Explo-
rative Management Subsystem, offering project-
specific insights and recommendations.

• Integrating a Data Quality (DQ) module to as-
sess the quality of user inputs, ensuring reliable
AI pipeline design.

• Maintaining a human-in-the-loop approach, giv-
ing users maximal control over every feature in
the EX-DSS.

• Providing a practical demonstration of the EX-
DSS through a software prototype for smart plug
forecasting, validating the system’s capabilities
and showcasing its effectiveness in real-world ap-
plications, thereby highlighting its potential im-
pact on reducing energy consumption in commer-
cial buildings.

This paper is structured as follows. Section 2
presents related works. In Section 3, the EX-DSS
architecture framework is introduced. Section 4 de-
scribes the application of this framework in the design
of smart plug forecasting AI pipelines via a software
prototype. In Section 5, results are discussed, and fi-
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nally, in Section 6, conclusions are drawn, and future
research lines are presented.

2 BACKGROUND

A Decision Support System (DSS) is software that
helps users analyze data and make decisions. It gen-
erates insights and suggestions through a structured
framework (Gonzalez-Andujar, 2020). The classi-
cal DSS includes a Data Management Subsystem,
which stores and handles data; a Model Manage-
ment Subsystem, which manages models for DSS
tasks; a Knowledge Management Subsystem, which
provides information to users; and a User Interface,
which connects users with DSS subsystems (Turban
et al., 2010).

DSS supports semi-structured or unstructured de-
cisions, requiring evaluations beyond mathematical
modeling (Duan and Xu, 2009). For example, buy-
ing a new tool (Jacquet-Lagreze and Shakun, 1984)
or deciding on stock market entry/exit (Chandra et al.,
2007). These systems use rule-based models and
AI to predict scenarios and derive insights (Phillips-
Wren, 2013).

DSS applications are used in various fields like
business, healthcare, and agriculture. They can help
medical staff plan and monitor medications (Sloane
and J. Silva, 2020) and manage production costs in
agriculture (Rupnik et al., 2019). Tools like Rapid-
miner1 and Knime2 support the design of AI pipelines
but lack assistance during the configuration phases.

The problem considered in the EX-DSS software
prototype involves forecasting the load of electrical
appliances, monitored and controlled by smart plugs
to optimize energy consumption (Chia et al., 2023).
Smart plugs can significantly reduce energy usage in
commercial buildings by scheduling appliance oper-
ations. Accurate load forecasting is crucial for cre-
ating effective schedules. Current methods, including
time series analysis and AI-based techniques like neu-
ral networks and ensemble methods (Botman et al.,
2024), are time-consuming and complex to imple-
ment. This underscores the need for a robust DSS
framework like EX-DSS to streamline the process and
improve accuracy.

This paper introduces a knowledge-driven DSS
framework that incorporates detailed domain knowl-
edge. This makes it especially useful for complex
decision-making processes that require specific ex-
pertise. Specifically tailored for time series forecast-

1https://altair.com/altair-rapidminer
2https://www.knime.com/

ing, this framework focuses on input quality assess-
ment and fosters a collaborative research community
by enabling users to share insights, models, and re-
sults.

3 EX-DSS FRAMEWORK

As mentioned in Section 2, a traditional Decision
Support System (DSS) has three subsystems and a
User Interface (UI). The new Explorative Decision
Support System (EX-DSS) adds a Data Quality (DQ)
Module (Fig.1C) and an Explorative Management
Subsystem (Fig.1D.4). The DQ Module (Fig.1C) im-
proves data quality and promotes information sharing.
The Explorative Management Subsystem (Fig.1D.4)
provides project-specific insights for better analysis.

The EX-DSS architecture framework has two lev-
els: the User (Fig.1A) and the EX-DSS (Fig.1B). The
User interacts with the system to solve problems using
semi-automated steps. The EX-DSS analyzes prob-
lems, provides extra information, and helps create the
AI pipeline. A Graphical User Interface (Fig.1E) fa-
cilitates these interactions.

The EX-DSS has two main parts: the DQ
Module (Fig.1C) and the Pipeline Design Mod-
ule (Fig.1D). The DQ Module includes the Intake
Phase (Fig.1C.1) for uploading data and the As-
sessment Phase (Fig.1C.2) for evaluating data qual-
ity by generating a report. The Pipeline Design
Module (Fig.1D) has four subsystems: Data Man-
agement (Fig.1D.1), which stores essential informa-
tion; Model Management (Fig.1D.2), which man-
ages the pipeline structure (Fig.1D.2.a), configuration
(Fig.1D.2.b) and training (Fig.1D.2.c); Knowledge
Management (Fig.1D.3), which provides general in-
formation; and Explorative Management (Fig.1D.4),
which derives project-specific insights from the key-
words extracted from the DQ report (Fig.1D.4.a).

The general knowledge in the Knowledge Man-
agement Subsystem (Fig.1D.3) is not tied to specific
problems. For example, it answers questions like
“What is forecasting?”. Project-specific knowledge in
the Explorative Management Subsystem (Fig.1D.4) is
detailed and tailored to specific projects, like “What
are the best methods for forecasting smart plugs?”.
The DSS is called “explorative” because it helps users
dive into and explore specific problems, such as fore-
casting smart plugs for energy savings in buildings.

By adding an extra subsystem, the EX-DSS im-
proves modularity, maintainability, and reusability. It
separates general knowledge from project-specific in-
formation, allowing better customization and system
performance.
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Figure 1: EX-DSS architecture framework. This illustrates the proposed EX-DSS framework. (A) User-level input and
outputs. (B) Blocks composing the EX-DSS: (C) Block to assess the quality of the user’s input and (D) Block to aid the users
in designing, configuring, and deploying the pipeline. (E) User Interface that allows the user to dialogue with the EX-DSS.
The arrows represent the flow of information inside the systems.

4 EX-DSS FOR SMART PLUG
FORECASTING PIPELINES

This Section presents the application of the Explo-
rative Decision Support System (EX-DSS) frame-
work in the design of a smart plug forecasting AI
pipeline via a software prototype. Section 4.1 de-
scribes the use case and the context to implement
such EX-DSS, while Section 4.2 discusses in detail
the EX-DSS implementation.

4.1 The Context

The EX-DSS framework described in Section 3
addresses the design of Smart Plug Forecasting
pipelines. Smart plugs are devices that fit between
appliances’ power cords and wall sockets, enabling
remote control. Smart plugs convert standard appli-
ances into smart ones. Various appliances like print-
ers, copiers, and TVs are monitored. Studies show
that plug loads (excluding lighting, HVAC, and water
heating) account for over 40% of total energy con-
sumption in commercial buildings, and that this con-
sumption is increasing over time (Chia et al., 2023;
Tuttle et al., 2020). Smart plugs can significantly re-
duce energy consumption by automatically determin-
ing if a plug is idle or active and forecasting its usage.
This allows scheduling devices to turn on or off ac-

cordingly, leading to potential electricity savings of
up to 20%, optimizing building energy efficiency.

AI is crucial for determining plug usage, forecast-
ing consumption, and scheduling devices (Botman
et al., 2024). However, finding the best-performing
method is time-consuming. The software prototype
proposed in this paper aims to guide researchers in de-
signing pipelines for smart plug usage forecasting and
scheduling, thereby optimizing building energy con-
sumption. The trained model from the design phase
can also be downloaded for further use.

4.2 Description of the Software
Prototype

The EX-DSS software prototype is a web applica-
tion written in Python, implemented using the Dash
framework3. It assists users by providing descrip-
tions and suggestions for configuring each block of
the AI pipeline, based on issue-specific keywords for
the Smart Plug problem described in Section 4.1 and
listed in the Appendix. Additionally, a chatbox al-
lows users to ask general questions. It is integrated
with the Natural Language Processing (NLP) model
developed by Cohere4.

3https://dash.plotly.com/
4https://cohere.com/
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The functionalities of the EX-DSS software proto-
type are illustrated through an experiment using meth-
ods and datasets collected by Botman et al. (2024).
While Botman et al. (2024) proposed many alterna-
tives5, a subset of these methods is included in this
prototype. After configuring the pipeline, the EX-
DSS connects to an external server for workflow man-
agement using the Airflow platform6.

4.2.1 New Dataset

The EX-DSS software prototype’s experiment began
with uploading a new dataset (Fig.1C.1). The user
provided a title, data source, and a short description
(Fig.1C.1.b) to facilitate understanding and improve
support in subsequent phases. Next, the user selected
keywords from a set proposed by the EX-DSS (see
Appendix for the full list). These keywords are cru-
cial for the Explorative Management Subsystem to
generate insights and target specific pipeline charac-
teristics. Finally, the user submitted the main data
file (Fig.1C.1.a) and could also upload supplemen-
tary files such as metadata or additional information
(Fig.1C.1.b).

For this experiment, the input was based on the
work proposed by Botman et al. (2024)::

• Title: Smart Plug Data,
• Data Source: “https://gitlab.esat.kuleuven.be/

Lola.Botman/smart-plug-pipeline/-/tree/main/
Dataset”

• Data Description: “The dataset is collected
through smart plug sockets between the wall plugs
and the electric appliance as detailed in Chia et al.
(2023). Smart plugs from Best Energy Reduc-
tion Technologies (BERT) are deployed in fif-
teen buildings on the campus of the University of
California, San Diego (UCSD). The power level
of each appliance is recorded in mW at fifteen-
minute intervals. The dataset consists of 169
high-quality smart plug time series spanning 498
days, from November 18th, 2021, to March 31st,
2023. The 169 plug loads include 146 printers, 16
copiers, 4 TVs, and 3 fax machines. This dataset
is openly accessible; see Botman et al. (2024) for
more details.”

• Keywords Selected: “Smart Plugs, High Perfor-
mance, Non-intrusive”

• Main File: “SmartPlugPreprocessedData.csv”
• Additional Metadata Files: [“SmartPlugMeta-

Data.csv” “SmartPlugHolidayData.csv”]
5https://gitlab.esat.kuleuven.be/Lola.Botman/

smart-plug-pipeline
6https://airflow.apache.org/

Table 1 shows a snapshot of the main dataset,
“SmartPlugPreprocessedData.csv.” Rows indicate the
time at which power values are recorded, and columns
represent monitored electrical appliances with power
values in mW. The goal is to predict these power val-
ues. In the illustrated subset, recordings start at 11:45
on the 18th of November 2021 until 17:00 on the 31st ,
2023, capturing the power load of 169 smart plugs at
fifteen-minute intervals.

4.2.2 Assessment Report

The Assessment Phase (Fig.1C.2) begins once the
system receives the data and the complementary in-
put. In this phase, the Data Quality module in EX-
DSS runs an internal analysis to assess the quality of
the inputs used in subsequent steps to generate sug-
gestions based on the work by Rinaldi. et al. (2023).

Although the Assessment Phase can be set up to
run different guidelines, for the software prototype,
three guidelines were chosen (Fig.1C.2.d):

• FAIR Paradigms (Wilkinson et al., 2016): The
system checks dataset uniqueness and corrects
saving (findability), attempts to open the dataset
in a pandas dataframe7 (reusability), evaluates
data encoding (interoperability), and audited se-
curity rules (accessibility).

• Data Quality Analysis: This included check-
ing for missing values (completeness), assessing
value types (consistency), measuring distance be-
tween input and reference datasets (accuracy), and
verifying if the data is up-to-date (timeliness).

• Data Cleaning Automation: This involved rou-
tines like evaluating missing values, identifying
columns with a single value, and checking for row
duplication.

The clarity of the dataset description is also evalu-
ated. At the end of this phase, the system provides two
scores: one for data quality analysis and another for
data cleaning assessment, as shown in Rinaldi. et al.
(2023).

Although this analysis is done in the background,
users could configure it manually. They can choose
whether to analyze only the main file or include meta-
data files, select the weight of each quality metric, and
decide if any analysis should be skipped. All this
information is compiled into a report (Fig.1C.2.b),
which users can download.

Listing 1 shows a summary of the report that con-
tains the analysis with the above-mentioned guide-
lines.

7https://pandas.pydata.org/
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Table 1: Smart Plugs Preprocessed Dataset snapshot. The dataset contains power loads of 169 smart plugs.

Timestamp Plug 0 Plug 1 Plug 2 ... Plug 167 Plug 168
2021-11-18 11:45:00 NaN NaN NaN ... NaN NaN

... ... ... ... ... ... ...
2021-11-18 13:15:00 NaN 10.413 19.656 ... NaN NaN

... ... ... ... ... ... ...
2023-03-31 17:00:00 55.809 10.03 19.44 ... 2.64 4.176

Listing 1: Extract of the JSON report containing the find-
ings of the DSS after analyzing the information uploaded
by the user.

1 {”SCORES” {
2 ” Data Q u a l i t y ” : 0 . 5 6 ,
3 ” Data C l e a n i n g ” : 0 . 9 9} ,
4 ”FAIR” {
5 ” R e u s a b i l i t y ” : ” The d a t a s e t was

r i g h t l y c o n v e r t e d t o a
d a t a f r a m e . ”

6 ” D a t a d e s c r i p t i o n c l a r i t y s c o r e ” :
” I n p u t t e x t c l a r i t y s c o r e :

85%” , . . . } ,
7 ”DATA QUALITY” {
8 ” T i m e l i n e s s ” : ” The d a t a s e t i s n o t

up t o d a t e −> p a r a m e t e r i s
0 . The u s e r s e t up t h e
t h r e s h o l d t o 0 y e a r s . ” . . . } ,

9 ”DATA CLEANING” {
10 ” Time Column ” : ” I d e n t i f i e d . ”
11 ” S i n g l e Columns ” : ” There a r e no

columns wi th on ly one v a l u e . ”
. . . }

4.2.3 New Project

The user needed to define the project’s title and de-
scription, upload any additional documents that could
help understand the project’s final goal, and select the
most pertinent keywords from a subset proposed by
the EX-DSS (see Appendix for the full keywords list).
These keywords assist in formulating proper sugges-
tions and clarifying the research intention. An exam-
ple of a new project record is as follows:

• Title: Smart Plug Project,

• Project’s Description: “This project implements
smart plug active operating mode detection, plug-
level load forecasting, and a plug scheduling
methodology. A pipeline integrates the detected
operating modes with forecasting and scheduling,
aiming at reducing building energy consumption
(Botman et al., 2024)”

• Additional Documents: “No additional descrip-
tion documents”

• Keywords Selected: “High Performance, Non-
intrusive”

4.2.4 Pipeline Configuration and the EX-DSS
Guidance

When a project is initialized, the user can start the de-
sign and configuration of the pipeline. Figure 2 shows
a screenshot of the configuration page of the EX-
DSS prototype software. Figure 2a lists the available
blocks developed in the EX-DSS software prototype,
while Figure 2b displays the suggestions generated by
the Knowledge Management Subsystem with support
from the Explorative Management Subsystem.

A suggestion consists of a block’s description, in-
sight generated by the Explorative Management for
the specific project, and a chatbox for communication
with the Knowledge Management Subsystem. The
Explorative Management Subsystem (Fig.1D.4) uses
the project’s keywords to find the closest matching
dataset and generate suggestions based on stored ex-
pert knowledge. These suggestions include a list of
blocks and methods, such as the appropriate forecast-
ing method or technique to preprocess the dataset.
This modular approach provides accurate and special-
ized knowledge, which can be modified to enhance
specific subject knowledge or reused for other pur-
poses.

The Knowledge Management Subsystem
(Fig.1D.3) maintains a general knowledge view.
In the EX-DSS software prototype, it uses a Gen-
erative AI model developed by Cohere8. The
system connects to the Cohere platform via an API,
sends a request with a question, and displays the
AI-generated response to the user. Additionally, it
ensures the correct interconnections between blocks,
such as preventing the “Forecast” block from being
followed by the “Dataset” block.

Additionally, the Knowledge Management Sub-
system ensures that the interconnections between
blocks are correct. For example, in the EX-DSS soft-
ware prototype, the “Forecast” block could not be fol-
lowed by the “Dataset” block. Figure 2c represents
the configuration area, where users choose methods
and configure parameters. For example, in the “Fore-
cast” block, users can select the forecasting method
and the prediction horizon. In the example shown

8https://cohere.com/
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(Fig. 2c), “Global XGBoost” was chosen with a pre-
diction horizon of “1” day.

Figure 2d shows the area where the user can orga-
nize and connect the chosen blocks. In the example,
the tasks were organized as follows: “Dataset” for se-
lecting the dataset, “Operating Mode” for determin-
ing the appliance’s operating mode, “Forecast” for
predicting the appliance loads, “Schedule” for plan-
ning when the appliances should be turned on or off,
and “Evaluate” for assessing the performance of the
other blocks. “Data Cleaning” and “Preprocessing”
were excluded since the dataset was already prepro-
cessed

Once the configuration for each block is saved, the
pipeline is ready for training.

4.2.5 Pipeline Training and Results

Once the pipeline is ready, the user initiates the Model
Management Subsystem (Fig.1B.2), specifically the
Deployment Entity (Fig.1B.2.C), to launch the de-
ployment process. In the EX-DSS software proto-
type, this was implemented by an external server run-
ning Airflow9, a platform designed for executing and
monitoring a chain of tasks. The Deployment Entity
transferred the necessary files to the Airflow server.
Figure 3 displays the pipeline’s runtime, which took
9 minutes and 24 seconds to train and generate results.

Upon completion, the Airflow server communi-
cates the results back to the EX-DSS, and users can
download these results through the EX-DSS inter-
face. Additionally, users can download the forecast-
ing model, operating mode model, predictions, and fi-
nal schedule. Table 2 provides an example of the final
schedule. Additionally, Table 3 displays the numer-
ical values of the metrics used to assess smart plug
scheduling following the application of the “Global
XGBoost” method.

Listing 2: Example of static suggestion stored inside the
EX-DSS software prototype.

1{” P i p e l i n e S t e p s ” {
2” Data C l e a n i n g ” ” I m p u t a t i o n ”
3” Data C l e a n i n g ” ” N o r m a l i z a t i o n ”

. . . } ,
4” O p e r a t i n g Mode D e t e c t i o n ” {
5” Method ” ”GMM”
6” Method ” ” Ensemble ”
7” F o r e c a s t i n g ” {
8” Method ” ” G lo b a l XGBoost ”
9” Method ” ” G lo b a l FNN”}

9https://airflow.apache.org/

Table 2: Schedule Overview. The table provides an exam-
ple of the schedule for plugs 0 and 168. Both plugs are off
at night and turn on in the morning, with plug 0 turning on
earlier. Plug 0 turns off around lunch while plug 168 turns
off later in the afternoon. The schedule can be summarized
with the turn-on and turn-off times: Plug 0: {2023-01-13
05:15:00: ”Turn on”; 2023-01-13 12:30:00: ”Turn off”},
Plug 168: {2023-01-13 09:30:00: ”Turn on”; 2023-01-13
16:45:00: ”Turn off”}

Timestamp Plug 0 ... Plug 168
2023-01-12
00:00:00 OFF ... OFF

... ... ... ...
2023-01-13
05:15:00 ON ... OFF

... ... ... ...
2023-01-13
09:30:00 ON ... ON

... ... ... ...
2023-01-13
12:30:00 OFF ... ON

... ... ... ...
2023-01-13
16:45:00 OFF ... OFF

... ... ... ...

Table 3: Forecasting Evaluation. The table illustrates how
the chosen forecasting method performed in the pipeline.

Global XGBoost
Schedule

Number of violations (%) 3.27
Missed chances (%) 27.67
Energy saved (%) 25.84
Number of turn on/off
commands per plug per day 3.33

Energy Efficiency (%) 47.92

5 RESULTS AND DISCUSSION

The study’s findings indicate that the Explorative De-
cision Support System (EX-DSS) architecture frame-
work enhances the design and implementation of DSS
for designing smart plug pipelines, optimizing data
forecasting, and, consequently, aiding in reducing en-
ergy consumption. By extending the classical Deci-
sion Support System (DSS) framework, the EX-DSS
incorporates a module for assessing user input quality,
facilitating collaboration among users, and promoting
reproducibility. This prevents the repetition of previ-
ous errors and accelerates the pipeline creation pro-
cess.

The EX-DSS allows users to upload new datasets,
along with descriptions and additional documents,
providing a comprehensive overview. The system in-
ternally evaluates these inputs and generates a report
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(a)

(b)

(c)

(d)

Figure 2: Configuration page screenshots. They were taken from the EX-DSS software prototype. (a) The list of the blocks
developed inside the EX-DSS software prototype. (b) The structure of the suggestions provided to the user by the system. (c)
This part of the page is dedicated to configuring the blocks. In the image, it is possible to visualize the configuration for the
Forecast block. (d) This is the design area where the user can add and connect the blocks.
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Figure 3: Screenshot of the Airflow server. The image shows the service used by the EX-DSS to run the pipeline.

on data quality and description clarity. By maintain-
ing the essential human-in-the-loop characteristic of
a DSS, users retain control over the types of analyses
the system should perform, ensuring that the informa-
tion received is of high quality and increasing the like-
lihood of high-performance outcomes from the de-
ployed pipeline.

A key innovation in the EX-DSS is the inclusion
of the Explorative Management Subsystem, which
supports the Knowledge Management Subsystem by
analyzing user inputs and providing relevant insights.
By using a system of keywords tailored to the smart
plug forecasting problem, the EX-DSS offers spe-
cialized support while maintaining general intelli-
gence within the Knowledge Management Subsys-
tem, thanks to the integration of the Cohere generative
AI model. This dual support (general and specific)
significantly aids users in designing and configuring
forecasting pipelines, allowing for customization and
catering to various needs and requirements.

The study has shown that the pipeline design, con-
figuration, and deployment process can be carried
out without coding, making it accessible to a broader
range of users. However, future work should include
extensive testing with diverse datasets to further vali-
date the system’s robustness and flexibility. Addition-
ally, user feedback should be collected to refine the in-
terface and improve the overall user experience. Inte-
grating real-time data processing and adaptive learn-
ing capabilities could also enhance the EX-DSS, mak-
ing it more responsive to changing conditions and
user needs.

6 CONCLUSIONS

The Explorative Decision Support System (EX-DSS)
framework, implemented through a software proto-
type, has proven effective in designing pipelines for
scheduling smart plugs to reduce building energy
consumption. By extending the classical DSS with
the Explorative Management Subsystem, the EX-DSS
provides specialized suggestions alongside general
support, enhancing the design process.

The introduction of the data quality module has
enabled the EX-DSS to assess the quality of input
information, providing users with a clear overview
of data status and ensuring higher performance when
training models. The system also promotes the share-
ability of pipeline information and dataset knowl-
edge by requiring users to describe new projects and
datasets, thus promoting reproducibility and avoiding
duplication.

Despite its benefits, the study faced limitations.
The software is not production-ready and was devel-
oped for demonstration purposes only. Additionally,
the study included only the methods proposed by Bot-
man et al. (2024), and the development relied on input
from a single expert due to time constraints and lim-
ited availability of specific profiles.

Future work should focus on investigating the in-
teraction between the Knowledge Management Sub-
system and the Explorative Management Subsystem
to optimize their integration. Extending the soft-
ware prototype to include result visualization directly
within the EX-DSS would improve the user experi-
ence. Additionally, developing functionality to com-
pare the results of similar pipelines would help iden-
tify the best-performing ones. Transitioning the soft-

KMIS 2024 - 16th International Conference on Knowledge Management and Information Systems

204



ware from a prototype to a production-ready system
is essential, as is conducting extensive testing with
diverse datasets and gathering user feedback to re-
fine the interface and enhance overall usability. These
steps will help validate the EX-DSS’s robustness, im-
prove its flexibility, and ensure it meets the needs of
various users.
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González-Beltrán, A., Gray, A. J. G., Groth, P., Goble,
C., Grethe, J. S., Heringa, J., Hoen, P. A., Hooft, R.,
Kuhn, T., Kok, R., Kok, J. N., Lusher, S. J., Mar-
tone, M. E., Mons, A., Packer, A. L., Persson, B. L.,
Rocca-Serra, P., Roos, M., Schaik, R. v., Sansone,
S., Schultes, E., Sengstag, T., Slater, T., Strawn, G.,
Swertz, M. A., Thompson, M., Lei, J. v. d., Mulligen,
E. M. v., Velterop, J., Waagmeester, A., Wittenburg,
P., Wolstencroft, K., Zhao, J., and Mons, B. (2016).
The fair guiding principles for scientific data manage-
ment and stewardship. Scientific Data.

APPENDIX

Keywords used to define datasets and projects: time
series, energy, smart plugs, fast, high speed, less
computation, accuracy, high performance, precise,
reliable, user convenient, minimal disruption, user-
friendly, non-intrusive.
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Abstract: In an increasingly digitalized society, sharing tacit knowledge has emerged as a critical activity for driving 

innovation, especially within innovation networks. This paper presents a systematic literature review to assess 

the role of online platforms in facilitating tacit knowledge sharing. It explores how digital tools impact the 

exchange of tacit knowledge, offering a conceptual framework to understand this process. The findings 

provide strategies for leveraging online platforms to foster innovation within diverse knowledge-driven 

ecosystems. 

1 INTRODUCTION 

Tacit knowledge, which is uncodified and personal, 

has become a crucial asset for innovation in the 

modern knowledge society (Polanyi, 1966; Nonaka, 

1994). As organizations increasingly prioritize 

knowledge sharing to maintain competitive 

advantages, particularly within the digital space, 

understanding how tacit knowledge can be effectively 

shared online is critical (Ichijo & Nonaka, 2007). This 

paper ex-amines the practices and tools used in tacit 

knowledge sharing, motivating and inhibiting factors 

that affect tacit knowledge sharing and the outcomes 

of this sharing particularly within innovation 

networks, through a systematic review of literature. 

2 THEORETICAL 

BACKGROUND 

This section explores the foundational theories of 

tacit knowledge and innovation networks, setting the 

stage for examining how digital platforms support 

this knowledge exchange.  

2.1 Tacit Knowledge  

Tacit knowledge, first explored by Michael Polanyi 

in 1958, refers to the inexpressible knowledge that 

resides in the human subconscious, which is difficult 

to articulate in written or spoken form (Polanyi, 

1966). Nonaka (1994) later expanded on this concept, 

asserting that the knowledge expressible in words is 

only a small part of the broader body of knowledge. 

Tacit knowledge, as further developed by Nonaka and 

Takeuchi (1995), includes personal experiences, 

beliefs, and values, and is harder to express explicitly, 

but can be articulated in certain situations. In 

management studies, Nonaka's definition of tacit 

knowledge, emphasizing its implicit and experiential 

nature, is more widely accepted. 

      The initial view of tacit knowledge suggested by 

Polanyi sees a minor change during Nonaka’s time in 

such a way that it becomes known as the part of 

knowledge that is possible to be articulated and 

expressed in certain situations. In management 

studies these philosophical definitions of tacit 

knowledge by Polanyi are not commonly used but 

Nonaka’s definitions are accepted as more relevant. 

Hence, tacit knowledge is the implicit knowledge 

possessed by individuals including skills, insights, 

intuitions, and experiences, which are often difficult 

to express explicitly.  

2.2 Tacit Knowledge Sharing Online 

Tacit knowledge sharing is defined as the exchange 

of intuitive and unarticulated knowledge that takes 

the form of personal skills, know-how, experience, 

and expertise in knowledge management literature. 

This type of knowledge, which is intangible and 

personal, occurs primarily between peers or co-

workers in a workplace and it involves direct 
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exchange of knowledge between employees 

(Majewska and Szulczynska, 2014). However, the 

importance of the need of support to foster trust and 

overcome resistance to knowledge transfer is 

highlighted by Majewska and Szulczynska (2014) 

signalling of an establishment of a new argument 

related to factors that can catalyse tacit knowledge 

transfer which is addressed in this present study.  

      Tacit knowledge sharing is viewed as tacit-to-

tacit conversations (Socialization) and as tacit-to-

explicit conversations (Internalization) according to 

the knowledge creation theory of Nonaka and 

Takeuchi (1995) (Marwick, 2001; Sarkiunaite and 

Kriksciuniene, 2005; Lopez-Nicolas and Soto-

Acosta, 2005). This is because of the interactive and 

dynamic relationship between tacit and explicit 

knowledge (Panahi et al., 2015). The scholars 

explained this further using the spiral model of 

knowledge management and stated that Nonaka and 

Takeuchi’s theory on knowledge creation which 

adopts a spiral movement indicates it is unavoidable 

to externalize and internalize tacit knowledge when 

communicating. With the introduction of web 

initiatives, arguments on new tools that can drive 

sharing tacit knowledge through interactive and 

collaborative technologies was discussed (Panahi et 

al., 2012). ICT has been one of the main enablers of 

knowledge sharing activities (Panahi et al., 2016). 

Building on this, online platforms, particularly those 

leveraging Web 2.0 technologies, have enabled more 

dynamic and interactive forms of knowledge sharing. 

2.3 Innovation Networks 

Innovation builds upon previous discoveries and 

inventions, much like Newton's famous analogy of 

"standing on the shoulders of giants."(Acemoglu et 

al., 2016). A consistent and reliable network of 

innovators facilitates the ongoing accumulation of 

technological and scientific advancements leading to 

economic growth and transformation. This is well 

explained through Neo-Schumpeterian economics 

that places technological innovation at the core of 

economic advancement. According to the theory 

accumulation of knowledge and technological 

advancement is fueled by research and development 

funding, intellectual property protection (Law), 

Support for entrepreneurship and policymaking 

(Government intervention). Hence, this is an 

innovation system (Beije and Groenewegen, 1992) 

and in modern literature known as ‘Innovation 

Networks’. The term refers to the actors in an 

innovation system and their relationships.  

Difficulties in knowledge creation and learning 

significantly impact the overall results and 

achievements of a network of collaborating 

organizations (Lampela, 2009). One practical 

solution put forward by Lampela (2009) to overcome 

the challenges in innovation networks is 

implementing virtual innovation teams. Sharing 

knowledge within virtual teams can be complicated 

since it is unlike face-to-face communication. 

Knowledge, especially tacit knowledge, is sensitive 

information that is embedded in a person’s sub 

conscious mind. The sharing of sensitive information 

in innovation networks necessitates a high degree of 

trust. Simultaneously, the operational processes 

demand speed and flexibility, despite facing 

uncertainty, complexity, and ambiguity in the 

available information and operating environment 

(Lampela, 2009). Hence, it is worth assessing the 

factors that enable and moderate virtual tacit 

knowledge sharing in innovation networks. 

3 METHODOLOGY  

This study utilizes a systematic literature review 

approach, analysing peer-reviewed journal articles 

and conference papers published between 2003 and 

2023. The review spans various academic databases, 

including Scopus and Web of Science, and focuses on 

studies that explore the use of online platforms in tacit 

knowledge sharing.  

 

Main research question:  

 

What is the use of online platforms in sharing tacit 

knowledge in innovation networks? 

 

This question is split into five questions to in a way 

that they cover the wide span of the above research 

question.  

 

1. What are the practices used to share tacit 

knowledge online? 

 

2. What are the tools used to share tacit 

knowledge online? 

 

3. Which factors enhance tacit knowledge 

sharing online? 

 

4. Which factors inhibit tacit knowledge sharing 

online? 
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5. What are the possible outcomes of tacit 

knowledge sharing online? 

 

Once formulating the research questions, a 

comprehensive search strategy was developed to find 

articles and conference papers. The strategy includes 

which scientific databases are used, the search terms 

and inclusion exclusion criteria of data. This review 

spans academic databases such as Scopus, Web of 

Science and Ebsco. The descriptor contained 

synonyms and related terms from each category of 

key words to ensure the comprehensive coverage of 

the topic. These words were either present in the Title 

of the article which was optional and were present in 

both the abstract and the key words section. This 

bibliographic search was conducted from June 2023 

to July 2024. The search was refined and repeated 

several times until the optimum results were yielded. 

The search for relevant literature was restricted to 

peer-reviewed journal articles and conference papers 

published in English between 2003 and 2023. 

Textbook chapters were not included, and while the 

search was limited to English language publications, 

there were no restrictions based on geographic 

location. The initial search yielded 80 articles, and 

after filtering, 24 journal articles were selected for 

review. 

      In search of conference papers, the same search 

strategy was applied which resulted in 18 papers from 

16 conferences. They were subjected to researcher 

triangulation and 11 papers were considered suitable 

to study the research questions. To ensure the quality 

of studies conferences with a h-Index ranking were 

selected. H-index was introduced by Jorge E. Hirsch 

in 2005 to measure a researcher’s scientific 

productivity and impact based on the number of 

publications and citations (Hirsch, 2005; Meho and 

Yang, 2007). This metric, now widely adopted in 

academia, considers an H-Index of 30 or above as a 

benchmark for selecting conferences in this study. 

     Once applying the H-Index seven articles were 

initially chosen for full-text assessment. However, 

two additional conference papers were included due 

to their relevance to the research objectives and 

quality: the Wireless Telecommunications 

Symposium paper, a good H-Index of 20, and 

"Potentials of social media for tacit knowledge 

sharing amongst physicians: Preliminary findings" 

(Panahi et al., 2012), which was deemed 

exceptionally useful despite not meeting the strict 

criteria. This resulted in a total of eight conference 

papers being selected for review. Hence, a total of 30 

journal articles and conference papers were analysed 

in this review.  

 

Figure 1: Research Design. 

4 DATA ANALYSIS 

This study employed both content and thematic 

analysis to analyse data from 30 articles, using NVivo 

and Microsoft Excel for qualitative data analysis. 

Content analysis, following Gaur and Kumar (2018), 

quantified specific elements within the data, while 

thematic analysis, adhering to Braun and Clarke's 

(2017,2022) guidelines, identified broader themes 

and patterns. Data from the articles were recorded in 

an Excel sheet with key columns such as author, DOI, 

and findings, which were analysed to identify 

descriptive and thematic results. A coding framework 

was developed based on Gaur and Kumar’s (2018) 

categories, focusing on practices, tools, factors 

enhancing or inhibiting tacit knowledge sharing, and 

outcomes. Iterative adjustments were made to 

account for emergent themes that did not fit the initial 

categories. 

5 ANALYSIS 

The line graph depicts the selected number of journal 

articles, conference papers published each year and 

the total number of data used in this review. The 

highest number of articles has been published in 

2019, and there are no conference papers this year. 

This total drastically decreases in the following year, 
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the year when the covid-19 pandemic started 

spreading outside of China. The lowest number of 

journal articles and conference papers were seen in 

2015 with zero data from the year. There are 8 years 

in which only one article or conference paper was 

found. The overall trend is an increase which 

indicated promising future for research interests in 

tacit knowledge sharing online.  

 

 

Figure 2: Number of journal articles and conference papers 

according to the year published. 

     Of the 30 articles analysed, 22 mentioned practices 

or/and tools used in TKSO. In the present context 

practices are the processes and interactions that 

facilitate TKSO. Hence, explaining how a tool, or an 

online platform enables individual to share expertise 

in online environments. The identified practices are; 

Structuring information (Kogl and Gilbert, 2019), 
Virtual communities (Chi-cheng et al., 2022), Virtual 

learning activities (Haag and Duan, 2012; Hildrum, 

2009), case analyses and sharing of experiences 

(Deng et al., 2023) broadcasting information to wider 

audiences, faster dissemination, personalized feeds, 

staying up-to-date, documenting experiences, and 

improved retrievability (Panahi et al., 2016).  

Tools in the present research context are specific 

technologies and platforms that assist the execution 

of the practices. Such tools identified in the reviewed 

studies are; Web 2.0 technologies (E-ling and 

Xiaoxia, 2019; Jarrahi et al., 2019; Fang and Gong, 

2012; Panahi et al., 2012), Social media platforms 

(Panahi et al., 2016; Panahi et al., 2016 Mladenovoic 

and Krajina, 2020; Liana et al., 2014; Amidi et al., 

2018; Amidi et al.,2017; Mislan et al.,2016), Online 

community forums (Rachaneewan, 2011; Yuan et al., 

2016; Ku, 2014), Social networking applications 

(SNAs) (Diptee and Diptee, 2013),Videos, Text, 

interactive elements (drag and drop exercises (Hon et 

al., 2008; Mislan et al.,2016), IoT, Digital twins, 

Siemens tecnomatrix ( Guerra-Zubiage et al., 2021). 

      16 studies presented factors affecting tacit 

knowledge sharing online. These factors either 

belonged to motivating factors or hindering factors. 

The following tables (table 1 and 2) depict each factor 

identified along with the relevant references.  

Table 1: Factors motivating tacit knowledge sharing online. 

Motivating factors References 
Closeness of the 

network 
(Chi-Cheng et al.,2022; Cao et 

al.,2012; Mislan et al., 2016) 

Frequency of 

interaction 

(Cao et al.,2012; Chi-Cheng et 

al.,2022; Tee and Karney,2010; 

Diptee and Diptee,2013) 

Stability of member 

interaction 

(Cao et al.,2012; Chi-Cheng et 

al.,2022; Ku, 2014; Großer et 

al.,2018; Panahi et al., 2016) 
Intrinsic motivations 

(enjoyment & self-

efficacy) 

(Wang et al.,2022; Mislan et al., 

2016; Hildrum, 2009; Amidi et 

al.,2017) 

Personal traits 
(Yuan et al., 2016; Diptee and 

Diptee,2013) 

Trust in the informant 
(Diptee and Diptee,2013; Großer 

et al.,2018; Panahi et al., 2016) 

Communication style 
(Diptee and Diptee,2013; Großer 

et al.,2018) 

Appropriate 

technology use 

(Großer et al.,2018; Amidi et 

al.,2017; E.-Ling and Xiaoxia, 

2019) 

 

       Factors that act as barriers to online tacit 

knowledge sharing have not been studied by many 

researchers hence the few refences.  

Table 2: Factors hindering tacit knowledge sharing online. 

Hindering factors References 
Lack of communication (Metin, 2019) 

Conflicting perspectives 
(Metin, 2019; Jarrahi et al., 

2019) 
Misaligned priorities (Metin, 2019) 

Lack of trust 
(Cao et al.,2012; Mislan et al., 

2016) 
Virtual rewards (Wang et al.,2022) 

Value dissimilarity (Jarrahi et al., 2019) 
Economic factors (Deng et al.,2023) 

Network reciprocity (Deng et al.,2023) 

 

       Regarding the outcomes of Tacit knowledge 

sharing online (TKSO), nine studies directly or 

indirectly discussed the impact of TKSO. These 

outcomes were concentrating on Organizational (2 

Studies), Interpersonal (2 Studies), Both individual 

and Organizational (1 study), and Individual (3 

studies). The sector with the most outcomes is the 

healthcare sector.  
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6 FINDINGS  

The systematic review of 30 articles reveals a diverse 

landscape of tools and practices employed for TKSO. 

22 of such articles addressed tools or practices used 

in different contexts. Hence, this paper identifies 

practices used for TKSO as; information structing, 

memberships in virtual communities, virtual learning 

activities, virtual case discussions, and the use of 

social media features such as broadcasting and 

personalized feeds. These practices collectively 

enhance the accessibility and co-creation of tacit 

knowledge among innovation networks.  

      The tools identified in this study largely falls into 

two categories; 1. communicating and collaborating 

tools, 2. Social media platforms. Skype, slack, e-

learning platforms, blogs, and wikis fall under 

communicating and collaborating tools while Twitter, 

Facebook and LinkedIn can be categorized under 

social media platforms. However, both these 

categories of tools enable real-time interaction, 

collaborative content creation and knowledge 

disseminations among innovation networks.  

      Real-time communication, collaborative features, 

and personalization/ filtering capabilities within these 

tools are essential for effective TKSO in innovation 

networks. They promote engagement, facilitate 

interaction, and help individuals find relevant up to 

date information. In addition to the established tools 

that are discussed above, this review identified 

emerging technologies such as digital twins and IoT 

being explored to capture tacit knowledge transfer 

between humans and collaborative robots (Guerra-

Zubiage et al.,2021) highlighting the evolving 

landscape of TKSO. 

Out of 30 revied studies, 16 identified factors 

influencing tacit knowledge sharing (TKSO), 

categorized as moderating or inhibiting. The four key 

moderating factors are network characteristics, 

intrinsic motivation, trust, and communication 

technology. Strong relationships and frequent 

interactions within a network promote effective 

TKSO, with trust in the knowledge provider—based 

on benevolence, competence, and integrity—being 

crucial. Organizations should encourage trust through 

transparent communication and recognition of 

expertise. Additionally, clear communication and 

appropriate technology, such as real-time 

communication tools, are vital for successful 

knowledge exchange, with the choice of technology 

and communication style being tailored to specific 

contexts for optimal results. 

Several factors inhibiting tacit knowledge sharing 

(TKSO) were identified, including lack of trust and 

poor communication, which are interconnected 

barriers in virtual platforms. Building trust through 

open communication and clear expectations is 

crucial. Differences in values or negative attitudes 

within innovation networks also hinder knowledge 

sharing. Additionally, virtual rewards, if poorly 

designed, can demotivate TKSO. Economic 

disparities between regions influence knowledge 

flow, with wealthier regions typically sharing more 

knowledge with less successful ones. Lastly, network 

reciprocity where knowledge is shared only when 

something valuable is received can limit the 

willingness to share tacit knowledge. 

The findings highlight the complexity of tacit 

knowledge sharing (TKSO), influenced by both 

individual and contextual factors. Positive influences 

include network characteristics and intrinsic 

motivation, while the effects of external rewards and 

social dynamics are more nuanced. TKSO is crucial 

for innovation networks, promoting trust, 

collaboration, and the sharing of expertise to drive 

growth. The outcomes of TKSO extend beyond the 

act of sharing, producing tangible benefits such as 

increased knowledge and skills, and intangible ones 

such as enhanced collaboration and innovation. 

Nine studies, primarily focused on healthcare, 

examined TKSO outcomes at individual and 

organizational levels. Panahi et al. (2016) and 

Muhammed Kashif et al. (2019) found that sharing 

medical knowledge through social media enhances 

both professional and personal development. At the 

individual level, TKSO improves skills, motivation, 

and innovation capabilities. Hildrum (2009) and Tee 

and Karney (2010) emphasized that TKSO fosters 

learning and problem-solving skills. Organizational-

level outcomes, as noted by Buunk et al. (2018) and 

Panahi et al. (2016), include improved problem-

solving and innovation, showing TKSO as a catalyst 

for individual and organizational growth and 

innovation.  

7 CONCLUSION 

This systematic review highlights the crucial role of 

online platforms in facilitating tacit knowledge 

sharing (TKSO) within innovation networks. It 

identifies a range of tools, from social media to 

emerging technologies like digital twins, which 

promote TKSO. Both individual-level and 

organizational-level benefits, such as professional 

development, innovation, and problem-solving, are 

noted. However, TKSO's effectiveness is influenced 
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by factors like network characteristics, motivation, 

trust, and appropriate technology use. 

The review offers insights for fostering a 

knowledge-sharing culture by emphasizing trust, 

collaboration, and the selection of suitable tools. A 

conceptual framework is developed to illustrate the 

interplay between individual characteristics 

(moderating factors) and contextual factors (enabling 

factors) in the TKSO process. The framework 

underscores the recurring nature of knowledge 

sharing and provides a foundation for future research 

and practice.  

 

 

Figure 3: Conceptual framework for TKSO in innovation 

networks. 

Overall, this review highlights the multifaceted 

impact of TKSO, extending beyond the mere 

exchange of information. By understanding these 

outcomes, organizations can develop strategies to 

leverage online platforms and create environments 

that encourage and reward the sharing of tacit 

knowledge, ultimately driving individual growth and 

organizational success. 
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Abstract: In social studies learning, it is crucial for students to develop a "structural awareness" that systematically 

organizes the connections between social phenomena. One approach to achieving this is concept mapping, 

and Tokutake et al. (2019) developed the S-R Score Table as a method for teachers to evaluate students' 

concept maps. However, the procedure for utilizing this method is complex, and interpreting the results 

requires specialized knowledge and insight. Therefore, in this study, we developed an evaluation support 

system that automates the creation of the S-R Score Table and displays the comparison results of the concept 

maps created by teachers and students in a comprehensive view. This system is designed to make it easier for 

teachers to evaluate the overall trends in students' structural awareness. The application of this system in 

actual classroom settings suggested that it could enhance teachers' ability to evaluate the structural awareness 

trends of the entire class. 

1 INTRODUCTION 

In social studies learning, it is crucial for students to 

grasp the meaning, significance, characteristics, and 

interrelationships of social phenomena. Brahami and 

Nada (2019) found that the process of extracting 

expert knowledge and mapping relationships 

improves creativity and innovation efficiency. Based 

on this, we believe that for students to form a 

structural awareness of social matters, it is first 

necessary for them to be able to grasp the "structural 

awareness" formed by the teacher, who uses a 

"structuring perspective" as an expert. 

Methods to visualize students' structural 

awareness include the concept mapping method 

developed by Novak et al. (1984) and the hierarchical 

directed graphs by Sato (1987), both of which 

students can draw. In this study, Sato's hierarchical 

directed graphs are considered one method of 

drawing concept maps. 

 

a  https://orcid.org/0009-0002-1099-5518 
b  https://orcid.org/0009-0007-3638-8229 
c  https://orcid.org/0009-0000-9727-3096 

 Research evaluating students' concept maps 

includes scoring comparisons between learners' and 

experts' concept maps (Aliya et al.,2021) and link 

comparisons (Kato et al., 1988, Jaruwat,2016). These 

studies compared individual learners' concept maps 

with those of experts, making it difficult to grasp the 

recognition trends of all learners. Therefore, 

Tokutake et al. (2019) developed the S-R Score Table 

to evaluate the structural awareness of individual 

students and the entire student body by comparing the 

connections in structural graphs drawn by teachers 

and students. In the S-R Score Table, each connection 

in the teacher's structural diagram is categorized 

based on the perspectives and ways of thinking 

required for the connection, giving meaning to the 

connections. This helps teachers evaluate individual 

students' structural perspectives and structural 

awareness based on the presence or absence of these 

connections in students' concept maps. 

Next, by displaying the connection information of 

students' concept maps in a list, the S-R Score Table 
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supports teachers in evaluating the structural 

perspectives and recognition trends of the entire 

student body. Also, in the S-R Score Table, attention 

coefficients are indicated as a metric to identify 

students with unique recognition patterns and links 

where the entire student body may have unique 

recognition patterns. 

However, these methods are difficult to use 

directly in schools because of the complexity of the 

procedures for analysis and the specialized 

knowledge and insight required to read the indicators. 

In order to solve these problems, it is necessary to 

consider ways to facilitate their interpretation and 

reading. 

Therefore, the purpose of this study is to develop 

an evaluation support system using the S-R Score 

Table to make it easier for teachers to understand the 

structural recognition trends of individual students 

and the entire student body. 

2 OVERVIEWS OF THE S-R 

SCORE TABLE 

The S-R Score Table, which lists the connection 

information from the concept maps of the entire 

student body, is developed with reference to the S-P 

table by Sato (1998), a method for graphically 

interpreting students' learning achievement. An 

overview of the S-R Score table is shown in Figure 1. 

To create the S-R Score Table, each node in the 

teacher's concept map is assigned a sequential 

number. If the teacher connects node 1 to node 2, the 

link is labeled "1→2". Next, to explicitly show the 

structural perspectives required to draw the 

connections between nodes, the connections are 

categorized using the items in Table 1. These three 

item combinations define the structural perspectives 

in the S-R Score Table. 

For instance, if the teacher connects nodes 1 and 

2, which relate to "politics" and "culture"  
 

 

Figure 1: Basic structure of the S-R Score Table. 

respectively, and this relationship is neither explicitly 

nor abstractly described in the textbook, requiring 

students to analyze and infer the causal relationship 

between the events, the connection between nodes 1 

and 2 is categorized as "different fields, no 

description, analysis". The connections in the 

teacher's concept map, classified according to the 

items and elements in Table 1, are placed in the 

connection items of Figure 1. 

When comparing the teacher's and students' 

concept maps, common links are marked as "1" and 

unique teacher links, which are not drawn by students, 

are marked as "0" in the table. Students are then 

ranked in descending order based on the number of 

common links, and each link item is similarly ranked. 

Based on the number of common links for each 

student, an S (Student) curve (solid line in Figure 1)  

is drawn. In Figure 1, i represents the total number 

of common links for student i. 

Next, for each link between nodes, an R 

(Recognition) curve (dotted line in Figure 1) is drawn 

according to the number of students who made the 

common link. In Figure 1, r[j→k] represents the total 

number of students who recognized the relationship 

and made the common link between nodes j and k. 

Table 1: Classification items of links. 

Item Element Content 

Category Same  Category Links drawn between events in the same  category. 

Different  Category Links drawn between events in different  category. 

Relationship 

Description 

Described Links explicitly explained in the textbook. 

Undescribed Links not explicitly explained in the textbook. 

Cognitive 

Domain 

Knowledge Links inferred from relationships explicitly stated in the textbook. 

Interpretation Links inferred from abstract descriptions or observations. 

Analysis Links inferred from causal relationships arising from events. 
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In the S-R Score Table, the overall structural 

awareness of students is evaluated using the S curve 

and R curve. The S curve, drawn in descending order 

according to the total number of common links for 

each student, indicates that if the curve leans to the 

right side of the table, a higher number of common 

links are present, suggesting a well-formed structural 

awareness of social phenomena. Conversely, by 

examining the R curve and identifying links with high 

and low numbers of common links, teachers can 

discern which social phenomena were easily 

recognized by many students and which were 

challenging in terms of forming structural awareness. 

3 METHOD OF SUPPORT FOR 

TEACHERS' EVALUATION 

In the S-R Score Table, an attention coefficient is 

calculated to identify individual students and link 

items with unusual recognition patterns compared to 

the overall trend. These are denoted as C.S.i for 

individual students and C.P.i for link items. The 

calculation of the attention coefficient follows the 

method proposed by Sato (1998) for the S-P table. By 

examining the attention coefficient, interpretations 

can be made as shown in Figures 2 and 3. 
As seen in Figure 2, C.S.i values exceeding 0.5 

indicate unusual recognition patterns, while students 
with a correct response rate below 30% may be 
interpreted as having insufficient learning or unique 
response patterns. Similarly, Figure 3 shows that 
C.P.i values exceeding 0.5 indicate unusual 
recognition for specific link items. 

 

Figure 2: Interpretation of C.S.i in S-P Score Table. 

 

 

Figure 3: Interpretation of C.P.i in S-P Score Table. 

Based on these findings, we established the 
following two requirements to support evaluation 
activities using the S-R Score Table: 

1. By plotting the C.S.i values of each student in 
a scatter plot, teachers can understand the 
overall structural recognition trends of the 
students. 

2. By plotting the C.P.i values of each link item 
in a scatter plot, teachers can understand the 
relationships between phenomena that 
students found difficult to understand. 

Based on the above requirements, we developed 
the evaluation support system. 

4 SYSTEM FOR CONCEPT MAP 

EVALUATION SUPPORT 

The connection information of the students' concept 

maps is written into a CSV file in a predefined format 

and uploaded to the system, which then generates the 

S-R Score Table. Figure 4 shows the screen 

displaying the S-R Score Table generated by the 

system, where the S curve is shown in blue and the R 

curve is shown in red. 

 

Figure 4:S-R Score Table created by system. 
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Figure 5: Scatter diagram of C.S.i created by system. 

 

Figure 6: Scatter diagram of C.P.i created by system. 

The interface displays not only the S-R Score 

Table but also scatter plots of C.S.i (Figure 5) and 

C.P.i (Figure 6).  

A slider labeled "Select C.S.i threshold" is 

provided on the C.S.i scatter plot, allowing the 

threshold value for the attention coefficient to be 

adjusted. This feature supports teachers in 

reinterpreting the threshold value based on the scatter 

plot, making it easier to interpret students' structural 

awareness even if there are students with attention 

coefficients slightly below the standard threshold 

value, such as 0.45. Hovering over a point in the 

scatter plot displays the student's name, C.S.i, and the 

percentage of common links. By examining the 

scatter plot of students' C.S.i values, teachers can 

easily determine whether there are more students in a 

stable group with well-formed structural awareness or 

in a deficient group with insufficient learning. For 

students with a percentage of common links below 

30% and an attention coefficient exceeding the 

threshold value, it can be interpreted that they may 

have made inappropriate connections or formed 

unique historical perspectives.  

The same functionality is implemented for C.P.i. 

By examining the scatter plot of C.P.i values for the 

concept map links, teachers can visually interpret the 

proportion of links that were easy for students to 

understand and those that were difficult. Additionally, 

for links where 15% to 85% of the students have made 

the common links and the C.P.i value exceeds the 

threshold, it can be interpreted that the content of the 

nodes or links created by the teacher might not have 

been appropriate. 

5 EXPERIMENTAL TRIAL 

5.1 Experimental Setting 

The developed system was applied to evaluate 

concept maps drawn by 21 second-year high school 

students enrolled in a history class. These students 

participated in lessons on drawing concept maps over 

a six-month period, ensuring they understood the 

method and were deemed suitable subjects for this 

study. 

To avoid the influence of the teacher's instruction 

on the content of the students' concept maps, no direct 

instruction on the study material was provided. 

Instead, students were instructed to read the textbook 

and create their concept maps based on their 

understanding. Figure 7 shows the concept map 

created by the teacher.  

 

Figure 7: Concept map drawn by teacher. 
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Students were given the nodes from the teacher's 

concept map and instructed to independently arrange 

the nodes and draw the links.  

5.2 Analysis and Result 

5.2.1 Understanding Structural Perspectives 
and Trends in Structural Awareness 

Based on the link information from the students' 

concept maps, the S-R Score Table generated by the 

developed system is shown in Figure 8. 

      Regarding Figure 8, focusing on the R curve, it 

can be observed that the number of common links 

decreases beyond "6→10." When examining the links 

from "2→ 4" to "6→ 10" in terms of structural 

perspectives, these links are classified as "textbook 

described, knowledge," regardless of whether they 

belong to the same field or different fields. 

Additionally, focusing on the S curve, it can be seen 

that the S curve to the right of "6→10" includes about 

half of the students, indicating that the percentage of 

common links exceeds 50%. 

From these observations, it can be evaluated that 

approximately half of the students in the history 

course tend to develop structural awareness by 

utilizing structural perspectives to interpret the 

relationships between social phenomena described in 

the textbook, regardless of whether they are in the 

same or different fields. However, for the links 

classified as "described, knowledge" such as "1→2," 

"3→4," and "9→10," the percentage of common links 

falls below 30%. Therefore, it is necessary to further 

investigate the reasons for the decrease in the 

percentage of common links while reviewing the 

textbook and the structural diagrams drawn by the 

students. 

On the other hand, for the links beyond "8→11" 

where the number of common links decreases, it can 

be seen that many of these links are classified under 

"analysis" or "interpretation" when focusing on the 

structural perspectives. 

From these observations, it can be evaluated that 

students in the history course tend to find it difficult 

to develop structural awareness using structural 

perspectives for relationships between social  
 

 

Figure 8: S-P Score table created by the system 
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phenomena that require interpreting abstract 

descriptions in the textbook or inferring causal 

relationships arising from the phenomena. 

5.2.2 Understanding Trends Using Scatter 
Plots of Attention Coefficients 

The focus is on the students' C.S.i and the links' C.P.i. 

Based on the concept maps obtained from the 

experiment in this study, scatter plots of C.S.i and 

C.P.i created by the system are shown in Figures 9 

and 10, respectively. 

 

Figure 9: Scatter diagram of C.S.i in Experimental trial. 

 

Figure 10: Scatter diagram of C.P.i in Experimental trial. 

In Figure 9, it can be seen that 17 out of 21 

students belong to the normal group. Therefore, it can 

be evaluated that the students in this class may have 

insufficient formation of structural awareness. 

Additionally, it is observed that four students have 

attention coefficients exceeding 0.5. These students 

are "studentA," "studentC," "studentL," and 

"studentP." According to the S-R Score Table, 

studentA and studentC have a common link 

percentage of about 60%. This suggests that while 

these two students have formed some degree of 

structural awareness, their structural awareness may 

be insufficient in certain areas. 

On the other hand, studentL and studentP have a 

common link percentage of about 40% or lower. This 

suggests that these two students may be forming a 

unique historical understanding different from that of 

the teacher. In this study, the structural awareness 

held by the teacher is used as the correct model, but it 

cannot be said that the students' unique historical 

understanding is necessarily incorrect. Therefore, 

when evaluating these two students in a real 

classroom setting, it is necessary to review their 

concept maps to understand their structural awareness. 

Regarding C.P.i, focusing on Figure 10, it can be 

seen that two links are classified as "Difficult." These 

links are "7→8 (Same fields, Undescribed, Analysis)" 

and "3→4 (Different fields, Described, Knowledge)." 

The link 7→8 is considered difficult for students to 

grasp the relationship between the phenomena as it is 

not described in the textbook, reflecting the teacher's 

professional perspective. On the other hand, the link  

3→4, although described in the textbook, has the 

content on different pages, making it difficult for 

students to grasp the relationship. 

For the link "9→10 (Different fields, Described, 

Knowledge)" classified as "Defective item" although 

the relationship is described in the textbook, it is on 

different pages similar to "3→ 4." Moreover, the 

content of node 6, which also influenced node 10, is 

described in detail, suggesting that the influence of 

node 9 on node 10 is minimal and thus not suitable to 

be included in the map. 

On the other hand, the link "2→4 (Different field, 

Described, Knowledge)" classified as "Too Easy" 

with an attention coefficient exceeding 0.5 is 

explicitly described in the textbook, making it easy 

for students to recognize the relationship between the 

phenomena. However, the C.P.i is high because some 

students, despite the high common link percentage, 

missed this description and did not draw the link. 

In the S-R table, C.S.i is calculated for each 

student and C.P.i is calculated for each link, but it is 

difficult to discern the tendencies of students and 

links from this data alone. However, by viewing the 

scatter plots of C.P.i and C.S.i implemented in this 
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system, it has become easier for teachers to grasp 

these tendencies. 

If teachers can grasp the overall tendencies of 

students and links, they can adjust the difficulty level 

of the lessons and design better instructional content. 

Additionally, using the scatter plots in this system 

makes it easier to identify students and links that 

deviate from these tendencies. If teachers can identify 

students who deviate from the norm, they can analyze 

those students' individual learning situations in more 

detail and consider optimal instructional strategies. 

Similarly, if teachers can identify links that deviate 

from the norm, they can determine which parts 

require more explicit teaching, thus aiding in the 

design of their lessons. 

6 DISCUSSION 

6.1 Practical and Managerial 
Implications of Plotting Results 

In this study, we developed a system to assist teachers 

in evaluating students' structural awareness by 

comparing concept maps created by both teachers and 

students, and visualizing the differences. The S-R 

Score table proposed by Tokutake et al. (2019) is 

highly effective as a method for comparing concept 

maps between teachers and students. However, when 

teachers use this tool for lesson planning, it is 

necessary to focus not on the results of individual 

students, but on the overall trends among all students. 

Therefore, the system developed in this study, 

which plots the results of each student and allows 

them to be viewed at a glance, is considered to be 

highly effective in helping teachers understand the 

overall trends in students' structural awareness and in 

considering the level and content of the lessons. 

Additionally, plotting the correctness information 

and the attention coefficient (C.P.i) for each link is 

considered to be highly effective in helping teachers 

review the accuracy of their knowledge structure as 

experts and in understanding the relationships between 

phenomena that are difficult for students to grasp. 

From these points, we believe that the system 

developed in this study sufficiently supports teachers 

in evaluating students' structural awareness. 

6.2 Generalization of Methods and 
Feasibility in the Field 

In this study, the developed system has been used in 

the context of history education and its effectiveness 

has been discussed. The use of concept maps to form 

structural awareness is also practiced in geography, 

politics and economics, which are different areas of 

social studies, and in science classes. In order to apply 

the S-R table and the system developed in this study 

to these subjects, we believe that it is necessary to 

change the classification items of the link. For 

example, in history education, historical events in the 

political field are sometimes related to historical 

events related to culture. To be able to capture the 

relationship between these events is very important in 

forming a structural awareness. For this reason, the 

classification of the “Same Category” and the 

“Different Category” are used to categorize the 

connections. However, in geography classes, not only 

causality and influence among events, but also 

inclusive relationships among events are sometimes 

considered important. Therefore, it may be necessary 

to reflect items such as “preconditions” and 

“inclusions” as elements of “Category”. 

In the system developed in this study, the S-R 

Score table reflects the elements written by the 

teacher in the csv file. Therefore, the system is 

expected to be able to handle such changes 

adequately. In addition, the creation of the S-R Score 

table is automatic, so there is no need for teachers to 

follow complicated procedures. 

Therefore, we believe that the system developed 

in this study is applicable to other fields and can be 

easily introduced to schools. 

7 CONCLUSIONS 

The purpose of this study is to develop an evaluation 

support system using the S-R Score Table to make it 

easier for teachers to understand the structural 

recognition trends of individual students and the 

entire student body. 

As a result, using the S curve and R curve, it was 

possible to understand the students' perspectives on 

structurally capturing the relationships between 

social phenomena and the trends in their structural 

awareness. 

The scatter plot of the attention coefficient C.S.i, 

which indicates the heterogeneity of students' 

structural awareness, revealed the proportion of 

students with unique recognition. Additionally, by 

examining the percentage of common links with the 

teacher's concept map, it became possible to make 

detailed interpretations of the students' recognition. 

The scatter plot of the attention coefficient C.P.i, 

which indicates the heterogeneity of recognition for 

each link in the concept map, allowed for a visual 
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understanding of the relationships between social 

phenomena that students likely have insufficient 

understanding of. Furthermore, it enabled the 

identification of nodes in the teacher's concept map 

that may be considered unnecessary for organizing 

the relationships between phenomena. From this, it 

was suggested that the function of the concept map 

evaluation support system developed in this study has 

the potential to assist teachers in easily understanding 

the structural recognition trends of individual 

students and the entire class.  

Future task include the following: 

1) The interpretation of C.S.i and C.P.i used in 

this study is based on the content of the S-P 

table, which measures students' attainment of 

test questions. Future tasks include 

improving the interpretation of C.P.i and 

C.S.i to be unique to concept map. 

2) The developed system was introduced in a 

school setting and its effectiveness was 

verified, it was only done in one case. Hence, 

it is necessary to have multiple teachers use 

the system and evaluate its usefulness. 

3) S-R Score Table evaluates students' 

structural awareness by comparing it with the 

concept map created by the teacher. However, 

in social studies learning, students' 

independently formed understandings cannot 

always be deemed incorrect. Therefore, a 

separate method needs to be considered to 

evaluate the validity of such unique structural 

awareness formed by students. 
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Abstract: Schools in countries struggling with academic achievement gaps need to improve the teaching and support 
skills for students who facilitate classes in these gaps. This study focused on methods for acquiring complex 
classroom management skills for pre-service teachers. The aim of the study was to design and validate a 
method for teacher candidates to learn these behaviors. To achieve this, microteaching sessions in which 
unexpected behaviors occur were designed and carried out. A video recording of the microteaching was used 
in the evaluation experiment. Evaluators were five expert teachers in Japan. Statistical tests using the results 
of the questionnaire responses revealed that the simulated situations by student roles were close to actual 
situations with real students. It was also confirmed that the teaching candidates experienced situations that 
required various management behaviors. These results indicate that the microteaching sessions designed by 
the authors are useful as a method for emergent learning to achieve management skills in the classroom to 
control unexpected behaviors. 

1 INTRODUCTION 

Many countries have recognized inclusive education, 
but its definitions and implementations vary widely 
(Haug, 2017). In countries with large achievement 
gaps, students who struggle to follow teachers’ 
instructions are often labeled as exhibiting 
“unexpected behavior”.  

Emergent learning, where preservice teachers 
respond flexibly to students’ needs, is crucial for 
effective classroom management and enhances 
educational quality. It requires not only planned 
lessons but also improvisation to engage students. 

Microteaching has been a method to train 
prospective teachers by allowing them to practice 
teaching skills in a controlled environment (Allen 
1966; Sakamoto 1981; Sakuma et al. 2019). This 
technique helps improve skills such as attention 
management, questioning, and class control (Gower 
et al., 1995; Capel et al., 1998; Kilic, 2010). The 
Learner-Centred Microteaching (LCMT) model 

                                                                                                 
a  https://orcid.org/0009-0007-3638-8229 
b  https://orcid.org/0009-0002-1099-5518 
c  https://orcid.org/0009-0000-9727-3096 

involves decision-making, planning, application, 
evaluation, and reflection, and is used to help teachers 
learn emergent management skills (Kilic, 2010). 

However, there are limited examples of emergent 
learning in microteaching, especially regarding 
management procedures and behaviors for 
unexpected behavior. Microteaching can teach 
emergent behaviors that prevent unexpected 
classroom disruptions. Research on teachers’ 
decision-making and information processing is 
important in this context (Pittman, 1985; Yoshizaki, 
1988). 

To design learning in a simulated classroom, it’s 
important to consider teachers’ information 
processing and decision-making models. Pittman 
(1985) identified three strategies teachers use for 
management: training, corrective, and push-in. 
Yoshizaki (1988) viewed teachers as information 
processors who explore routines and adapt to 
classroom situations. Some studies have attempted to 
approximate the environment of microteaching to that  
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Figure 1: Overview of Microteaching Design and Simulation. 

of an actual class, enhancing its effectiveness. 
Sakuma et al. (2019) developed image cards to assist 
pupil roles’ acts in microteaching for this purpose. 

This study provides insights into the design and 
implementation of microteaching sessions that 
incorporate unexpected student behaviors. 

2 PURPOSE OF STUDY 

2.1 Design of Microteaching 

In this study, we developed and evaluated a 
microteaching method for prospective teachers to 
manage unexpected student behaviors in classroom 
settings using Image-cards (Sakuma et al. 2019).  

In the microteaching which we designed, teacher-
role extracts the situations of attitudes and behaviors 
of the student-role from the classroom situation and 
recognizes and discriminates between expected and 
non-expected behaviors. The teacher roles 
experienced situations by the student role’s behaviors 
include delay in learning, interruption of learning, 
withdrawal from learning, disturbance to others and 
disturbance to the teacher. These categories were 
developed by classifying examples of attitudes and 
behaviors from Sakuma et al. (2019) image cards. It 
is assumed that, depending on the perceived 
attitude/behaviorsituation. The teacher roles then 
recognise the discrepancies between the lesson plan 
and the actual situation and the factors. 

In addition, the teacher role has a learning 
opportunity to invoke or create management actions 
to resolve the discrepancy between the plan and the 
actual situation. Through this learning opportunity, 
the teacher role learns management behaviors to 
control the unexpected behavior.  

Thus, we assume emergent learning, in which the 
number of perceived unexpected behaviors, including 

disruptive behaviors to the lesson, decision-making 
activities related to management are activated, and 
the teacher role invokes management behaviors and 
creates alternative solutions. 

Figure 1 shows that the overview of the student 
image cards used in designing the microteaching 
(Sakuma et al. 2019). They consisted of three types 
based on the degree of 'learning achievement' (A: 
high - C: low) and three types based on the degree of 
'difficulty in following instruction' (1: easy to follow 
- 3: difficult to follow): A1, A2, A3, B1, B2, B3, C1, 
C2, C3. Figure 1 shows the types of image cards used 
and the seating arrangements of the student roles 
when a microteaching is conducted with nine student 
roles. 

The microteaching which we designed has system 
to make it easy for situations to occur in which student 
roles in C1, C2, and C3 are more than half of the total 
number of students in the class, and in which they 
become noisy and cannot follow instructions. 
Specifically, the roles and their number were set up 
with reference to the characteristics of a disrupted 
class in which more than half of the student roles are 
dissatisfied with class life or are unable to comply 
with class rules, and in which the roles of student C1, 
C2 and C3 are more than half of the total number of 
student roles in the class, which can lead to a situation 
of withdrawal from class and a situation of general 
noisiness and lack of following instructions.  

Additionally, place student roles who are difficult 
to reach for instruction in seats that are closest to the 
teacher and within the teacher’s sight. The student 
roles whose guidance is easy to follow are put in the 
role of supporting the learning of the student roles. 
Therefore, to create unexpected behavior, C3 was 
placed in the seat farthest away from the teacher, 
contrary to the considerations. In addition, A1 was 
placed in the seat farthest away from C3. 
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Table 1: Examples of situations which confirmed in Microteaching authors designed. 

 
 

2.2 Application 

Microteachi ng designs were incorporated into a 
practice-based class for second-year university 
students aspiring to become primary school teachers. 
The implementation date was December 12, 2015.  

The participants in each group consisted of one 
teacher, nine students, and an extra observer. The 
microteaching took approximately 30 minutes. The 
scope of study covered the third grade of p rimary 
schools. The learning objectives for both Design1 and 
Design2 were "to understand how to add and subtract 
decimals to and from one decimal place, and to be 
able to perform these calculations". 

The learning task for the class, designed by the 
teacher role in Design1, was to line up A4-sized 
sheets of colored paper, which were regarded as 1, 
with thin sheets of colored paper, which were 
regarded as 0.1, and ask students to think about how 
many 0.1s could be placed in the sheet ”1”. One set 
of these materials was prepared for each group of 
three. The lesson learning task designed by the 
teacher of Design2 was to ask the students to think 
about how many 0.5L and 0.3L together would be, 
through the juxtaposition of 'colored paper with a 
picture of two beakers' and 'thin colored paper that is 
0.1L.  

The learning task for the lesson designed by the 
Design1 teacher was to line up A4-sized colored 
paper regarded as 1 with thin colored paper regarded 
as 0.1 and ask the students to think about how many 

0.1s could be put into 1. One set of these materials 
was prepared for each group of three.  

The learning task of the lesson designed by the 
teacher in Design2 is to have the students think about 
how many pieces of paper 0.5L and 0.3L add up to 
through the arrangement of "colored paper with a 
picture of two beakers" and "thin colored paper that 
is considered to be 0.1L".  

In addition, the teacher role of Design1 facilitated 
the class with the student roles sitting on the floor, 
without using a desk. On the other hand, the teacher 
of the Design2 conducted the class with the student 
roles sitting on chairs, in the seating order shown in 
Figure.1 (right side). The reasons for the differences 
in the teaching materials prepared by the teachers of 
the Design1 discussed below. The characteristics of 
the students played by the pre-service teachers in the 
microteaching were known from the lesson design 
stage for Design1. Therefore, the teacher had the 
original idea of having the students sit on the floor for 
the class and tried to attract the students' interest. In 
addition, it can be said that the teacher tried to avoid 
unexpected behavior by giving the student a specific 
task to do in groups of three, namely 'laying out the 
cards (0.1) on A4 paper (1)', so that the student role 
could concentrate on their learning. 

2.3 Management Behavior 

Hereafter, the unexpected behavior that occurred in 
the microteaching designed in this study will be 

Design2Design1
SituationNo.SituationNo.

Sleeping situation from the beginning of the class
1Situations where instructions are not followed and the

class is held up
1

Situations where they turn their back2Messing with other children2
Playing with stationery or misbehaving3Playing with stationery or teaching aids3
Hitting another friend to wake them up4Throwing things4
Messing with a friend5Threatening or provoking other children5
Dropping things6Going outside without permission6
Walking around situation7Inviting other children to play7
Going outside8Shouting or shouting8
Hitting another friend to wake them up9Playing with stationery or teaching aids9
Turns his/her back10Pointing out minor mistakes by the teacher10
A situation where the child starts reading a book11Situations where children start to play11
Situations where the whole place becomes noisy12Talking about topics unrelated to the lesson12
Situations where the child does not want to cooperate in
a cooperative learning situation

13
Drawing on the blackboard

13

Throwing erasers or scraps of paper14Singing a song when bored with learning14
A situation in which the whole class becomes
increasingly noisy while writing on the board

15Situations where the pupil's gaze is not looking in the
direction of anyone other than the teacher

15

A situation in which greetings are not coordinated16
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referred to as the simulated situation. The events and 
situations that occur in the actual classroom are 
referred to as actual situations. 

Examples of simulated situations that occurred in 
the microteaching designed by the authors are shown, 
based on a series of utterances obtained by 
transcription from the video recordings. For reasons 
of space limitation, approximately one minute of each 
lesson is shown for both Design1 and Design2. The 
simulated situations are single underlined. The 
management behaviors created by the respective 
teacher roles are underlined with a chain line. 

The following are the classroom situations 
observed at the beginning of the Design2 practice and 
the simulated situations. 
[Teacher]: Good morning, everyone, I'd like to start 

the first period, Tom (C1), please wake up. 
[C3 role]: wake up - Tom (C1 role)! 
[Any roles]: 'Wake up, first period is starting'. 
[Teacher]: Tom, you must be sleepy. 
[C1 role]：I want to sleep, and going to home. 
[Teacher]: George, what are you doing? Well, It's 

time to start first period, Bob, what are 
you doing? 

[C3 role]: (turning back, looking restless) 
[Teacher]: Bob, I'm going to start, but I thought I'd 

check one rule, Bob, face forward. 
[C3 role]: eh. 
[Teacher]: Look forward, yes, please. And everyone, 

I'm going to go over the rules that we've 
been going over all this time, and if, while 
we're teaching, you get an itch and you 
feel like you want to stand up, please raise 
your hand immediately. The reason is that 
if you stand up, the teacher will be worried, 
so if you make a signal before that, you 
can do it, so do you remember the rules? 
Bob, are you okay? 

From the utterance, it can be said that the teacher 
role created the management behavior of 'taking up 
stationery'. Similarly, it can be said that the teacher 
role of the Design2 implemented the management 
behavior of 'checking the rules of the class during the 
lesson. 

2.4 Teacher Role's Reflections 

Immediately after the practice of the microteaching, 
the teacher roles were asked to reflect on their own 
classes. The parts of transcripts of their utterances are 
shown below. The transcripts of the teacher role of 
Design2’s utterances are shown below. 
[Teacher]: Well, for the time being, since I was in the 

lower ranks...[omission]...my goal was to 

do 1.0, 1 and up to what we did today on 
the assumption that I couldn't go to the 
problem areas, but it still took a lot of time 
to deal with the student roles who were 
doing something or not doing something. I 
realized that it really takes a lot of time to 
deal with every student role who is doing 
something or not doing something, or who 
is standing up and walking around, and I 
thought I still don't know where to switch 
and ignore them. ...[omission]...I also 
thought that it was very difficult to know 
where to switch from caution to scolding, 
and I was thinking about this as I tried to 
deal with the student roles who were 
moving around. I was also thinking about 
how to deal with the student roles who 
didn't write a lot, and there were a lot of 
student roles who didn't write a lot this time, 
and whether to adapt to the role of the 
student roles who wrote a lot or the 
majority who didn't write a lot, so I adapted 
to that role.  

The teacher role of the Design2 was searching for 
a teaching method that could achieve the goal in a 
simulated situation where unexpected student role 
behavior was observed. As a result, it can be said that, 
as the authors intended, they created their own 
management behavior of 'changing the form of the 
learning activity' during the lesson. 

3 EXPERT ASSESSMENT 

3.1 Method of Evaluation 

An Expert evaluation experiment was conducted on 
the environment and learning of a microteaching 
designed by the authors. The following three 
evaluations of the simulated classroom environment 
were obtained. 
・Whether the simulated situation as a whole is close 

to the actual situation 
・Whether each simulated situation is close to the 

actual situation 
・Whether each simulated situation is an opportunity 

to learn management behaviors 
Is it close to the individual situation that causes it 

(assessment of similarity)? 
・Whether it is an opportunity for the teacher role to 

learn management behaviors (evaluation as a 
learning opportunity). 

Design and Evaluation of Microteaching: Emergent Learning for Acquiring Classroom Management Skill in Teacher Education

225



For evaluating learning effects, the teacher roles 
experienced creating management strategies that 
mitigate unexpected behaviors during microteaching 
sessions 

The implementation periods were 16, 23, and 30 
April and 9 and 14 May 2016. On each date, one 
evaluator was invited to the laboratory to carry out the 
evaluation experiment. The total experimental time 
spent per person was around 120 minutes. Evaluators 
were expert teachers with an average of 29.8 years of 
experience (S.D: 10.8 years).  

The procedure for the evaluation experiment is as 
follows.  
1. Experimental teaching 
2. Viewing of video recordings of the microteaching 
and interviews  
3. Evaluation of the simulated situation from five 
perspectives through a questionnaire survey.  
For (1), the purpose and flow of the experiment were 
explained to the evaluators. For (2), the evaluators 
were asked to randomly select and watch one of the 
two designs and one of the designed children that 
were practiced in this study. During the viewing of 
the video, the stop-and-motion method of Fujioka 
(1991) was used to obtain the evaluators’ learning of 
the microteachings designed by the authors and their 
evaluative utterances of the situations that the 
students’ roles caused. 

The following questions were set for the class 
evaluation and semi-structured interviews were 
conducted. 
・What teacher skills and knowledge were learned 

through experiencing the focused event? 
The stop-and-motion method of Fujioka (1991) 

was used when the evaluator spoke about the 
simulated situation, to implement the same format as 
in a classroom review meeting in a school setting. 

In addition, the evaluators were asked to watch a 
simulated situation randomly selected by the authors 
beforehand, and to rate whether the simulated 
situation was close to the actual situation or not using 
a five-point scale (1: does not apply - 5: applies). At 
the same time, using Asada and Sako's (1991) 

classification of eight types of management behaviors, 
the teachers were asked to choose which of the 
simulated situations they were asked to watch 
corresponded to a learning opportunity for creating 
management behavior. Multiple answers were 
allowed. The eight options were A. Inserting teaching 
materials, B. Changing the form of children's 
activities, C. Changing the order of nomination, D. 
Changing the sequence of questions, E. Changing the 
nomination-response rule, F. Changi ng the form of 
communication, G. Changing the response method, 
and H. Attention and instruction.  

Table 1 shows the extracted simulated situations. 
Regarding (3), the authors clarified from five 
perspectives whether the situations in the student role 
that occurred within the microteaching designed by 
the authors were closer to the actual classes compared 
to the traditional microteaching.  

In the present study, this questionnaire item was 
also used, and the evaluators were asked to answer the 
questions using a five-point scale (1: does not apply - 
5: applies). The five question items used by Sakuma 
et al. (2019) were: 
(i). Diverse situations, 
(ii). Individual child situations 
(iii). Overall child situations 
(iv). Impact and change on other children 
(v). Events that test the trust relationship with the 

teacher.  

3.2 Results of Analysis 

To determine whether the five simulated situations - 
(1) various situations, (2) individual child situations, 
(3) overall child situations, (4) effects and changes on 
other children, and (5) events that test the trust 
relationship with the teacher - approximated the 
actual situations, a one-sample t-test was conducted 
with the population mean considered to be 3. The 
results of the analysis showed a significant trend and 
a significant difference in the results of all the 
responses of the rater groups. The test results are 
shown in Table 2.  

Table 2: Results of t-tests for similarity (N=5). 

 

Design2Design1

Degree of approximationDegree of approximation

P-valueS.D.MeanP-valueS.D.MeanQuetion
0.024 *0.554.600.032 *0.554.60(�) Diverse situations

0.003 **0.454.200.002 **0.844.20(�) Individual pupil situation
0.002 **0.454.200.004 **0.554.40(�)Overall situation of the pupil
0.003 **0.454.200.004 **0.894.40(�)Impact and change on other pupils.
0.099 +1.004.000.032 *0.454.20(�)Test the trust relationship with teachers.

not significant: n.s.  p<.10: + p<.05: * p<.01: ** p<.001: ***
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Table 3: Results of t-tests for degree of similarity. 

 

Table 4: Percentage of similar simulated situations. 

 

Table 5: Frequency of simulated situations that create the management skills confirmed in the experiment. 

 
 

The results presented in Tables 3 highlight the 
significant differences in the degree of similarity and 

frequency of management behaviors that were 
confirmed in the experiment.  A one-sample t-test was 
conducted to determine whether the mean similarity 
scores for the simulated situations significantly 
differed from the expected mean score of 3.  To 
determine the proportion of simulated situations that 
occur in the microteaching designed by the authors 
that are close to the actual situations experienced by 
the group of evaluators, a one-sample t-test was 
conducted using the results of five responses to a total 
of 31 simulated situations, 15 from Design1 and 16 
from the Design2.   

Table 4 presents the percentage of similar 
simulated situations by using scores of Tables 3.  

From these analyses, key findings from the 
statistical analysis indicate that the microteaching 
sessions designed in this study approximate real 
classroom scenarios in approximately 60% of cases, 
providing useful insights for future study. 

In addition, a chi-square test was used to compare 
the frequency of different types of management 
behaviors observed in the two designs, revealing 
significant differences in specific behaviors from 
Table 5. A chi-square test revealed no significant 
difference between the two designs in terms of overall 
learning opportunities for management behaviors. 
However, a subsequent analysis using the data in 
Table 5 found significant differences in the specific 
types of management behavior opportunities 
experienced by the teacher role (χ² (7) = 110.894, p < 
.01). 

Design2Design 1

P-valueS.D.MeanNo.P-valueS.D.MeanNo.

n.s.1.33.81***0.454.81

***0.454.82***0.454.82

**0.584.53**0.554.63

n.s.0.713.04***0.454.84

**0.454.25n.s.1.34.25

*0.453.86n.s.1.673.66

**0.554.47n.s.1.793.67

n.s.1.34.28**0.844.28

n.s.0.553.49**0.454.29

**0.454.210*0.844.210

n.s.1.224.011**0.554.611

***0.454.812***0.454.812

*0.844.213n.s.1.953.613

n.s.14.014n.s.1.523.614

**0.554.415*0.894.615

n.s.1.33.816

not significant: n.s.  p<.10: + p<.05: * p<.01: ** p<.001: ***

Percentage Similarity (X-Y)No similarity (Y)Event(X)
0.6710515Design1
0.6310616Design2

HGFEDCBA
Give 
cautions 
and 
warnings 
for pupil

Give 
formative 
feedback 
to pupils 

Change
how to 
communicate 
with pupils

Encourage 
pupil to 
learn 
together

Change  
how to 
learn

Change 
notable 
pupil

Change   
how to  
teach

Add new 
tasks for 
pupil

3151011511222Measured  valueDesign1
306131541716Measured valueDesign2
61

(23.63)
11

(23.63)
23

(23.63)
2

(23.63)
20

(23.63)
5

(23.63)
29

(23.63)
38

(23.63)
Measured value
Expected value

Total
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Multiple comparisons using Ryan's nominal 
levels revealed significant differences among 
management behaviors. Inserting teaching materials 
was more effective than changing the nomination 
order, nomination-response rules, or response 
methods. Changing the children's activities was more 
effective than changing the nomination order or rules 
but less effective than attention and instruction. 
Additionally, changing the order of nomination was 
less effective than changing the sequence of 
questions, communication, or attention and 
instruction. 

Additionally, changing the order of nomination 
was less effective than changing the sequence of 
questions, communication, or attention and 
instruction. Changing the sequence of questions was 
less effective than attention and instruction. Finally, 
changing the nomination-response rule was less 
effective than changing the form of communication 
or attention and instruction. Furthermore, it was 
observed that F: changing the form of communication 
<H: the way of attention/direction (critical ratio = 4.0, 
p = 0.0002). Finally, it was found that G: changing 
the method of response < H: the way of 
attention/direction (critical ratio = 5.8, p = 0.0002). 

These results indicate that through the practice of 
the microteaching designed in this study, the teacher 
roles had the opportunity to learn the management 
behavior of inserting teaching materials rather than 
changing the order of nomination, nomination-
response rules and response methods to establish a 
lesson. It was evident that the students had the 
experience. Similarly, it can be said that the teacher 
role experienced the opportunity to learn the 
management behavior of changing the form of the 
children's activity rather than changing the order of 
nomination or changing the nomination-response rule. 

4 DISCUSSIONS 

4.1 Environmental Assessment 

It was found that the microteaching designed by the 
authors could be practiced to enable learning in a 
situation close to the actual unexpected behavior. 
Furthermore, the similarity between the simulated 
situation and the actual situation was approximately 
60%, which means that more than half of all 
situations in the microteaching designed by the 
authors were inevitable situations in which the 
teacher role had to invoke and create management 
behaviors.  

In other words, a certain quality is guaranteed as a 
method for learning management behaviors to control 
unexpected behavior. 

4.2 Causes of Low Similarity  

The following reasons can be given as to why a total 
of 11 simulated situations that did not show 
statistically significant differences were not close to 
the actual situations.  

One possible reason for the low similarity 
between simulated and actual situations is the over-
exaggeration of certain student roles based on the 
image cards. For example, a student role labeled C3 
may have been overly disruptive due to a lack of 
nuanced understanding of the behavior expectations, 
leading to a deviation from realistic classroom 
dynamics. Future research could involve more 
detailed role-playing instructions to mitigate such 
discrepancies. This indicated that, to have the 
opportunity to learn in a context close to the actual 
classroom, the children acting out C3 needed to be 
given prior instruction to avoid overacting. However, 
no differences were found in the proportion of 
simulated situations that occurred within each 
microteaching. In other words, there was no 
difference in the type and number of simulated 
situations occurring between the different designs. 

4.3 Evaluation of Learning 
Effectiveness 

The teacher roles in both Design1 and Design2 
experienced various management behaviors, 
including attention, instruction, material insertion, 
question sequencing, communication, and activity 
changes. They found that unexpected behavior 
triggered management behaviors like cautioning, 
scolding, and interrupting the class. While students 
were confused, the teacher roles learned to identify 
key student roles, adjust their lesson plans, and 
implement appropriate management actions. This 
suggests the method's effectiveness as an emergent 
learning approach for invoking and creating 
management behaviors. 

4.4 Comparison with Previous Studies 

This study proposed a method to cultivate classroom 
management skills in pre-service teachers using 
microteaching.  

Previous studies have highlighted the potential 
importance of emergent learning in classroom 
management. Haug (2017) noted the varying 
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definitions and implementations of inclusive 
education across countries, emphasizing the need for 
flexible responses to students’ needs. This aligns with 
our findings, suggesting that emergent learning, 
where preservice teachers adapt to unexpected 
behaviors, may be beneficial for effective classroom 
management. 

Additionally, this study supports the potential 
effectiveness of microteaching in improving teaching 
skills such as attention management, questioning, and 
class control (Gower et al., 1995; Capel et al., 1998; 
Kilic, 2010). Our findings indicate that microteaching 
could help in teaching emergent behaviors to handle 
unexpected classroom disruptions. 

Furthermore, Sakuma et al. (2019) developed 
image cards to assist student roles in microteaching, 
enhancing its effectiveness. Our study builds on this 
by incorporating unexpected behaviors into 
microteaching sessions, suggesting that this approach 
may provide a more realistic and comprehensive 
training experience for preservice teachers. 

5 CONCLUSIONS 

This study provides insights into the design and 
implementation of microteaching sessions that 
incorporate unexpected student behaviors. While the 
findings suggest potential benefits, further research is 
needed to establish more robust scientific validation. 

The microteaching sessions provided valuable 
insights into the challenges faced by teachers in 
managing unexpected behaviors. However, more 
comprehensive studies are needed to validate these 
findings across different contexts and sample sizes. 
By refining the pre-teaching preparation of student 
roles and considering more diverse simulated 
situations, future studies can better assess the 
effectiveness of emergent learning strategies in 
classroom management training. 
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Abstract: Today, organizations leverage big data analytics for insights and decision-making, handling vast amounts of
structured and unstructured data. Traditional data warehouses (TDW) are suboptimal for such analytics, creat-
ing a demand for NoSQL-based modern data warehouses (DWs) that offer improved storage, scalability, and
unstructured data processing. Graph-based data models (GDMs), a common NoSQL data model, are consid-
ered the next frontier in big data modeling. They organize complex data points based on relationships, enabling
analysts to see connections between entities and draw new conclusions. This paper provides a comprehensive
methodology for graph-based data warehouse (GDW) design, encompassing conceptual, logical, and physical
phases. In the conceptual stage, we propose a high-abstraction data model for NoSQL DW, suitable for GDM
and other NoSQL models. During the logical phase, GDM is used as the logical DW model, with a solution
for mapping the conceptual DW model to GDW. We illustrate the GDW design phases with a use case for
learning path recommendations based on career goals. Finally, we carried out the physical implementation of
the logical DW model on the Neo4j platform to demonstrate its efficiency in managing complex queries and
relationships, and showcase the applicability of the proposed model.

1 INTRODUCTION

The proliferation of social networks, cloud comput-
ing, and IoT devices has precipitated the generation of
vast amounts of data, heralding the era of ’big data.’
This surge in data volume presents significant chal-
lenges for TDW systems, which increasingly strug-
gle with scalability and the management of unstruc-
tured data Oussous et al. (2017). Although once ef-
ficient, TDWs are now inadequate in addressing the
growing demands for speed and complexity in data
processing Bhogal and Choksi (2015). In response to
these limitations, NoSQL databases have emerged as
a critical solution, offering enhanced flexibility, scal-
ability, schemalessness, high availability, and cost-
effectiveness in data storage and analysis Bhogal and
Choksi (2015).

Among the various NoSQL data models, GDMs
stand out for their capability to manage large-scale
data and represent complex relationships, making

a https://orcid.org/0009-0009-6961-3976
bCorresponding author

them particularly suited for applications such as rec-
ommendation systems and social networks Akid and
Ayed (2016); Sellami et al. (2019). Consequently, a
growing number of researchers and organizations are
transitioning from Relational Online Analytical Pro-
cessing (ROLAP) to NoSQL DW, despite the tech-
nical challenges that accompany this shift Banerjee
et al. (2021). This transition necessitates not only
technological adaptations but also a thorough design
process that spans from conceptual to physical mod-
els Abdelhédi et al. (2017); Banerjee et al. (2021).

Nevertheless, a significant research gap persists in
the absence of a unified conceptual model specifically
designed for NoSQL DW Banerjee et al. (2021). Ad-
dressing this gap is crucial for ensuring the effective
design and efficient implementation of NoSQL DW
across various organizational contexts. This study
contributes to the field by proposing:

• A novel symbolic system for conceptual modeling
in NoSQL DW, building on prior research Baner-
jee et al. (2021).

• A comprehensive NoSQL DW design methodol-
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ogy, with a particular focus on GDM.

• A case study that demonstrates the application
of the proposed system within GDW tailored for
learning path recommendations.

The paper is structured as follows: Section 1
introduces the context and objectives of the study.
Section 2 reviews the relevant literature. Section 3
presents the symbolic system and the proposed con-
ceptual DW model. Section 4 elaborates on the con-
version process to GDM, supported by a case study.
Section 5 discusses deployment results and perfor-
mance analysis. Finally, Section 6 concludes the pa-
per and explores future research directions.

2 RELATED WORKS

In NoSQL DW research, implementations have pre-
dominantly focused on the logical level, targeting spe-
cific NoSQL types. Yangui et al. (2016) proposed
a method for transforming multidimensional con-
ceptual models into column- and document-oriented
NoSQL models. Chevalier et al. (2015) introduced
three conversion strategies for document-oriented
models, and their study rigorously evaluated the per-
formance and memory utilization of these strategies.

Recent studies highlight the superior performance
of GDW compared to traditional DWs. For instance,
Akid et al. (2022) demonstrated GDW’s efficiency in
handling OLAP queries, while Nguyen et al. (2022)
explored the practical applications of GDM in com-
plex scenarios, including learning path consultancy.

However, as Banerjee et al. (2021) points out,
there remains a significant gap due to the absence of a
unified conceptual model for NoSQL DW. Their pro-
posed symbolic system and model, despite its novel
approach, has constraints, particularly in depicting
many-to-many relationships and defining dimension
table attributes.

Building on these studies, our research proposes a
novel symbolic system for constructing a conceptual
DW model for NoSQL DW, applicable across various
NoSQL databases, with a focus on GDM. We also
offer transformation rules and a case study to illus-
trate the practical application, culminating in a physi-
cal implementation on the Neo4j platform.

3 A SYMBOL SYSTEM FOR
CONCEPTUAL DW MODELING

This section introduces a set of symbols and rules
for conceptual NoSQL DW modeling, using Crow’s

Foot notation for relationships and tabular symbols
for facts and dimensions, ensuring clarity in repre-
senting attributes of fact and dimension tables.

Before presenting the symbol system, fundamen-
tal concepts from the multidimensional model, as de-
tailed by Sellami et al. (2019), are adapted. This
model focuses on a business-centric view of data, em-
phasizing facts, dimensions, measures, and their inter-
relationships.

3.1 Conceptual Multidimensional
Model

A conceptual multidimensional model denoted MDM
is defined by the triplet (FT s,DT s,StarMDM), where:

• FT s = {FT1,FT2, . . . ,FTn} is a set of fact tables.

• DT s = {DT1,DT2, . . . ,DTm} is a set of dimension
tables.

• StarMDM : FMDM → 2DT s is a function that asso-
ciates each fact table FTi ∈ FT s with the set of
dimension tables DTi ∈ DT s, and 2DT s is a set of
all combinations of the dimension tables.

A fact table, denoted FTi ∈ FT s, is defined by the
pair (Fname,Fmeasures), where:

• Fname represents the name of the fact table.

• Fmeasures = {m1,m2, . . . ,mk} is the set of measures
of the fact table.

A dimension table, denoted DTi ∈DT s, is defined
by the pair (Dname,Dattributes), where:

• Dname represents the name of the dimension table.

• Dattributes = {a1,a2, . . . ,ak} is a collection of di-
mension table attributes.

3.2 The Set of Symbols for Conceptual
NoSQL DW Representation

In this section, we propose a refined set of symbols,
building upon previous research of Banerjee et al.
(2021), to effectively represent the conceptual model
of a NoSQL DW. This enhanced set of symbols aim to
address and overcome the limitations identified in ear-
lier studies, providing a robust framework for model-
ing DW at the conceptual level.

3.2.1 The Refined Set of Symbols

The Crow’s Foot notation is widely recognized for
its simplicity and clarity in Entity-Relationship (ER)
modeling, making it particularly effective for concep-
tual database representation Puja et al. (2019). This
notation intuitively depicts relationships, including
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many-to-many connections, using Crow’s Foot sym-
bols, while tabular symbols represent facts and di-
mensions along with their attributes and measures.
This dual-notation approach ensures clear expression
of fact and dimension table attributes, as summarized
in Table 1.

The conceptual model for a NoSQL DW will be
constructed using these symbols, with definitions of
model components and relationships detailed in the
next section.

Table 1: Proposed symbol system based on Banerjee et al.
(2021).

Shape Symbol Significance

Rectangle Components within the
Collection layer

Tabular Table of facts or table
of dimensions

Ellipse The optional attribute
for a dimension table

Arrow

Indicates a relationship
in which a component
of one layer encapsu-
lates a component of
another layer

Crow’s
Foot
Nota-
tion

Indicates the relation-
ship between a dimen-
sion table and a fact ta-
ble, or a dimension ta-
ble and another dimen-
sion table

3.2.2 Conceptual NoSQL DW Model

Consistent with the symbol set presented in Table 1,
this section presents a conceptual DW model specif-
ically designed for NoSQL DW that can be applied
to different kinds of NoSQL data models. Particu-
lar guidelines for conceptual information representa-
tion are included in this model. In-depth information
about the elements and how they interact with one an-
other in the model will also be supplied. The sug-
gested conceptual DW model is shown in Figure 1,
which provides a clear and organized representation
of these elements and their relationships. The model
is explained in depth in the following:

Components of the Model

This section presents comprehensively information
regarding the components of the model, which is
structured into three distinct layers, namely the Col-
lection layer, Family layer, and Optional attribute
layer.

a. Collection Layer (CL): The topmost layer of the
model is defined by its primary component, col.
CL comprises one or more col:

CL = {col1, . . . ,colq}

b. Family Layer (FL): The middle layer of the con-
ceptual DW model is represented by this. The
field of FL encompasses two distinct categories,
namely Fact Family (FF) and Dimension Family
(DF). Fact tables and dimension tables are the pri-
mary components of FF and DF, respectively.

• Fact Family (FF): The components of FF con-
sist of fact tables (FT), denoted as:

FF = {FT1, . . . ,FTn}
• Dimension Family (DF): The components of

DF consist of dimension tables (DT), denoted
as:

DF = {DT1, . . . ,DTn}
c. Optional Attribute Layer (OAL): This layer is

the last layer of the model and includes optional
attributes that can be present or absent between
instances of dimension tables DT ∈ DF . The key
component of this class is OAT, which is defined
by several pairs (Dname,OA), where:

• Dname represents the name of DT.
• OA is the optional attribute name of the DT

OAT = {(Dname1 ,OA1), . . . ,(Dnamek ,OAk)}

Relationship

This section will deal with the relationships between
the components identified in the above section. Re-
lationships within the model can be classified into
two fundamental types: internal and external relation-
ships. Internal relationships indicate relationships in-
side the same component, whereas external links il-
lustrate interactions between distinct components.

External Relationship: According to Figure 1,
these following relationships are considered external
relationships:

a) Component FF – Component DF (FactDim-
Rel): the FactDimRel relationship is a mapping
f : FF→P (DF)\{ /0}where P (DF) is the power
set of DF . In this relationship, each FT ∈ FF is
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Figure 1: Proposed conceptual DW model for NoSQL DW.

mapped to a non-empty collection of dimension
tables DT s⊆ DF . This can be represented by the
function f as follows:

f (FT ) = DT s with DT s = {DT1, ...,DTm}

b) Component DF – Component OAT (DimOAt-
trRel): The DimOAttrRel relationship is a map-
ping f : DF → P (OAT ) where P (OAT ) is the
power set of OAT . In the DimOAttrRel relation-
ship, each DT (Dname,Dattributes) ∈ DF is mapped
to a set of optional attributes oat ⊆OAT . This can
be represented by the function f as follows:

f (DT ) = oat, where oat = {(Dname,OA1),

(Dname,OA2), ...,(Dname,OAm)}

c) Component Col – Component FF (CLFFRel):
The CLFFRel relationship is a mapping f : Col→
P (FF) \ { /0} where P (FF) is the power set of
FF . In the CLFFRel relationship, each Col ∈CL
is mapped to a non-empty set of fact tables FTs ⊆
FF . This can be represented by the function f as
follows:

f (Col) = FTs with FTs = {FT1, ...,FTm}

Internal Relationships: According to Figure 3.1,
internal relationships occur within the DF compo-
nent. There are two types: hierarchical relationships
(many-to-one) and semantic relationships (many-to-
many).

a) Hierarchical Relationships (HierarRel): Rep-
resenting many-to-one relationships between two
dimensions DT1 and DT2 of DF , this is a map-
ping: f : DT1 → DT2 such that each element in
DT1 (child) is mapped to a unique element in DT2
(parent).

f : DT1→ DT2

∀y ∈ DT1,∃! x ∈ DT2 such that f (y) = x.

b) Semantic Relationships (SemanRel): Repre-
senting many-to-many relationships between two
dimensions DT1 and DT2 of DF . To represent
this SemanRel, an intermediate structure M is re-
quired. In this structure:

• M is the intermediate set containing pairs of
mappings between elements in DT1 and DT2
along with the set of attributes RA derived from
their relationship.

• M ⊆ DT1×DT2×P (RA) where P (RA) is the
power set of the set of attributes derived from
RA.

• Each element of M can be represented as a tuple
(d1,d2,ra) where d1 ∈ DT1,d2 ∈ DT2 and ra⊆
RA.

4 CONVERTING CONCEPTUAL
NOSQL DW MODEL TO
GRAPH-BASED LOGICAL
MODEL RULES

In this section, we propose rules to convert the con-
ceptual DW model to a logical DW model, which
uses a graph-based data model. Our rules are stated
based on Sellami et al. (2019), a study about rules for
mapping a multidimensional model to a graph-based
logical DW model. Before delving into the conver-
sion rules, we will mention the foundation of a graph-
based data model, laying the groundwork for the con-
version.

4.1 Graph-Based Data Model
Foundation

Information about the concept of the GDM is in-
herited from reference Sellami et al. (2019), with

A Comprehensive Approach for Graph Data Warehouse Design: A Case Study for Learning Path Recommendation Based on Career Goals

233



some adjustments for higher clarity and consistency.
Specifically:

A graph-oriented database G is defined by
(V G,EG,PG), where:

• V G = {V1,V2, . . . ,Vn} is the set of nodes.

• EG = {E1,E2, . . . ,Em} is the set of edges denoting
relationships between nodes.

• PG is the set of nodes’ properties in the graph.

An attribute is defined by a key-value pair.
Node: A node V consists of properties and labels,

identified by (idV ,PV ,LV ), where:

• idV is the identifier of the node.

• PV is the set of properties of the node.

• LV is the set of labels of the node, each label l
shows meaning to the node, helping in identifying
the roles for each node.

Relationship: A relationship R is defined as a link
connecting two nodes, which represent two entities
that interact or relate to one another. Each relation-
ship might contain more information through addi-
tional properties. A relationship can be identified by
(idR,sourceNodeID, targetNodeID,T R,PR), where:

• idR is the identifier of the relationship.

• sourceNodeID is the identifier of the source node.

• targetNodeID is the identifier of the target node.

• T R denotes the relationship type, helping deter-
mine which relationship is linking the two nodes.

• PR is a set of properties representing additional
information about it.

4.2 Rules for Mapping Components

We will offer the conversion rules in the respec-
tive components, taking into account the attributes
of the components given in the suggested conceptual
DW model and the symbols of the graph-based data
model described above. There are two main groups
into which these rules fall: relationships and entities.
Here, we will offer greater detail about these guide-
lines.

4.2.1 Rules for Mapping Entities

Rule 1: Mapping col and FT. Each fact ta-
ble FT(Fname,Fmeasures) of the specified conceptual
DW (via CLFRFel relationship) will become a node
V (idV ,PV ,LV ) where:

• Label l1 represents the table type: l1 =
{ f act}/LV = {l1}

• Label l2 represents the table name: l2 =
Fname/LV = LV ∪ l2

• Label l3 represents the related collection name:
l3 = col/LV = LV ∪ l3 (optional)

• Each measure mi ∈ Fmeasures will be converted into
a property p← mi/PV = PV ∪ p

Rule 2: Mapping DT. Each dimension table
DT(Dname,Dattributes) of the DF will become a node
V (idV ,PV ,LV ) where:

• Label l1 represents the table type, which can be
dimension or parameter depending on the follow-
ing cases:

– If DT is related to a fact table via the Fact-
DimRel relationship or is related to another di-
mension via the SemanRel relationship, then
l1 = {dimension}/LV = {l1}

– If DT is related to a dimension table via the Hi-
erarRel relationship and is a parent, then l1 =
{parameter}/LV = {l1}

• Label l2 represents the table name: l2 =
Dname/LV = LV ∪ l2

• Each identifier aw (if any) will be converted into a
property p← aw/PV = PV ∪ p

• Each attribute ai ∈Dattributes will be converted into
a property p← ai/PV = PV ∪ p

Rule 3: Mapping OA. Each optional attribute
ak ∈ oaAtt(oaAtt ⊆ OAAtt) of DT via DimOAttrRel
relationship will be converted into a properties p←
ai/PV = PV ∪ p in dimension node.

4.2.2 Rules for Mapping Relationships

Rule 4: Mapping FactDimRel Relationship. Each
FactDimRel relationship will be transformed into a
relationship R(idR,sourceNode, targetNode,T R,PR):

• sourceNode represents the fact;

• targetNode represents the dimension.

• t1 denotes the relationship type, t1 = {link f act−
dimension}/T R = {t1}
Rule 5: Mapping HierarRel Relationship. Each

HierarRel relationship will be transformed into a re-
lationship R(idR,sourceNode, targetNode,T R,PR):

• sourceNode represents the child.

• targetNode represents the parent.

• t1 denotes the relationship type, t1 =
{Precede}/T R = {t1}
Rule 6: Mapping SemanRel Relationship. Each

SemanRel relationship will be transformed into a re-
lationship R(idR,sourceNode, targetNode,T R,PR):
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• sourceNode represents the source node.

• targetNode represents the target node.

• For each attribute ai ∈ ram ⊆ RAM it will be trans-
formed into a property p← ai/PR = PR∪ p

• t1 denotes the relationship type, t1 = {dim− to−
dim}/T R = {t1}

5 CASE STUDY

This section presents the development of a person-
alized learning path recommendation system (LPRS)
based on career goals, showcasing our graph-based
NoSQL DW. We provide a practical example of ap-
plying the conceptual, logical, and physical design
phases for NoSQL DW to validate our conceptual
DW model and highlight graph databases’ strengths
in handling complex relationships and queries in rec-
ommendation systems.

Graph NoSQL databases outperform in com-
plex relationship modeling Fernandes and Bernardino
(2018); Sellami et al. (2019), making them ideal
for LPRS that analyze relationships between courses,
learning objectives (LO), and job positions. While
previous studies have focused on graph databases
Beutling and Spahic-Bogdanovic (2024); Nguyen
et al. (2022), we emphasize GDW’s scalable data in-
tegration and advanced analytics for personalized rec-
ommendations. Based on our previous Knowledge
Graph (KG) architecture Nguyen et al. (2022) links
educational resources with career objectives across
three layers: Career Concept, Course Concept, and
Competency Concept. We then create a GDW using
this KG to enhance data-driven recommendations for
LPRS.

The following subsections detail the next three
phases of NoSQL DW design, involving conceptual,
logical, and physical design.

5.1 Conceptual DW Model Design

In the conceptual DW model design process, we use
a top-down approach to identify essential data com-
ponents and their relationships, ensuring alignment
with problem requirements. For this case, we fo-
cus on addressing learning path recommendation is-
sues based on users’ existing skills and career goals.
We identify the main entity groups: Courses, Ca-
reers, Users, and Skills. Skills encompass various en-
tities such as Programming Languages, Frameworks,
Platforms, Knowledge Areas, and Tools, forming the
”Family Layer.” Within this layer, we define two types
of tables: ”Fact Family” and ”Dimension Family.”

The ”Fact Family” includes fact tables like job post-
ings and course enrollments, along with related mea-
sures. The ”Dimension Family” supports each fact
table with detailed data. For example, the job posting
fact table has dimensions like posting location, time,
career, website, and organization, while the course en-
rollment fact table includes course name, instructor,
website, and training organization.

We also identify optional attributes for dimen-
sions, such as skill requirements, proficiency levels
for courses, certifications for instructors, and phone
numbers for users, to optimize data querying and sup-
port advising. The complete conceptual DW model is
presented in Figure 2.

5.2 Mapping Logical DW Model Design

After designing the conceptual NoSQL DW model,
transitioning to a logical GDW model is crucial for
simplifying deployment and enhancing efficiency on
specific database types. This section outlines how to
map the conceptual NoSQL DW model to the logi-
cal GDW model using the mapping rules from sec-
tion 4. We’ll apply these rules to transform the LPRS
problem’s conceptual NoSQL DW model into a com-
plete logical GDW model, focusing on mapping en-
tities and relationships to corresponding components,
thereby streamlining deployment on graph databases.
The process involves two main steps:

Entity Mapping: Each entity identified in the
conceptual DW model, such as courses and websites,
is mapped to a separate node in the graph database.
The names and types of these entities are transformed
into corresponding labels, ensuring clear node identi-
fication. Attributes are also mapped to the properties
of corresponding nodes.

Relationship Conversion: The relationships be-
tween entities, depicted by crow’s foot symbols in the
conceptual DW model, are converted into edges con-
necting the corresponding nodes in the graph. This
step elucidates relationships, enabling a comprehen-
sive and interconnected representation of nodes in the
graph database. Figure 3 illustrates the logical graph
model after conversion.

5.3 Building LPRS Solution Based on
GDW

Based on the proposed logical GDW model, we de-
ployed it using the Neo4j platform, incorporating data
from 4,000 course records and 2,000 job postings
sourced from public job websites. In this GDW, data
entities are represented as nodes, and relationships are
effectively modeled.
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Figure 2: Proposed conceptual DW model for the LPRS problem.

Figure 3: Logic model for the LPRS problem.

Two graph mining algorithms were developed for
the Learning Path Recommendation System (LPRS).
The first algorithm identifies critical competencies for
a career and filters them based on the user’s existing

skills to recommend appropriate competencies. The
second algorithm uses these competencies to find rel-
evant courses, building a personalized learning path-
way for the user based on course prerequisites and
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levels. Figure 4 provides an example of the input and
output for these algorithms.

Figure 4: An example of the results of LPRS.

The implementation of LPRS on Neo4j under-
scores its efficiency and scalability, particularly in
managing complex queries with intricate relation-
ships. The GDW enables rapid and precise course
recommendations tailored to user profiles, showcas-
ing its capability to handle complex data models.

6 CONCLUSIONS

This study presents a comprehensive methodology
for GDW design and implementation, introducing
new symbols system and transformation rules that en-
hance the efficiency of model conversion. Through
the Neo4j-based LPRS case study, we demonstrated
GDW’s ability to effectively manage complex data re-
lationships, offering enhanced flexibility and perfor-
mance in analyzing intricate data structures. GDW’s
strengths make it particularly valuable in Business In-
telligence applications, such as recommendation sys-
tems and real-time analytics, where accurate and in-
sightful decision-making is critical. Looking ahead,
our future work will involve experimenting with large
datasets (big data), exploring other NoSQL types
like document, key-value, and column stores, and
further refining GDW’s performance and scalability.
These efforts will help to validate GDW’s benefits and
broaden its applicability across diverse data manage-
ment scenarios.
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Abstract: Micro-Credentials (MCs) are seen as a way by Higher Education Institutions (HEIs) to equip learners with 
the essential skills for their careers or professional development. In Europe, HEIs are joining forces to form 
alliances to offer a broad range of MCs and make them tamper-proof, verifiable, and shareable.  Although 
extensive research is being done on MCs, there is a major research gap in identifying and comparing different 
ways alliances can manage issuance of MCs. We identified two approaches in practice and through a case 
study, identified a third approach alliances can utilize. This paper also addresses this gap by using the data 
governance contingency model to provide a comparison of all three approaches that alliances can utilize in 
selecting the most suitable one for their business strategy. To achieve this, a qualitative case study is conducted 
with in-depth interviews with administrators from HEIs that are partners of an alliance. This study contributes 
to the governance of MCs through identification and comparison of the three approaches - centralized, 
decentralized, and hybrid in the context of MC issuance by HEI alliances. 

1 INTRODUCTION 

In recent years, interest in micro-credentials (MCs) 
has been on the rise for multiple stakeholders, 
including higher education institutions (HEIs). 
Multiple alliances have formed in Europe, consisting 
of HEIs and other institutions to pilot MCs at different 
levels (ECIU, 2023; ENHANCE 2022; Una Europa, 
2022). MC governance depends on management of 
data, processes and technology within an alliance 
(Doering et al., 2022). Current research focuses 
mostly on the implementation (Abdullah & Ghazali, 
2024), security and recognition (McGreal, 2024; Saad 
et al., 2024), and affordances (Reed et al., 2024) of 
MCs but discussion on issuing MCs is limited to 
technology used such as blockchain (EBSI, 2022; 
Kiiskilä et al., 2023) and platforms (Saad et al., 2024). 
Two approaches, as referred in this study as hybrid 
and decentralized, can be found from practical 
examples (ENHANCE, 2022; SDG Campus, 2024; 
Una Europa, 2022) for MC governance by alliances. 
In the hybrid approach, one or more partners in the 
alliance issue on behalf of all partners and in 
decentralized, each partner issue on their own. 
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However, empirical studies evaluating different 
approaches for MC governance in alliances including 
how to issue MCs that satisfy the MC 
recommendations are missing. 

Issuing MCs require knowledge of data such as 
student data, MC data, institutional data and 
processes to use specific technologies such as EDCL 
platform. Through knowledge management, alliances 
can develop the required processes to offer and issue 
MCs that might not be possible as individual 
institutions (Jiang and Li, 2009). The complexities of 
HEI alliances, combined with the need to use 
platforms and the data residing in multiple systems in 
multiple HEIs need to be taken into consideration for 
MC governance. MC governance in an alliance can 
also depend on the scope of the alliance (Oxley and 
Sampson, 2004). 

Traditional data governance involves structured 
data managed locally (Al-Ruithe, 2018) and presume 
that the same model can fit any organization (Weber 
et al., 2009). While research on using contingency 
factors to find the right data governance approach is 
available (Chelliah et al., 2016; Lee et al., 2017), 
empirical studies evaluating contingency factors 
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relevant to alliances issuing MCs is missing. 
Moreover, current studies do not address how these 
contingency factors can be used in choosing the right 
approach for MC governance in an alliance setting. 
To address these research gaps, the following two 
questions are studied: 

RQ1: What are the different approaches alliances 
can issue MCs to their students? 

RQ2: Based on the data governance contingency 
factors, how do different approaches compare for an 
alliance to issue MCs? 

Through the qualitative case study, we present a 
new centralized approach that is currently not utilized 
in the issuance of MCs by alliances. Taking 
inspiration from Weber et al.’s (2009) contingency 
model, the factors for the governance of MCs are 
identified and used for comparison of all three 
approaches in issuing MCs by alliances. Because 
issuing MCs, especially by alliances, is a rapidly 
growing practice-based area with limited theoretical 
understanding, we chose qualitative approach to gain 
a deeper understanding of this important area for 
HEIs. 

The present paper contributes to MC literature by 
identifying a third approach that alliances can use and 
also to compare the three approaches for issuing MCs 
by alliances using data governance contingency 
factors. As a practical contribution, this can help HEI 
alliances understand the pros and cons of the three 
approaches to issuing MCs using the data governance 
contingency model. The rest of the current paper is 
organized as follows: Section 2 provides a theoretical 
background related to MCs and data governance 
models. Section 3 presents the data collection and 
analysis, which is followed by the findings in section 
4. Section 5 covers the discussion and conclusion. 

2 BACKGROUND 

2.1 Micro-Credentials 

After an extensive effort that was coordinated by the 
European Commission, MCs have been defined as 
“the record of the learning outcomes that a learner 
has ac-quired following a small volume of learning” 
(European Commission, 2022). Along with these 
efforts, the frameworks, and related technologies of 
MCs (DCC, 2023; Digivisio, 2023; MicroHE, 2021) 
started developing, and the metadata that they should 
contain have been described (European Commission, 
2022). Within the context of HEIs, most of the 
literature focuses on the content, importance, and 
implementation of the MCs (Flynn et al., 2023; 

Oliver, 2019). Although some studies have explained 
the features needed in MC platforms, (Kiiskilä et al., 
2022), and new technologies are emerging to 
facilitate some of those features such as tamper-
proofing and verifiability (EBSI, 2022; EDCL, 2022), 
there is a limited understanding of how they can be 
used in an alliance setting for MC governance. 

Most of the literature is focused on what type of 
MCs are offered by the alliances (Shanahan and 
Organ, 2022), why alliances offering them benefit 
learners and HEIs (Romiță et al., 2021) and 
recognition of MCs (Ashizawa et al., 2024). From 
knowledge management perspective, literature also 
covers how alliances can be a differentiating factor in 
offering unique products such as MCs (Parise and 
Sasson, 2002), how alliances can leverage strength 
from the partners to create new opportunities (Inkpen, 
1998) and governance adaptation at alliance level 
(Reuer and Zollo, 2000). Literature on how alliances 
can issue MCs and their strategy for MC governance 
is, however, limited to a few practical examples (Una 
Europa, 2022; ENHANCE, 2022). There are two 
approaches that can be seen in these practical 
examples for alliances to issue MCs. 

(a) Hybrid approach: One or more of the alliance 
partners issue MCs on behalf of all the 
partners. This requires one or more of the 
partners to develop a system internally to 
issue MCs for all the partners (Una Europa, 
2022). It includes a system in place for 
alliance partners to offer the MCs in a 
mutually agreed platform or their own 
internal platform (SDG Campus, 2024) and 
clear path for students how to apply for the 
MC (credential portion) when they 
successfully complete it. 

(b) Decentralized approach: Each partner issues 
their MCs. In the decentralized approach, the 
MCs might be offered through the alliance, 
but each partner need to develop the MC 
issuance system internally or use commercial 
systems such as BC Diploma (BCDiploma, 
2023). The decentralized approach is similar 
to existing practices in HEIs in issuing study 
records to students coming to their institution 
to study a single course or a fixed amount of 
time for mobility (Cuzzocrea and 
Krzaklewska, 2023). While in normal 
mobility programs, regular study records are 
issued to students from other HEIs, for MCs 
partners need to either enhance their existing 
systems or partner with external systems to 
issue MCs. 
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In both cases, issuing MCs should include the 
requirements such as making them tamper-proof, for 
example, by using an electronic seal to sign the 
credentials (eSealing). Depending on a variety of 
reasons such as institutional or national strategy for 
MCs, institutional bandwidth to enhance existing 
systems or partner with external systems (Kiiskilä et 
al., 2023), these options might not work for all 
alliances. 

2.2 Data Governance 

Data governance can be described as a framework of 
policies, processes, and guidelines for managing data 
as a strategic enterprise asset (Abraham et al., 2019). 
It specifies rights and accountabilities for an 
organization’s decision-making about its data (Khatri 
& Brown, 2010). Different frameworks have been 
proposed with a focus on traditional IT assets (Weill 
and Ross, 2004), and domains relevant to data (Khatri 
and Brown, 2010; Otto, 2011).  

Possible data governance approaches include 
centralized, decentralized and hybrid (Asgarinia et 
al., 2023; Colona & Jaffe, 2016; Xie et al., 2024). 
Although most of the data governance models 
presume the same model can fit any organization, 
Weber et.al. (2009) proposed a model that takes 
contingency factors into account for data governance. 
By using these contingency factors, organizations can 
determine the right data governance approach (Otto, 
2011). The data governance model for any 
organization depends on the external and internal 
organizational factors that determine the 
organizational context related to data governance 
(Otto, 2011). According to the Weber’s contingency 
model (Weber et al., 2009), a specific data 
governance configuration needs to be designed so that 
it fits the organization’s context factors. It consists of 
two distinct parameters (a) organizational placement 
of data quality management (DQM) activities and (b) 
coordination of decision making for DQM. 

However, the factors proposed by Weber do not 
consider external contexts such as platforms used by 
organizations. For institutions and alliances to issue 
MCs, platform(s) are a key component and so the 
governance factors related to platforms should also be 
considered. Lee et al. platform governance model 
(Lee et al., 2018) is an extension to the Weber model 
that includes factors specific to organizations using 
platforms. For this case study, we adapted Weber’s 
contingency factors and two of the factors from the 
platform governance model namely, Open strategy 
and Platform maturity that contribute to the MC 
governance. For alliances offering and issuing MCs, 

open strategy can open the platform for multiple use 
cases and platform maturity ensures strict data 
governance.  

3 DATA COLLECTION AND 
ANALYSIS 

A case study was conducted with an alliance of 
multiple HEIs offering MCs to students of the 
alliance partners. At the time of data collection, there 
were 12 HEIs in the alliance from 12 different 
countries throughout Europe. All the partners were 
already offering courses through the alliance and 
issued a certificate of completion, along with the 
required academic transcripts to the students.  

Multiple sources have been used for data 
collection, here following the recommendations of 
Yin (Yin, 2009). These include internal documents, 
project documents, white papers, and external 
documents such as platform documentation. 
However, data from the interviews are the major 
source. 19 individuals in administrative roles were 
interviewed. The interviews lasted between 28 and 63 
minutes, with an average of 52 minutes. The 
interviews were conducted remotely using Microsoft 
Teams and were recorded with the permission of the 
participants. Furthermore, all the institutions 
participated in an early adopter program with EDCL.  

All the interviews were transcribed. The research 
approach can be considered as an interpretive case 
study (Elliott & Timulak, 2005). In the present study, 
the three coding procedures proposed by Strauss and 
Corbin (1990) were used: open, axial, and selective 
coding. NVivo software was used to identify concepts 
from the interview transcripts. The incident(s), 
action(s), or event(s) from the raw data were given 
conceptual labels (Strauss & Corbin, 1990). Then the 
identified concepts were compared with the emerging 
theories and the most relevant and acceptable 
concepts were categorized. These categories were 
further developed into subcategories, ensuring the 
existence of linkage between them. 

The two approaches, named in the present study 
as hybrid and decentralized, were derived from the 
practical examples as mentioned in section 2, and the 
third approach is derived from the empirical analysis. 
The contingency factors were used as influencing 
factors in providing the comparison of all three 
approaches for MC governance. 
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4 FINDINGS AND ANALYSIS 

4.1 Approaches for Credential 
Governance 

As described in section 2, the issuance of MCs can 
happen in two ways for alliances. (a) Hybrid 
approach, where one or more of the alliance partners 
issue MCs on behalf of all the partners or each partner 
issues their MCs. (b) Decentralized approach which 
requires all the partners to build the capability to issue 
MCs. In our case study, during the EDCL early 
adopter program and our interviews it became 
evident that no one institution from the alliance would 
like to take the responsibility to issue for other 
institutions nor have the capability to issue MCs.  

It became clear that neither hybrid nor 
decentralized approaches would work for this 
alliance. This resulted in the need to identify a 
different approach to offer and issue MCs for 
alliances such as the one in the present study. Based 
on the empirical analysis, a third approach is 
identified: 

(c) Centralized approach: The alliance seals and 
issues the MCs on behalf of the partners. 

The centralized approach requires the alliance to 
have a central platform to offer and issue the MCs. 
This platform becomes the central management and 
governance entity for all the MCs offered by the 
alliance. The central platform becomes the repository 
of all the MCs offered by the partners, ensuring all the 
information required to issue a MC is captured. This 
approach requires the central platform to provide a 
way for the partners to indicate when students 
complete the requirements to issue the MCs. The 
central platform also needs to have a mechanism to 
re-issue the same MCs if the need arises in the future. 

4.2 Contingency Factors for the 
Governance of Credentials 

4.2.1 Comparison of Approaches 

To understand and evaluate the best approach for the 
governance of MCs by alliances, the contingency 
model was applied. As discussed in section 3, the 
contingency factors include both organizational as 
well as platform context factors. Table 1 shows the 
comprehensive contingency factors and the 
comparison of all three approaches. 

Certain contingency factors such as the degree of 
market regulation stay the same for all three 
approaches because, irrespective of how the MCs are 
issued, all the data regulation policies need to be 

followed. The centralized approach provides an open 
strategy because the platform is specifically designed 
to offer and issue MCs and customizing to a different 
market is easier. Similarly, it is easier to expand the 
portfolio of MCs offered in the centralized approach 
because it is a cumulative effort of all partners. The 
quality of the portfolio can be higher in both hybrid 
and centralized approaches because interoperability 
and uniformity are inherent.  

Table 1: Contingency factors and comparison of the three 
approaches for MC governance. 

Contingency 
factor

Hybrid (A) Decentralized 
(B) 

Centralized 
(C) 

Performance 
strategy (High<-
>Low) 
Quality  
Growth

 
 
High 
Low 

 
 
Low 
Low 

 
 
High 
High 

Diversification 
breadth (High<-
>Low) 
Portfolio/Market

 
Low 

 
Medium 

 
High 

Organizational 
structure 
(Centralized<-
>Decentralized)

 
Centralized 

 
Decentralized 

 
Centralized 

Competitive 
strategy 
Branding 
(High<->Low)

 
High 

 
Low 

 
High 

Process 
harmonization 
(Global<-
>Local)

 
Semi-global 

 
Local 

 
Global 

Degree of 
market 
regulation 
(High<->Low)

 
High 

 
High 

 
High 

Decision making 
style 
(Hierarchical<-
>Co-operative)

Hierarchical Segmented Co-operative

Platform 
maturity 
(Robust<-
>Scalable)

 
Robust 

 
Scalable 

Robust & 
scalable 

Open strategy 
(Open<-
>Closed)

Closed Closed Open 

4.2.2 Case Study 

The contingency factor matrix shows the comparison 
of the three approaches to issuing MCs. The alliance 
in the present case study chose centralized issuance 
as the best approach because it solved the issues 
identified earlier and opens other opportunities. As 
mentioned in the previous section, none of the 
partners in this alliance were ready to take up the 
responsibility of issuing MCs on behalf of all the 
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partners, and not all the partners were ready to issue 
MCs on their own. When asked for preference in the 
method of issuing MCs, administrators from all the 
partner institutions responded with a unanimous vote 
for the centralized issuance of MCs. The reasons 
included administrative ease and control over what is 
issued. 

“Administratively, it makes much more sense to 
have a centralized process and to have one place that 
issues all the credentials and has the control of 
accreditations and all the parameters that you need 
to issue the credentials”. - National co-ordinator. 

Administrators felt issuing from the central 
platform would ensure all the MCs would be 
consistent. Each institution can provide the same 
information for all the MCs that can be stored in the 
central platform. 

“It would make it equal and not different from 
each university”. – Chief consultant  

Institutional strategy and the work needed to 
convince and organize is another factor mentioned by 
administrators. The strategic vision for the alliance 
and making it a good user experience for the students 
were at the top of the list for all institutions. 

“If you look at the administrative process, then 
centralized would be better because it is much more 
work if you have to organize this within your own 
university”. – Educational consultant 

Another factor mentioned by administrators is 
branding. It helps with the strategic vision and 
branding of the alliance as the individual institutions 
can focus on offering high-quality MCs under the 
alliance brand.  

“Centralized marketing, centralized 
administration, enrolment, record, and storage, and 
so on”. – Teacher and work package contact for MCs. 

The alliance being a legally registered entity, 
acquired a Qualified eSeal and acted as the “issuer” 
of MCs by eSealing them, and the institutions 
offering the MCs acted as the “awarding body”. In 
every MC, an evidence statement confirming the 
issuer and awarding body roles and responsibilities 
was included by EDC. 

To facilitate this, the alliance added an addendum 
to its existing accord for recognition of credits. stating 
that all partner institutions agreed on the alliance to 
eSeal and issue all the MCs on behalf of the partners. 
This addendum was saved on the central platform 
server and a link to that document was included in 
every MC. This new ability to let an alliance issue 
MCs on behalf of all the partners also led to 
identifying steps in the MC process and 
responsibilities at the institutional and central alliance 
levels. 

4.2.3 Potential Barriers for Centralized MC 
Issuance 

Although numerous advantages were cited for issuing 
MCs centrally by the administrators, certain 
limitations also exist in the approach. The platform is 
central but there are no IT pipeline integrations done 
from partner institutions to the central platform to 
streamline data transfer. Therefore, all the relevant 
information for MCs including content related 
information, and admissions requirements for each 
MC, need to be entered into the central system 
manually. This includes the mandatory information to 
be included into a MC such as learning outcomes, 
description of the course, and workload. This can be 
time-intensive and requires dedicated resources from 
each institution to manage the information.   

Because most of the MCs offered by this alliance 
can be formal and credit-based, the grade was an 
important factor to include in MCs. Due to lack of IT 
integration, they need to be entered manually by each 
institution into the central platform. Grades are 
sensitive information for a student and so a decision 
was made not to include grades in the MCs as it is 
considered too risky and error-prone to enter them 
manually. Since the students need a proof of 
completion including the grade to receive credit in 
their own institution, all the institutions still need to 
provide proof of grade, such as transcript of records. 
This renders MCs complementary to the existing 
process, a digital proof of participation and not 
replacement of current study record 

Even though students register to a MC in the 
central platform, the admission process is done by the 
institution offering the MC and students receive 
access to their learning management platform. Since 
the MCs are created and issued from the central 
platform, there is a need to establish the identity of 
the students to ensure the MCs are issued to the right 
students. A process was established to obtain the level 
of security for the students either from their home 
institution or the host institution who is offering the 
MC by conducting an identity check. In cases where 
host institutions do not conduct an identity check if 
partner students register and home institution doesn’t 
have an established process to set the security level 
for the students, the level of security remains low 
which results in MCs not issued to those students. 
This requires either an additional workload for IT 
team in the institutions or an additional process to be 
followed in the central platform to do manual identity 
checks for those students with low level of security 
through video chats. This adds additional burden 
either on the institutions to ensure the level of security 
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is added or on the central staff to perform manual 
checks. This may also increase privacy and security 
related issues for the students with additional identity 
checks. 

Centralized issuance of MCs can add additional 
privacy and security related governance issues and 
need to be carefully considered including discussions 
with data protection officers and designing 
comprehensive policies. 

5 DISCUSSION AND 
CONCLUSION 

5.1 Theoretical Contributions 

The first key contribution is the identification of a new 
approach in the context of MC issuance by alliances.  
Studies have examined MCs and their potential in 
various fields for career development (Vordenberg et 
al., 2024) and possible hurdles in implementing them 
from HEI perspective (Raj et al., 2024; Saad et al., 
2024). Issuing MCs is discussed only as an end to 
means rather than as an important influencing factor 
(Alsobhi et al., 2023; Halim et al., 2024) especially in 
the case of alliances. Few studies that are available on 
alliances offering MCs (Ipsilandis et al., 2024) focus 
on dynamics of alliances themselves. MC governance 
required to issue MCs is critical and needs thoughtful 
consideration for the success of alliances in offering 
MCs. The two approaches we identified through 
practical examples work for certain alliances but not 
for all. Factors such as an individual institution’s 
ability to issue MCs and willingness to take the 
burden of issuing MCs on behalf of all the partners 
determine whether either of the approaches can be 
used. Alliances where neither option is viable are left 
with no solution. With the centralized approach that 
we identified, alliances can consider building a 
central system and using the alliance legal entity to 
eseal and issue MCs for all the partners. This gives 
the institutions the flexibility to build the capability 
of issuing MCs in step with their institutional 
strategy. This centralized approach for the alliances 
to issue MCs has not been used in practice or studied 
to our knowledge. This contributes to the MC 
literature to include different approaches for MC 
governance.  

The second key contribution is the comparison of 
the three approaches in the context of MC issuance. 
Although the three approaches namely: hybrid, 
decentralized and centralized can be found in existing 
literature in the data governance context (Coche et al., 

2024; Lemieux et al., 2020), the same cannot be 
applied to MC governance. Existing studies offer 
knowledge about technology to use for MC 
governance (Subramanian et al., 2024). Studies 
involving governance in alliances also discuss about 
governance mechanism that promote knowledge 
sharing (Eden et al., 2011) and how governance form 
can enable partners to develop, transfer and protect 
knowledge (McGill, 2007). However, our findings 
illustrate that in an alliance setting, who and how 
MCs can be issued using the technology is still 
needed. To meet requirements such as making the 
MCs tamper proof and include certain information 
mandatory in each MC, every alliance needs to look 
at how management and governance can be done and 
choose the right approach for them. This paper 
provides an understanding how the contingency 
factors from data governance can be used to find the 
right approach for any given alliance. To the best of 
our knowledge, this is one of the first studies to 
provide a comparison of all three approaches in the 
context of MC governance which includes issuing 
MCs. This contribution extends extends the MC 
literature to compare different approaches alliances 
can take. This also contributes to the data governance 
literature to use contingency factors in determining 
the right approach for alliances to take. 

5.2 Practical Contributions 

The findings make practical contributions by 
explaining 1) reasons why certain approaches such as 
hybrid and decentralized, might not meet the needs of 
some alliances for MC governance and 2) provide 
comparison of approaches from data governance 
perspective so alliances can make informed decisions. 
MC research has lacked empirical studies that could 
inform alliances different approaches feasible for MC 
governance or how to choose the right approach. Only 
a handful of practical examples are available and the 
approaches from those examples, don’t necessarily fit 
for all alliances as was evident from the findings. The 
present case study presents a centralized approach for 
MC governance and a comparison of all three 
approaches provided in this study from data 
governance perspective can help alliances when 
considering the right approach for their MC 
governance. 

5.3 Limitations and Future Research 
Topics 

The present study has certain limitations that warrants 
further research. First, the interviews were done 
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during spring 2022, when MCs were still new for the 
administrators who were interviewed. However, all 
the administrators had considerable knowledge of the 
early adopter program in which the alliance 
participated in and helped in understanding the 
institution’s ability to issue MCs at that time. Second, 
the comparison of the three approaches was done 
specifically, with a focus on the issuance of MCs by 
the alliances. Upcoming studies should also explore 
the validation of these approaches for other business 
strategies. Third, the contingency factors considered 
for the case study were specifically for an alliance of 
HEIs. Further research is needed to better understand 
the influence of contingency factors on data 
governance for other types of alliances as well. 
Fourth, the alliance in this case study is an established 
entity with an existing history. Further research is 
needed to understand whether a similar approach 
would work for alliances that form just for a single 
project. 
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Abstract: Automation technologies such as robotic process automation (RPA) and intelligent automation (IA) are 
essential for managing rising healthcare costs and ensuring sustainable health services. Although these 
solutions have been implemented in several Finnish healthcare organizations, their overall impact has not 
been systematically evaluated. This research investigates the impact and evaluation of healthcare automation 
through a multi-case study conducted in two Finnish healthcare organizations. While automation has 
improved resource utilization, process efficiency, and standardization across units, the findings highlight the 
need for a more comprehensive evaluation and continuous monitoring of automation benefits. Future research 
should focus on developing a specific evaluation framework tailored to healthcare automation technologies. 
The adoption of holistic evaluation methods could allow healthcare organizations to better understand the 
impact of automation and further enhance operational efficiency and patient care.

1 INTRODUCTION 

Mestres (2017) posits that healthcare faces three key 
challenges: rising costs, a decrease in available 
physicians, and an increase in patients. Similar trends 
are noted in Finland, with increasing healthcare costs 
and declining availability of personnel (Kirkonpelto, 
Mäntyranta, et al., 2023). Digitalization offers 
solutions by improving productivity, transforming 
care delivery, and simplifying administration (Sony, 
Antony & Tortorella, 2023). Although digitalization 
can help healthcare organizations meet their 
objectives, the outcomes of digital interventions often 
take time to materialize and can be challenging to 
measure (Cresswell, 2023). 

This paper focuses on one specific avenue of 
digitalization in healthcare – the impact of automating 
digital workflows. Automation initiatives can deliver 
a wide range of benefits to healthcare organizations 
through cost savings, standardized and always-
available processes, and freeing employees from 
repetitive manual tasks (Kedziora and Smolander, 
2022; Ratia et al., 2021; Kedziora and Kiviranta, 
2018).  

Although automation solutions are recognized for 
their potential, it remains unclear how these back-
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office solutions generate value in the public 
healthcare sector (Ratia et al., 2021). In particular, 
there is a lack of relevant research on the impact 
assessment of automation (Meironke and Kuehnel, 
2022), with discussions being "ad-hoc and scattered, 
with minimal empirical and theoretical support" 
(Denagama Vitharanage et al., 2020). The research on 
automation solutions often focuses on the technical 
dimensions, giving less emphasis on the benefits and 
value creation (Ratia et al., 2021). Various patient-
centric attempts have been made to create an overall 
impact assessment framework for digitalization 
efforts (e.g. WHO, 2016; Lillrank et al., 2019; 
Parviainen et al., 2017; Karunasena & Deng, 2012). 
However, research on automated back-office 
solutions that do not directly affect patient outcomes 
has been more limited. Especially in the Finnish 
public sector, systematic evaluations of automation 
technologies are limited (Kääriäinen et al., 2018).  

This research aims to examine the outcomes of 
automation solutions in healthcare and provide 
information on how their impact can be measured. 
The study focuses on two methods: robotic process 
automation (RPA) and intelligent automation (IA), 
applied within two Finnish public healthcare districts: 
The Wellbeing Services County of Pirkanmaa 
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(PIRHA) and the Helsinki and Uusimaa Hospital 
District (HUS). Although both healthcare 
organizations had implemented various automation 
tools, they had not fully assessed the overall impact 
of these solutions. The objective of this paper is two-
fold: to identify key automation benefits and potential 
risks and to provide information on what should be 
considered when evaluating automation outcomes. 
The research questions are the following: 

 
RQ1. What are the benefits and risks of 

utilizing automation solutions in healthcare? 
RQ2. What should be considered when 

evaluating automation in healthcare? 

2 BACKGROUND LITERATURE 

2.1 Utilizing Automation to Enhance 
Healthcare Operational Processes 

Workflow automation, which involves identifying 
sequences of tasks that can be streamlined with digital 
tools, provides opportunities to address process 
inefficiencies in healthcare (Zayas-Cabán, Okubo, & 
Posnack, 2023). Automating simple workflows is 
needed in healthcare, where professionals are 
burdened by repetitive administrative duties like data 
entry, documentation, and scheduling – tasks that 
often distract from patient care. Automation 
technologies can take over these routine tasks, 
allowing healthcare providers to dedicate more time 
to meaningful patient interactions. (Mohamed & 
Frank, 2022.)  

Often automating business processes require the 
use of application programming interfaces (API) to 
connect with legacy systems (Herm et al., 2023; Syed 
et al., 2020). However, such solutions are not always 
feasible in healthcare due to technical constraints, 
legacy systems, or vendor limitations. In these cases, 
lightweight and non-invasive automation solutions, 
such as RPA and IA, can present an opportunity to 
improve operational processes across care delivery 
and administration (Ferris, Ackers & Borhani, 2022; 
Zayas-Caban, Okubo & Posnack, 2023). 

RPA automates repetitive digital tasks typically 
performed by humans (Ivančić, Suša Vugec, and 
Bosilj Vukšić, 2019; Kääriäinen et al., 2018; 
Willcocks, Lacity, and Craig, 2015; Ratia et al., 
2021). These robots mimic human actions on system 
interfaces (Herm et al., 2023). Due to its low cost, 
quick implementation, and minimal system changes, 
RPA is attractive for healthcare providers struggling 
with system integration (Ratia et al., 2021; 

Osmundsen et al., 2019; Kedziora & Kiviranta, 
2018).  

RPA is effective in automating routine processes, 
such as physician credentialing, patient scheduling, 
and billing (Jain and Bhatnagar, 2019). For example, 
during COVID-19, RPA accelerated diagnoses, 
distributed targeted health information, and updated 
quarantine data (Doğuç, 2021). In Finland, RPA was 
used to process up to 2,000 COVID-19 vaccinations 
daily, a task previously done by 10-15 employees 
(Adolfsson, 2021). Similarly, in HUS, RPA saved 
over 13,000 workdays in 2021, equivalent to the work 
of 65 full-time employees (HUS, 2021). 

While RPA is a powerful tool, its applications are 
primarily limited to tasks that are highly rule-based, 
structured, standardized, and supported by well-
documented decision logic (Ng, 2021). IA enhances 
RPA with AI features such as machine learning and 
natural language processing to replicate human 
cognitive skills (Kedziora and Hyrynsalmi, 2023; 
Coombs et al., 2020). With these capabilities, IA can 
handle unstructured data, make real-time decisions, 
and perform content-aware computing, overcoming 
many limitations of RPA (Ng et al., 2021). 

IA can assist in complex scheduling, capacity 
management, and process optimization in operating 
rooms and emergency departments by managing 
patient movement between diagnostics and wards 
(Garcia et al., 2020). Additionally, IA can coordinate 
patient information, issue health risk alerts, predict 
health outcomes, and optimize logistics processes 
(Secinaro et al., 2021). However, IA research is still 
in its early stages with challenges and potential 
applications yet to be fully explored (Ng, 2021). 

2.2 Impact Evaluation of Automation 
Initiatives 

Porter (2013) defines healthcare value as 
“maximizing value for patients,” meaning achieving 
the best outcomes at the lowest cost. In other words, 
healthcare value = patient outcomes / total costs. 
Specifically, Porter (2014) argues that while process 
measurement and improvements are valuable tactics, 
they cannot replace the importance of measuring the 
results of care. Thus, healthcare value is the result of 
care, not the volume of services delivered. What is 
then the impact of back-office automation solutions 
that do not directly affect patient outcomes? 

To measure the overall healthcare outcomes, the 
primary metric used is effectiveness, which refers to 
the impact of treatment on the health conditions of a 
population under routine conditions (Ikonen, 2019; 
Pitkänen et al., 2018). From effectiveness, several 
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other important metrics are derived, such as cost-
effectiveness, which evaluates the ratio of 
effectiveness to costs, and productivity, which is the 
ratio of output (the result of an operation) to input (the 
resources or costs used to achieve that output) 
(Sintonen et al., 2021). Productivity can be enhanced 
by either reducing costs while keeping the output 
constant or by increasing output while maintaining 
the same costs. Consequently, improving 
productivity also enhances the cost-effectiveness of 
healthcare processes (Sintonen et al., 2021). 

Automation is often implemented to improve 
cost-effectiveness by enhancing productivity. 
Automation benefits can be tangible, like reduced 
costs and faster processing, or intangible, such as 
better customer satisfaction and employee 
motivation. Evaluating both types separately is 
crucial since not all benefits, like financial gains, are 
easily measurable (Axmann and Harmoko, 2021). 

While the automation benefits are recognized, 
their impact assessment is still lacking (Meironke & 
Kuehnel, 2022; Kääriäinen et al., 2018). According to 
Kääriäinen et al. (2018), organizations tend to assess 
automation mainly using a narrow set of criteria, with 
a focus on internal savings.  Many of the assessment 
frameworks focus on the requirements, feasibility, 
and readiness of a company to implement new 
technology, such as the 5D digital technology 
assessment (Axmann and Harmoko, 2021), RPA 
selection indicators by Kim (2023), or the method for 
RPA process selection proposed by Wanner et al. 
(2019). However, they do not consider how to 
conduct continuous monitoring and evaluate the 
impact after the implementation. 

Moreover, Meironke and Kuehnel (2022) 
identified 62 unique metrics in the literature to 
evaluate the benefits of automation. Most of these 
metrics focus on efficiency and costs, emphasizing 
the number of transactions, work hours saved, and 
process time. Accuracy or error rates are also 
commonly used to measure quality and compliance 
benefits. On the other hand, metrics related to 
implementation effort, employee and customer 
satisfaction, availability, and interoperability are less 
commonly found. Thus, the authors conclude that the 
assessment of automation benefits “shows a 
tendency” to prioritize quantifiable economic metrics 
over qualitative and non-economic ones. (Meironke 
and Kuehnel, 2022.) 

 
 
 

3 METHODOLOGY 

This research aims to provide insights into evaluating 
automation outcomes. To address the research 
questions, the study has focused on the benefits, risks, 
and evaluation challenges of automation in two 
Finnish healthcare districts: PIRHA and HUS. 

The research was conducted as a multi-case 
qualitative study. This study employed a qualitative 
design to explore a relatively novel topic, which is 
ideal for gaining an in-depth understanding of 
phenomena within specific contexts when little is 
known about a topic (Saunders et al., 2019; Antwi & 
Hamza, 2015). Moreover, the research employed an 
embedded multi-case study design; it contained more 
than one sub-unit of analysis to conduct an in-depth 
examination of a current phenomenon (the ‘case’) 
within its real-life setting (Yin, 2018). The method 
allowed to investigate stakeholders' experiences with 
various automation implementations across multiple 
units. The two case organizations were ideal for the 
study due to their size and previous experience with 
multiple automation projects. Furthermore, while 
both healthcare organizations had implemented 
various automation solutions, they had not fully 
assessed their overall impact. 

3.1 Data Collection 

The empirical data was gathered through 32 semi-
structured interviews with employees, administrative 
staff, and stakeholders in PIRHA and HUS 
experienced with RPA and IA. Participants included 
department secretaries, nurses, doctors, pharmacists, 
digitalization experts, and head physicians. External 
IT companies providing automation solutions were 
also interviewed to capture their perspectives. Table 
1 lists all participants. 

The interview data was gathered in two phases: 
from PIRHA in Spring 2023 and HUS in Autumn 
2023. PIRHA interviews focused on RPA solutions, 
while HUS interviews covered IA processes. 
Purposive sampling was used, meaning the 
participants were selected based on characteristics 
that matched the research objectives (Andrade, 2021; 
Etikan et al., 2016). Specifically, participants had 
prior experience with automation and represented a 
diverse set of roles. The research team provided 
preferences for roles and units but had limited control 
over participant selection. Due to the policies of both 
organizations, the final participant selection was 
made within a tight timeframe by a designated contact 
person. Consequently, convenience and availability 
also played a significant role in recruitment. 
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All interviews followed a similar structure and 
were conducted remotely via Microsoft Teams. 
Participants discussed automation benefits and risks 
from the perspectives of employees, patients, costs, 
and processes and shared their views on impact 
assessment. The interviews were recorded, 
transcribed, and pseudonymized with participants' 
permission before analysis. 

While the interviewees discussed several 
automated processes, the primary focus was on two 
processes: referral handling and medical dosage 
building. Both organizations had implemented a 
referral sorter to shift manual work from nurses and 
department secretaries. “Before automation or the 
electronic patient record system's XDS archive, the 
paper referrals arriving at the unit were placed on the 
doctor’s desk,” as one secretary from HUS describes 
it (Ahlskog, 2022). Now, the robot continuously 
processes new doctors' referral texts in a virtual 
referral center. It categorizes them into the correct 
queues, where doctors can access and review the 
referrals for further evaluation. In PIRHA, the RPA-
based solution uses predefined logic to automate 
repetitive referral handling. However, if the robot 
misplaces a referral, an employee must correct it. 
Moreover, HUS has enhanced the referral sorter with 
AI, using machine learning to interpret symptoms and 
diagnoses from referral texts.  

HUS has also an automation solution for filling 
patients' dosage information in the electronic health 
record system, Apotti. This medical dosage builder, 
used by nurses and pharmacists, transforms free-text 
medication info into the required structured format. It 
provides code suggestions, reducing the need for 
manual entry of the patient’s medication list. The 
structured medical information is standardized data 
that is used to generate dosage instructions with a 
similar structure for all patients, reducing the need for 
manual input and minimizing errors. 

3.2 Data Analysis 

Data analysis was conducted using qualitative content 
analysis with the QDA software ATLAS.ti. The study 
followed a directed content analysis approach 
presented by Hsieh and Shannon (2005), starting with 
relevant research findings and preliminary theory-
based categories for automation benefits and risks. 
The empirical data consisted of two datasets, one for 
each case, with data collection divided among the 
researchers. Consequently, none of the researchers 
participated in all interviews, resulting in a final 
dataset that was a mix of primary and secondary data 
for all researchers. 

Given the mix of primary and secondary data, the 
study employed tactics for an abductive content 
analysis as outlined by Vila-Henninger et al. (2024). 
Firstly, a deductive theory-based codebook was 
created and expanded with inductive codes. For 
instance, in this step, the benefit dimensions provided 
by Meironke and Kuehnel (2022) were utilized to 
categorize the benefits. The “AI coding” feature of 
ATLAS.ti was also used for exploratory coding. 
Secondly, to reduce data volume, codes were 
combined into broader categories. Here, the ‘Query 
Tool’ was used to sort codes based on the four 
perspectives that were investigated. Finally, a 
detailed manual qualitative analysis was performed to 
identify emerging themes and compare differences 
between the two cases. 

Table 1: Participant list from PIRHA and HUS. 

Region Role Number of 
participants

PIRHA 

Department Secretary 5 

Nurse 2 

Chief Physician / Director 2 

Medical Doctor 2 

Digitalization Specialist 2 

Head / Deputy Head Nurse 2 

Product Owner (External) 1 

Midwife 1 

Service Provider (External) 1 

HUS 

Pharmacist / Senior 
Pharmacist 5 

Digitalization Specialist 2 

Department Secretary 2 

Nurse 1 

Product Owner 1 

Deputy Chief Physician 1 

Product Owner (External) 1 

Data Scientist (External) 1 

Total 32 
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4 FINDINGS 

4.1 Perceived Benefits 

The thematic interviews in both healthcare counties 
expressed that the overall perception of automation 
has been positive. The most mentioned direct benefits 
were related to process efficiency, improved resource 
utilization, and availability of services. 

In HUS, one external expert describes that the 
referral processing time has decreased significantly, 
from 32-35 hours to approximately 3-4 hours. 
However, while quicker referral handling provides 
information to patients faster, it doesn't necessarily 
lead to faster treatment. More precisely, participants 
describe that the referral sorter has merely moved the 
bottleneck from the referral handling to the next step 
of the patient journey. Thus, speeding up one part of 
the process does not necessarily reduce overall 
treatment time. However, faster referral handling can 
be impactful for urgent patients. Participants describe 
how automation robots process urgent cases faster 
and thus increase the accessibility to treatment: “For 
urgent referrals that take 1-7 days, it makes a 
significant difference if they can be processed in 2-4 
hours instead of five working days.” 

While interviewees often mention time savings, 
they struggle to pinpoint where the extra time goes. 
Nurses and pharmacists note a slight increase in 
patient care time, which enhances the overall quality 
of the patient experience. However, these time 
savings per patient inquiry are deemed small and hard 
to measure. In HUS, doctors have faced additional 
workload from the referral sorter, as incorrect 
referrals have been directed to them. On the contrary, 
in PIRHA, the effect has been more moderate. For 
secretaries, the possible benefits seem most direct, as 
they have more time for more challenging 
administrative tasks, such as appointment scheduling 
and other phone-related work. 

Moreover, participants in HUS described that IA 
solutions has created standardization across the 
organization.  Before automation, there were large 
variations in how medication lists were written. As 
automation requires rule-based inputs, it has 
standardized the medical information, leading to 
consistent interpretations across the organization. 
“The fact that information is the same for all users. 
Perhaps that’s the best benefit here. It also guides us 
in standardizing practices across different areas of 
healthcare,” describes one pharmacist. “This is a 
massive organization, and with automation, we have 
achieved greater unity across specialties,” 
summarizes another participant. 

Other process-related benefits were related to 
compliance and interoperability. The solutions have 
helped to meet reporting requirements and facilitated 
data and system linkage. “The smoother we can make 
reporting, the better,” describes one participant. 
“From the perspective of organizational 
development, it supports knowledge management,” 
continues another interviewee. Moreover, while 
automation robots act fast, they also handle 
information without biases, positively impacting 
equal access to treatment. “It’s not affected by 
whether someone is in a bad mood, had a rough 
morning, or is running late for work. Automation is 
consistent; it doesn’t get tired or have biases.” 

Automation solutions have also created indirect 
benefits in both organizations, such as enhanced 
employee and patient experience. The participants 
describe that automation can help “find meaningful 
job roles” and provide time for “brain-intensive work 
that professionals are trained for.” 

While cost savings are discussed, the perception 
of it varies across units and roles. The digitalization 
experts highlight the fast payback time and scalability 
of automation solutions. “The time savings 
accumulate when creating such easily scalable 
processes. There are no additional costs with 
expansion,” describes one digitalization expert. On 
the contrary, nurses and secretaries find it hard to 
evaluate cost savings, one reason being that some of 
the potential saved time goes to monitoring and 
correcting the results: “Any freed-up time currently 
goes into fixing and monitoring the results. However, 
in the long term, when hopefully everything is running 
smoothly, I would see cost savings occurring,” 

Lastly, participants note that patients likely don't 
notice automation since it works in the background. 
However, automation has positively impacted 
patients in various ways, such as delivering treatment 
information faster and allowing doctors more time for 
patient care. 

4.2 Recognized Risks 

In both cases, the two main recognized potential risks 
of automation were additional work created by 
technical errors and decreased process quality. The 
risk of additional work appears to be significantly 
higher during what participants describe as the 
“infancy stage,” meaning the early stages of 
development. PIRHA reported significantly more 
issues with its early-stage RPA solutions than HUS, 
which had both more experience and more advanced 
automation solutions implemented. 
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Table 2: An overview of the perceived main benefits and 
risks in HUS and PIRHA. 

Direct benefits Description 

Process efficiency 
Increase in volumes and 
decrease in throughput times 
and delays. 

24/7 availability The robots are always 
available to work. 

Increased resource 
utilization 

Time savings enable 
employees to complete more 
complex tasks. 

Standardization Automation provides similar 
outputs across units. 

Faster access to 
treatment (urgent 
cases) 

Automation can prioritize 
urgent cases. 

Compliance Helps to meet reporting 
requirements. 

Interoperability Easier data and system 
linkage. 

Scalability The solutions are fast and 
cheap to scale across units.

Equal access to 
treatment 

Robots handle information 
without biases. 

Indirect benefits 
Increased employee 
experience 

Increased job satisfaction and 
meaningfulness of work.

Increased patient 
experience 

Provides information faster to 
the patient and can speed up 
treatment visits. 

Cost-effectiveness 

Increase in the value of time 
gains (difference in cost of 
process by a human vs 
automation) 

Potential risks 

Additional work 

Automation solutions are not 
error-free. The risk of 
additional work is higher 
during the "infancy stage."

Decrease in quality Humans perform tasks more 
accurately than robots.

Risks in patient safety 

Automation faces challenges 
in interpreting complex data. 
Outputs involving critical 
patient information still need 
to be reviewed by a 
professional. 

 
While additional work is a risk, it also matters to 

whom and how much of it is created. In PIRHA, most 
of the additional work was targeted to secretaries and 
nurses, some of whom felt that “it has consumed work 
hours and taken away time from patient care.” The 
participants in PIRHA describe that the RPA robot 
should be able to handle 50 percent of the referrals to 
be beneficial. For example, one participant noted a 
success rate of only 27 percent during a two-week test 
period. Some other interviewed secretaries and nurses 

share similar experiences of automation feeling like 
an “additional burden.” “There is still a substantial 
amount of manual checking required. In the last 
report, more than 3/4 of cases had errors,” describes, 
for example, another participant.  In HUS, while the 
intelligent referral sorter appears to be more effective 
than the regular RPA solution in PIRHA, it has also 
created some extra work for the doctors. However, on 
the organizational level, the overall effect has been 
positive: “The doctors don’t see the advantage yet in 
the referral handling work. However, when I try to 
consider it from the perspective of the clinic’s 
operation, I see that it creates a positive impact”, 
describes one participant in HUS. 

While automation increases quantity, it does not 
necessarily increase quality. Participants underline 
that humans still perform tasks with higher accuracy 
than robots. Thus, there appears to be a trade-off 
between quality and efficiency: “I don’t believe it has 
improved quality. But it has shifted mechanical work 
away from humans,” concludes one doctor. “The 
process is less precise; errors occur more frequently 
than with a human. However, the robot performs 
faster and around the clock. That’s the trade-off,” 
continues one external expert. 

Lastly, interpreting data with changing inputs 
appears to be challenging. Several participants 
described that the dosage builder struggles with 
situations where the medication dosage changes 
within a time period. “Often if there is a variable 
dosage, like one tablet in the morning and two in the 
evening… It cannot handle such situations properly, 
so it just makes a guess,” describes one pharmacist. 
Thus, to maintain patient safety, the outputs need to 
be verified carefully by a professional. Moreover, the 
referral sorter in both case organizations has had 
issues interpreting complex data, for instance, 
sending the patient to a clinic outside their regular 
municipality. 

4.3 Challenges Measuring the Impact 
of Automation 

Measuring the impact of automation initiatives is 
perceived hard in both case organizations. The main 
assessment challenges relate to a lack of holistic data, 
baseline measurements, targets, and a regular 
evaluation process. 

Active evaluation and monitoring have been 
missing from many implementations in both 
organizations. “Not in any way, at least not in our 
unit,” is how one participant describes the current 
state. “I don’t know if there’s any monitoring at the 
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PIRHA level, but at the unit level, there isn’t,” 
continues another employee.  

The assessment has mainly focused on whether 
the technology works as intended, not on how people 
interact with it or how it improves outcomes: “We 
have tried to gather genuine user feedback, but it has 
not been very successful. Essentially, what we 
document is the result of encountering bugs." 
Evaluating the impact of automation is also 
challenging because it's “just a small part of it all,” 
making it unclear which outcomes are directly caused 
by automation. Feedback has mostly been technical 
error reports: “We get these cold reports that tell us 
how many times the robot has run and how many 
cases there are per month or week.”  

Interviewees in both organizations note that 
evaluating progress is difficult without a baseline for 
comparison. “We didn’t do measurements before the 
start of this referral processing, such as how much 
time we spend now and how much we used to spend. 
Therefore, it’s a bit challenging to assess time 
savings,” describes one secretary. In some cases, 
potential benefits have been calculated in advance 
without collecting data afterward. We haven’t had 
any active monitoring. It’s been more like we’ve 
calculated in advance the potential benefit and how 
quickly the process would pay for itself,” summarizes 
one digitalization expert. 

While participants acknowledge the time savings, 
it seems unclear how the saved time is utilized. “What 
would interest me is somehow measuring how the 
saved work time is being used. Whether it means 
being able to serve one more patient or making more 
phone calls,” describes one digitalization expert. 
Measuring time savings appears challenging because 
automation replaces only small specific tasks, not 
entire workflows. “Measuring how much time 
various small tasks take is always challenging," as 
one digitalization expert describes. Secondly, 
assessment efforts would require an additional layer 
of monitoring, which would be difficult both 
technically and due to possible resistance: “Adding 
extra monitoring to the busy daily work might not be 
the most effective solution."  

In some units, monitoring is seen as a sensitive 
issue. The work culture in these units seems to affect 
how openly the benefits of automation are discussed: 
“If you have a difficult work atmosphere, you don’t 
go tell your boss you have more bandwidth. You enjoy 
the fact that you have more space to do things. You 
don’t report that you saved another 5 hours of work 
time this week,” as one participant describes. 
However, collecting impact data could help in 
motivating employees to use the solutions: It would 

likely turn even sceptical individuals towards a more 
positive outlook. 

4.4 Evaluation Metrics 

Process metrics like time savings, throughput 
volumes, and error rates are frequently mentioned, 
especially those affecting treatment delivery, such as 
handled referrals for urgent patients. At HUS, greater 
emphasis is placed on qualitative metrics like worker 
wellbeing and satisfaction, reflecting their more 
mature solutions. In contrast, PIRHA focuses more on 
technical aspects, as their solutions are in earlier 
stages of development. 

Back-office automation benefits patients 
indirectly, such as faster referral processing or clearer 
prescription instructions. Key metrics from the 
patient’s perspective include patient safety, 
satisfaction, treatment efficiency, and service 
accessibility. Pharmacists and nurses using the 
medical dosage builder particularly emphasize 
patient safety as a crucial metric. Regarding the 
referral sorter, the main patient risk is treatment 
delays due to incorrect classification: “The biggest 
risk we've identified is a delay in treatment due to 
incorrect classification. However, the risk is very low, 
and the consequences should not be significant.” 

Measuring cost efficiency appears challenging, 
particularly due to difficulties in quantifying time 
savings. Cost savings may differ across units 
depending on whose tasks are automated. For 
instance, automating a doctor's tasks is more valuable 
than a secretary's. However, organizations can 
estimate time gains by "converting the saved time into 
work hours and the hourly rate,” as one participant 
summarizes. Additionally, automation enhances 
organizational capabilities by increasing 
standardization and simplifying scalability. This 
organizational impact could be measured by metrics 
like the number of standardized processes, speed of 
implementation, and the number of employees 
trained in automation. 

5 DISCUSSION 

The results emphasize the need for an impact 
assessment model, as no proper "template or tool" 
exists. Despite some used metrics, employees found 
the value of implemented solutions unclear: “The 
robot works well, but very few feel it’s needed in their 
process.” In some cases, not seeing the benefits has 
also caused resistance to adoption: “Some employees 
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feel that they don’t want to adopt automation because 
they perceive it as an additional burden.” 

Based on both PIRHA and HUS interviews, 
evaluation has been inadequate because a process has 
not been built around it.  Essentially, assessing digital 
transformation should answer two questions: is the 
project doing things right and is the project doing the 
right things (Pritchett et al., 2013) 

More concretely, impact assessment includes two 
steps: monitoring implementation activities and 
evaluating the monitored outcomes. Monitoring, 
which refers to routine data collection, review, and 
analysis, is the most time-consuming part of the 
process (WHO, 2016). Evaluation, the systematic and 
objective assessment of the implemented solutions, is 
only the final step in determining whether objectives 
have been met and the impact has been achieved 
(WHO, 2016). In other words, evaluation aims to 
determine whether changes in the monitored metrics 
are the result of the digital intervention. 

The findings from the two case organizations 
emphasize six key steps in impact assessment: 1) 
defining clear objectives, 2) choosing suitable 
metrics, 3) setting baselines and targets, 4) 
implementing monitoring mechanisms, 5) gathering 
feedback, and 6) conducting regular evaluations. 

Firstly, when setting goals, it is essential to 
consider both the potential direct and indirect benefits 
of automation. In HUS and PIRHA, the primary 
advantages include operational efficiencies such as 
time savings and productivity boosts, while indirect 
benefits include reduced costs, improved 
transparency, and enhanced experiences for patients 
and employees. Automation outcomes that improve 
the health system's effectiveness are mostly indirect 
second-order effects, such as freeing up time for 
patient interaction or more complex administrative 
work. 

The maturity of the solution should also be 
considered for in the evaluation (WHO, 2016).  In 
other words, consider if the automation solution is 
developed and evaluated for the first time or if it is 
undergoing scale-up.  For instance, PIRHA’s newer 
RPA solutions had more errors than HUS's mature 
systems, which requires evaluating them differently 
depending on their development stage. 

Moreover, not all metrics are relevant to every 
context. More specifically, the impact can vary based 
on the context in which they are implemented. Thus, 
a full acknowledgment of the different perspectives 
and boundaries is necessary (Williams 2015). More 
precisely, organizations must broadly consider their 
specific stakeholders’ perspectives: what goals are 
relevant for whom and what is needed to measure. 

Automation goals may not be achieved if 
stakeholders are not engaged in setting the objectives 
(Zayas-Caban et al., 2021). 

Baseline measurements are essential for setting 
realistic targets. Both PIRHA and HUS faced 
challenges due to a lack of baseline data, as no initial 
measurements were taken before implementation. 
Inconsistent monitoring was also a major obstacle. 
While technical data was collected, qualitative 
insights have been lacking. Employees stressed the 
need for gathering feedback to fully understand 
automation's impact. Collecting feedback is 
important, as unanswered quality or safety concerns 
can undermine the long-term success of automation 
initiatives (Zayas-Caban et al., 2021). 

Lastly, evaluation should occur regularly and be 
based on evidence collected at across multiple time 
points (WHO, 2016). While interviews identified cost 
efficiency and resource utilization as key factors for 
evaluation, both organizations would benefit from 
considering other dimensions. Similarly, Axmann 
and Harmoko (2024) argue that traditional cost-
benefit analysis overlooks many automation benefits, 
possibly leading to poor decisions. They propose a 
balanced scorecard (BSC) framework to evaluate 
RPA projects, categorizing benefits into four areas: 
financial, process improvement, customer 
satisfaction, and learning. With adjustments, the 
model could potentially be applied to healthcare. The 
BSC, originally developed by Kaplan and Norton 
(1992), has already been used in healthcare, both with 
original and modified perspectives (Amer et al., 2022; 
Betto et al., 2022). Further research is needed to 
determine whether BSC framework could effectively 
evaluate healthcare automation outcomes. 

6 CONCLUSIONS 

This research explored the impact of automation 
solutions in two Finnish healthcare districts, 
providing insights into the benefits, risks, and 
evaluation of automation initiatives in healthcare. 
However, several limitations must be acknowledged. 
Firstly, this study focused only on two regions with 
varying levels of automation maturity, which may 
limit the generalizability of the findings to other 
healthcare environments. Additionally, the research 
primarily gathered insights from employees familiar 
with automation without including patients. Although 
participants were asked to reflect on the impact of 
automation on patients, no direct feedback was 
collected from patients themselves.  
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The findings contribute to future research on 
developing an impact assessment framework that 
could help healthcare organizations better understand 
and enhance the use of automation. Future research 
should explore whether successful evaluation 
frameworks from other industries can be adapted for 
the healthcare sector. 
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Abstract: Knowledge management is essential for successful disaster management. This paper conducts a Systematic
Literature Review at the intersection of the knowledge management field and disaster management and ex-
amines the available body of literature. Fire departments are chosen as the focus group as they are the most
prevalent emergency services. There are many publications that deal with knowledge management during the
response phase of an emergency. Often, the literature focuses on the application of knowledge management
in large-scale disasters to link the various organizations on-scene. What is missing in most approaches is a
prior step of implementing and training the knowledge management system. Therefore, this literature review
seeks to provide an overview of approaches for daily routines and small-to-medium incidents that serve as a
training ground. However, literature on non-incident phases and smaller incidents is scarce. As information
technologies are developing rapidly, there is no modern and recent description of the current use of knowledge
management solutions in this area.

1 INTRODUCTION

Growing administrative regulations, new high-tech
equipment and changing environmental circum-
stances constantly increase the necessary information
and knowledge that civil protection personnel need
to know (Schultz et al., 2024b), (Weidinger et al.,
2021). This knowledge about processes, techniques
and equipment has to be stored adaptively so that it
is easy to learn new things, refresh familiar ones and
be aware of changes (Oktari et al., 2020). Existing
knowledge is rarely stored in a structured way, so new
or promoted civil protection members have to retrieve
information from their experienced colleagues or doc-
uments (Schultz et al., 2024b). It is rarely possible
to inform oneself or look up information from one
central source. These circumstances were the trig-
ger for the examination of the existing literature body
concerning knowledge management (KM) solutions
within civil protection (CP) by performing a System-
atic Literature Review (SLR), according to (Xiao and
Watson, 2017). This paper focuses on fire depart-
ments as one of the most widespread emergency ser-

a https://orcid.org/0009-0006-0213-1663
b https://orcid.org/0009-0000-8940-0497
c https://orcid.org/0000-0002-6761-0220

vices (Brushlinsky et al., 2019). The remaining paper
is structured as follows: Chapter 2 contains a brief in-
troduction to the fields of CP and KM, followed by
a discussion on the application of KM within CP and
its characteristics and particularities. Chapter 3 de-
scribes the application of the SLR. The organizational
aspects are outlined and then categories are derived
into which the resulting publications can be classified.
Chapter 4 discusses the findings from the SLR in de-
tail and identifies the research gaps. Chapter 5 con-
cludes the work, gives a summarizing statement and
outlines subsequent steps.

2 FOUNDATION

The preface gives a brief overview of the theoreti-
cal principles of information and knowledge manage-
ment in section 2.1. The heterogeneity of CP systems
is presented in section 2.2 in order to illustrate differ-
ences between countries or regional authorities. Sec-
tion 2.3 links the two topics KM and fire brigades and
outlines the characteristics of KM applied in the struc-
tures of fire brigades.
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2.1 Knowledge Management

KM is a key success factor and a necessity of many
businesses due to the increasing knowledge bases,
the need for a competitive advantage or internation-
alization and managing of e.g. staff turnover (In-
ternational Organization for Standardization, 2018),
(Omerzel and Gulev, 2011). The ISO norm 30401 de-
scribes KM as follows: “Knowledge management is
a holistic approach to improve learning and effective-
ness through optimization of the use of knowledge,
in order to create value for the organization. Knowl-
edge management supports existing process and de-
velopment strategies” (International Organization for
Standardization, 2018). Most literature related to KM
uses the building blocks of knowledge management
by (Probst et al., 2012) as a basis for describing KM
processes (e.g. (North, 2021), (Oliveira and Pin-
heiro, 2021)). The building blocks by North consist
of six key components: Knowledge identification, ac-
quisition, development, distribution, utilization, and
preservation.

The Association of German Engineers (Verein
Deutscher Ingenieure (VDI)) has issued a guide-
line for KM in the engineering sector that describes
the basic concepts in VDI-5610:2009 (VDI Verein
Deutscher Ingenieure e.V., 2009). The guideline
aims at advising businesses on introducing a knowl-
edge management system (KMS) and distinguishes
the terms data, information and knowledge as con-
cepts that build on each other. Two different types
of knowledge are differentiated: implicit and explicit
knowledge. Implicit knowledge is “bound to persons,
difficult to communicate and hardly to formalize”,
whereas explicit knowledge “can be formalized on
different levels (e.g. speech, writing); it is therefore
communicable and storable in various media” (Inter-
national Organization for Standardization, 2018). The
process of KM in (VDI Verein Deutscher Ingenieure
e.V., 2009) (depicted in Figure 1) corresponds with
the building blocks described by (Probst et al., 2012).

Figure 1: Knowledge management process according to
(VDI Verein Deutscher Ingenieure e.V., 2009).

In summary, it can be stated that the presented sci-
entific foundations (North, 2021), and (Probst et al.,
2012) have their origin in organizational and espe-
cially business-oriented research domains. They still

form the scientific basis for KM in recent litera-
ture. Also the presented norms (International Orga-
nization for Standardization, 2018) and (VDI Verein
Deutscher Ingenieure e.V., 2009) focus on fostering
KM in businesses. Nevertheless, these concepts are
versatile and are being used in other areas as business-
oriented KM as well.

2.2 Civil Protection

CP is used as a summary for all activities that aim
at protecting people in a certain area from natural
(e.g., earthquake, drought flood or hurricane) or man-
made (e.g., technical failure, terror) hazards (Waugh
and Tierney, 2007). Among others the following
organizations comprise the CP: emergency services
(fire brigades, emergency medical response/ ambu-
lance, and police), public administration (municipal,
region/county/provincial/national etc.) and also tech-
nical/scientific services (Waugh and Tierney, 2007).
It is organized differently from country to country
(cf. (Alexander, 2010) and (Zambrini et al., 2020))
and thus structures and prerequisites differ. Setting
the focus on fire brigades, many countries maintain
a system with mostly professional (paid) firefight-
ers, such as Italy or Great Britain (Alexander, 2010).
On the contrary, Germany, Austria or Switzerland
and other Western European countries like Poland or
the Netherlands, among others, maintain a firefight-
ing system that heavily relies on volunteer firefight-
ers (whereas professional firefighters are also present,
mostly in bigger cities) (Brushlinsky et al., 2019),
(Zambrini et al., 2020). The procedure of CP or-
ganizations can be categorized into different phases
related to the central disaster. The disaster manage-
ment circle (Inan et al., 2018) (Haddow et al., 2021)
is used in multiple variations whereas the core steps
are always similar: Prevention, Preparedness, (Disas-
ter/Impact), Response and Rehabilitation. The transi-
tion between two phases is not necessarily a certain
point but rather a gradual change.

The tasks of the various CP organizations are di-
verse. As mentioned at the beginning of this sec-
tion, they can be categorized into emergency ser-
vices, public administration and technical/scientific
services. Each of them has its own field of responsi-
bility, which may vary across borders. But all of them
need to evolve and have to adapt to new technologies
and procedures.

In recent years, various IT-solutions have been de-
veloped to support emergency operations. The ex-
amined technologies range from technical solutions
such as drones and exoskeletons (Gottschalk, 2019),
emergency response information systems (Weidinger
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et al., 2021) to the digital interconnection of units with
the help of IT (Spaling et al., 2018). The introduc-
tion of new technologies is also linked to the need to
adapt existing procedures to new circumstances. This
may lead to challenges, that emergency responders
face while using IT in incidents and are presented by
Elmasllari who identifies twelve problems that arise
when using IT for disaster management (Elmasllari,
2018) which are excerpted below:

• Reliability: Digital systems have to function when
they are used in an emergency.

• Interoperability: IT-based tools must be able to
exchange data and information with other systems
and thus provide interfaces for import and export.
The usage of IT restricts the user to the means of
communication provided by the system.

• The price of structured data: Data, information
and knowledge that should be stored in a system
need to be expressible and explicit to be able to
store it in a digital system. The graphical user in-
terface limits the possibilities to those intended by
the programmers.

2.3 Knowledge Management in Civil
Protection

This section combines the two aforementioned top-
ics KM and CP and outlines the particularities of
KM in CP. As already mentioned in Section 2.1, all
of the KM concepts and the norms ISO 30401 and
VDI 5610 focus on the operational context of en-
terprises. The special character of (volunteer) CP is
not reflected directly in the KM concepts (Lee et al.,
2011). In addition, the mostly volunteer staff often
does not have the time and money (as companies do)
to deal with KM and implement it as a business strat-
egy (Oliveira and Pinheiro, 2019), (Alexander, 2010).
This leads to an underrepresented usage of KM in
CP while the tools and techniques do exist for en-
terprises. Furthermore, the amount of knowledge re-
quired for successful disaster management is already
enormous and vast, yet much of it is tacit and drawn
as expertise from previous experience (Oliveira and
Pinheiro, 2019), (Oktari et al., 2020) (Klein, 2017).
CP organizations are moreover mostly run or orga-
nized by the state or public bodies, which are not run
as businesses with a profit intention but are funded
by the taxes allocated to them (Waugh and Tierney,
2007). This is not necessarily a downside, as there
is hardly any competitive situation among two units
(Omerzel and Gulev, 2011); the willingness to col-
laborate across unit borders is way higher than it is
among companies (Schultz et al., 2024b). The partic-

ularities of KM in CP compared to the enterprise con-
text is, among others, the following: The knowledge
has to be available more or less immediately in crisis
situation since the disaster and its effects do not allow
any delay (Elmasllari, 2018). Furthermore, the need
to share knowledge between units is greater than be-
tween companies. Therefore, specific requisites must
be elaborated for KM systems which shall be used for
emergency services that respond to an event.

There are already several digital solutions to sup-
port one or another dimension of knowledge. In-
formation Management Systems (IMS) are used as
administrative support systems for keeping track of
incident reports, personal member data and equip-
ment history (Schultz et al., 2024b). KMS are de-
fined as a part of management systems related to
knowledge (International Organization for Standard-
ization, 2018) and are rarely used in CP (Schultz et al.,
2024b). There are only few documentations about
the implementation and usage. Two German exam-
ples are the Einsatzleiterwiki1 (incident commander
wiki) or the web-based portal BKS-Portal2 for CP
personnel in the state of Rhineland-Palatinate. The
first one provides basic information sorted by key-
words or alarm patterns, whereas the latter serves in
the state of Rhineland-Palatinate as a central platform
for exchanging information and knowledge. Another
approach describes the implementation of a KM in-
frastructure in New South Wales, Australia (Pickles,
2004). It is implemented by a content management
system for managing web-content and e.g. a docu-
ment management system. The application of KM in
CP has been a research topic for many years as the
existing literature reviews show (Fauzi et al., 2024),
(Anand et al., 2022), (Oktari et al., 2020), and (Do-
rasamy et al., 2013). Nevertheless, the implementa-
tion of successful KMS is still a topic of ongoing re-
search and development. The fire brigades have an
important role in the CP ecosystem as they are in-
volved in large scale disasters as well as small and
daily occurring incidents (Weidinger, 2022), (Kapalo
et al., 2019) and are usually among the first organi-
zations on-scene. Which leads to the intention of this
paper to examine the literature available with a spe-
cial focus on fire brigades and identify research needs
and gaps in the literature body.

1https://einsatzleiterwiki.de/
2https://bks-portal.rlp.de/
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3 SYSTEMATIC LITERATURE
REVIEW

The process of the SLR, as proposed by (Xiao and
Watson, 2017), aims to capture and evaluate the cur-
rent status of a certain research field. It consists
of eight stages, which are grouped into the follow-
ing three phases: Planning, conducting and report-
ing. The literature review process can be partially
performed iteratively in order to deal with unforeseen
issues and to amend the search with extended key-
words. The remainder of this chapter is structured
following the SLR process proposal and depicted in
Figure 2.

Figure 2: Systematic Literature Review process based on
(Xiao and Watson, 2017).

3.1 Formulate the Research Problem

As mentioned before, the literature body concerning
KM in CP, and in particular in the fire brigades, is
not very mature and scattered. There are many pub-
lications on KM in business environments. A decent
amount of publications focus on KM in CP but the
focus is mostly on large-scale disasters like earth-
quakes, floods, etc. These few existing publications
(e.g., (Inan et al., 2018), (Pickles, 2004) and other
literature reviews (Fauzi et al., 2024), (Anand et al.,
2022), (Oktari et al., 2020), and (Dorasamy et al.,
2013)) mostly deal with one or several phases of the
disaster management circle, examining the applica-
tion of KM, e.g., in the response phase. The ap-
plication and examination of KM in this article not
only focuses on the typical disaster management cir-
cle phases but is extended to include supporting tasks
that members of disaster management organizations
perform like training, administrative work and other
processes that can be supported by a KMS (Schultz
et al., 2024b). This is intended to improve the attitude
and capability of users of KMS to be able to handle a
KMS during an incident in a timely and serious envi-
ronment and not be overwhelmed by the additional IT
system (Weidinger et al., 2021), (Elmasllari, 2018).

3.2 Develop and Validate the Review
Protocol

Therefore, this literature review focuses on applica-
tions of KM in fire brigades. The literature should be
analyzed with regards to the different disaster phases
and solutions that might be applicable in daily rou-
tines as well. Differing prerequisites and require-
ments by professional and voluntary firefighters (c.f.,
(Alexander, 2010)) should be considered. For ex-
ample, voluntary firefighters have a primary job and
training, exercises, and administration take place in
their free time. The research is driven by the follow-
ing research questions (RQ):

• Which literature is available concerning knowl-
edge management within civil protection (focus-
ing on fire brigades) and to which phases of
the disaster management circle does it refer to?
(RQ1)

• How is the implementation and training of knowl-
edge management systems performed, are there
differences between professional and voluntary
personnel, and is knowledge management applied
in daily routines (non-incident times)? (RQ2)

• What digital knowledge management systems ex-
ist that are being used in civil protection? (RQ3)

The SLR is conducted as a desk study with the
four-eyes principle by two researchers to minimize
personal bias. Only online sources in English or Ger-
man are included in the literature list. The search was
performed during February and April 2023, with an
update search shortly before submission in May 2024.

3.3 Search the Literature

Google Scholar3 and Scopus4 were used as the initial
sources for publications by applying different combi-
nations of search strings. The search was also per-
formed as a backward search by examining the refer-
ences of the initially found publications for other rel-
evant literature. To find papers that already cited the
relevant publications, the forward search by Google
Scholar and Scopus was used. Various keywords were
derived from the research questions and formulated as
a boolean expression to search the databases. Fol-
lowing the initial review of the initial publications,
an expansion of the search term was conducted to
include additional relevant keywords. In order to
cover a period of 20 years, publications from 2003
onward were considered further. Older literature was

3https://scholar.google.com/
4https://www.scopus.com/
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excluded since the focus is on KM and its digital sup-
porting tools. A wider scope does not make sense
given the exponential evolution of technology. The
second search iteration, which included both back-
ward and forward searches, yielded 390 publications
that met the search criteria. The search was termi-
nated in April 2023 after the search pattern was fully
exhausted. Repeating the search immediately before
submission yielded two further results. Finally there
were 392 publications given to the SLR process.

3.4 Screen for Inclusion

Subsequently, a two-step process was carried out to
review the papers for inclusion in this review. The first
step was to examine the title to determine whether the
publication fits into the desired set. If the title was
not sufficiently informative, the abstract of the work
was taken into account. Each of the two researchers
independently rated all of the 392 publications with
the labels “include”, “discuss” and “discard”. After-
wards, both ratings were merged: papers marked by
one or both with “include” were included (62), the
“discuss” papers (if one or both marked a paper as
“discuss”) were examined in a joint meeting to deter-
mine whether the paper was relevant or not (76), and
all papers marked by both researchers with “discard”
were discarded from the literature body (254). A sub-
sequent backward and forward search yielded further
publications (9), which were assessed for inclusion
in the literature inventory and then added. Combined
with the outcome of the ”discuss”-marked papers, this
resulted in a total of 138 publications, which were
used as the basis for the in-depth analysis.

3.5 Assess Quality

The second step of the quality assessment process is
the review of the entire publication. There was no
access to the full text of 11 publications through the
provided library and other sources. In addition, 47
papers were excluded as not covering both key topics,
two papers were found to be duplicate and another 36
papers were considered inappropriate for the research
questions and were hence discarded. A total of 42
papers were considered for further analysis.

3.6 Extracting Data

By applying the inductive coding concept, publica-
tions were evaluated for inclusion in this paper. The
publications were assigned to different categories.
The results’ overview of the literature review can
be found in the Open Research Knowledge Graph

(Schultz et al., 2024a), where the categories for each
publication are aligned to the ones of the literature re-
view.

3.7 Analyze and Synthesize Data

Four overviews and reviews throughout the past 20
years were identified that are relevant for the research
goal. Starting with the analysis by (Dorasamy et al.,
2013), they already pointed out the need for unified
terminologies. The stated need for a better under-
standing of determinants for KMS success factors is
already partially addressed by other publications (e.g.,
(Seneviratne et al., 2010)). The research gap of what
is missing in KM research towards a theoretical back-
ground is addressed by (Oktari et al., 2020). The
investigation by (Anand et al., 2022) on KM in cri-
sis gives a suitable overview of the literature accord-
ing to the disaster management circle. The most re-
cent review paper by (Fauzi et al., 2024) takes a bib-
liographic perspective and categorizes the literature
body into different clusters, which should point out
current and upcoming trends. No distinction is made
between professional and voluntary personnel. Al-
though the search queries are rather broad, the num-
ber of publications linking KM and CP is rather small
and still partially related to management literature and
strategies.

The response phase is covered by most publica-
tions that are related to the disaster management cir-
cle and there are only a few publications related to
the other phases. The publication by (McNaughton
and Rao, 2018) focuses on the application in the
Caribbean region. Their approach is to implement
a knowledge broker to share disaster information be-
tween Caribbean states. Mayor challenges are stan-
dardization and a coordinated production of knowl-
edge and knowing what knowledge is where. The
work is continued in (Rao and McNaughton, 2019).
The proposed lessons-learned approach by (Rostis,
2007) gives input on how to integrate this source of
knowledge into a KMS (Rostis, 2007). (Otim, 2006)
chose the approach of case-based KM which relies
on already captured knowledge from previous inci-
dents, similar to Rostis approach. As a sole source of
knowledge, case-based systems always face the prob-
lem of requiring a previous case that is comparable
and stored in the system. Yet, it can provide guidance
if cases occur more often, but then emergency person-
nel might already know the solution. The two follow-
ing publications refer to mostly large-scale disasters
like floods (Lee et al., 2011) or earthquakes (Cinque
et al., 2015). They investigate the exchange of in-
formation during an event between different disaster
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management agencies and point out the need for in-
formation systems focusing on the public sector (Lee
et al., 2011). Similarly, (Saoutal et al., 2015) cover the
inter-organizational exchange of knowledge as well,
augmented by elaboration on awareness issues and
a proposed system architecture. The publication by
(Seneviratne et al., 2010) covers disaster knowledge
success factors which deal with a lessons-learned ap-
proach again, here in the recovery phase. The identi-
fication of technological, social, legal, environmental,
economic, functional, institutional and political fac-
tors provide a good basis for developing and main-
taining knowledge and information management sys-
tems.

The publications on models and meta-models seek
to elaborate models that are able to represent the
characteristics of this domain and provide means to
describe activities or entities. This includes formal
language models that are used as a foundation for
human- and machine-readable descriptions. (Oth-
man and Beydoun, 2010) apply a case-based reason-
ing approach, which accepts input queries and out-
puts a model fragment that should be suitable for the
decision makers independently of the type of disas-
ter. The results of the publication are four Unified
Modeling Language (UML)-diagrams for each of the
four disaster management circle phases. The UML-
diagrams are validated with existing meta-models and
augmented with missing items. This work is prepara-
tory and continued in (Othman and Beydoun, 2016).
(Franke et al., 2010) create a new description lan-
guage, based on interviews and the Business Process
Model and Notation (BPMN) to enable the depic-
tion of temporal dependencies. It is supposed to be
used within and between organizations and activities
can be combined flexibly. A simplified process mod-
eling language for disaster management is proposed
by (Ziebermayr et al., 2011). It should help shar-
ing the knowledge of experienced people. Unfortu-
nately, no implementation is described in the publi-
cation. (Benaben et al., 2016) examine the informa-
tion extraction from data flows for emergency man-
agement and the credibility of data sources. They pro-
pose a meta-model that helps transforming incoming
data into information and knowledge subsequently.
The core meta-model is surrounded by four packages
for the domains context, partners, objectives and be-
havior (Benaben et al., 2016).

Only one relevant paper by (Oliveira et al., 2022)
was found that deals with the sharing of tacit knowl-
edge (the knowledge that is not explicitly written
down but rather in the practitioners’ heads (as experi-
ences)). There are other publications in the business-
related body of literature that deal with tacit knowl-

edge, but in the field of emergency management, this
is the only one that is relevant to the research ques-
tions. (Oliveira et al., 2022) elaborated on indica-
tors for tacit knowledge sharing and measures to be
implemented. Six excerpted indicators are: individ-
ual time management: whether practitioners have the
time for sharing their knowledge; mutual confidence:
firefighters need to trust each other; relationship net-
work: who has which knowledge and is willing to
share it with others; hierarchy: people with hierar-
chically higher positions need to allow access to their
knowledge; knowledge storage: differentiation be-
tween storing explicit knowledge (in databases) and
implicit knowledge in peoples’ heads; power: having
knowledge is perceived as a kind of dominance over
others who lack knowledge.

Descriptions of practical implementations of
KMS within the CP domain are rare. Only three sci-
entific publications were found that cover KM solu-
tions. (Pickles, 2004) describes a solution for the
Australian New South Wales fire brigade to share in-
formation within and with other organizations. Un-
fortunately, no further publications could be retrieved
for this solution. (Othman and Beydoun, 2016) is
the continuation of (Othman and Beydoun, 2010) and
describes a knowledge-based approach to structuring,
storing and reusing disaster management knowledge.
They describe a system architecture for a knowledge
sharing system. Lastly, (Timm et al., 2013) cover
a state-wide knowledge and collaboration platform
which should be implemented by using open-source
solutions to replace a commercial and costly solution.
Except for the last one, the first two deal with KMS
during or mainly related to an incident. Yet, the ap-
plication and usage of KM systems in non-incident
phases can provide users with an increased level of
confidence.

4 DISCUSSION

The SLR revealed papers that are related to KM in the
disaster management field. The scarce amount of re-
cent publication shows that there is a need to research
KM within disaster management to foster the usage
of digital KM systems in that field. Studies on shar-
ing knowledge in non-profit organizations are rare but
do exist, although limited only to tacit knowledge
(Oliveira and Pinheiro, 2021) or are focused on emer-
gency response information system (Weidinger et al.,
2021), (Alexander, 2010). One interesting approach
is the development of a knowledge broker for Small
Islands Developing States (SIDS) by McNaughton
and Rao in (McNaughton and Rao, 2018) and (Rao
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and McNaughton, 2019). It deals with important
aspects like avoiding knowledge silos, distributing
information about who has which information and
aligning organizations’ vocabularies to gain a com-
mon understanding. Their use-case is on SIDS, but
their assumptions are transferable to the fire brigades
as well.

Concerning RQ1, this SLR revealed a decent
amount of scientific literature dealing with KM in
CP. The focus, although, is more on generic disas-
ter management than especially on fire brigades (e.g.
(Saoutal et al., 2015), (Oktari et al., 2020)). The re-
sponse phase is covered by the majority of publica-
tions; the other phases are only covered by a few. The
usage of a KM system in non-incident phases can help
the users get familiar with the system; however, only a
few publications could be found. None of them were
suitable for the research goal (e.g., too specific on a
location or circumstance). The conclusion that using
a KMS in non-incident phases will improve user capa-
bilities during a stressful and timely limited incident
scenario cannot be drawn from the identified scarce
literature. Also, KMS are mostly used in large-scale
disasters with multiple agencies involved and many
people affected. It is not described that practitioners
use these systems already in small-to-medium inci-
dents with manageable challenges.

The implementation in existing organizations and
procedures as well as the training with KMS was ad-
dressed in RQ2. Unfortunately, the identified publi-
cations only refer to theoretical concepts (e.g. (Otim,
2006), (Rostis, 2007), (Franke et al., 2010)). Liter-
ature, describing a practical implementation with a
validation, is scarce. One solution is presented by
Cinque et al. in (Cinque et al., 2015). Their support-
ing platform aims at connecting various stakeholder
organizations by introducing a common ontology and
vocabulary. The actual implementation in existing
procedures or the training is not part of their publica-
tion. Differences between voluntary and professional
fire fighters are only addressed in a few publications
that focus on the sharing of knowledge in volunteer or
non-profit organizations (e.g. (Oliveira et al., 2022),
or (Oliveira et al., 2022)). The integration of KM
into daily routines to familiarize with these systems
is not described by any of the identified publications.
Partially, results from business sciences might be ap-
plicable for fire departments as well, up to the point
where the organization switches from non-incident to
an incident. There is an immense change of require-
ments and conditions taking place, which also affect
the usage of a KMS (weather conditions, stress, lim-
ited time) (Weidinger et al., 2021), (Elmasllari, 2018).

Concerning RQ3, there are few publications de-

scribing concrete KM solutions and their applications,
but these systems are either private and not accessible
by the authors or in an old state and describe software
that is or was used years ago. As information tech-
nologies are evolving quickly, a modern and recent
description is lacking that describes the current usage
of KM solutions in the field.

5 CONCLUSION

This literature review was carried out in order to an-
alyze the intersection of KM and CP. KM in fire
brigades is considered particularly relevant, as these
organizations have to deal with different types of in-
cident scenarios. Following a SLR based on (Xiao
and Watson, 2017), the current state of the literature
body on KM in CP was elaborated. It identified that
the predominant focus is on KM during an incident to
help practitioners in the response phase. There is not
much literature covering non-incident phases. How-
ever, it can be argued that systems for everyday opera-
tions would be useful. This could help users to get ac-
quainted with the system and eventually increase their
confidence during stressful and time-sensitive inci-
dents. It is not only necessary to have a KMS, but also
the knowledge culture (cf. (International Organiza-
tion for Standardization, 2018)) has to be embodied in
an organization. As stated by Rao and McNaughton,
the practitioners need to be aware of which informa-
tion and knowledge exists and where it is stored. The
maintenance of knowledge silos hampers the devel-
opment of a shared understanding of knowledge that
could be helpful for coping with incidents and disas-
ters (Rao and McNaughton, 2019). The findings will
be used in further research dealing with the develop-
ment of KMS for fire brigades.
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Abstract: This paper explores the impact of digital transformation on sales practices. It emphasizes how businesses 
adopt new digital technologies to enhance efficiency, customer engagement, and overall business outcomes. 
Digital transformation involves both digitalizing analog processes and leveraging innovative technologies like 
artificial intelligence and automation in sales operations. Some companies have successfully integrated digital 
tools to improve B2B sales effectiveness and profitability. However, challenges persist, including 
organizational resistance and the need for updated managerial practices and performance metrics. The main 
contribution of this paper is the identification of changes in sales caused by digital transformation. Despite 
these changes and challenges, digital transformation in sales signifies a shift towards more consultative and 
adaptive sales approaches. This shift necessitates a re-evaluation of traditional sales practices and a proactive 
embrace of technological advancements for sustained competitive advantage in dynamic markets. 

1 INTRODUCTION 

This paper examines the profound impact of digital 
transformation on sales processes. Digital 
transformation, characterized by the integration of 
advanced digital technologies into business 
processes, has reshaped traditional sales paradigms. It 
encompasses both digitalization—transforming 
analog processes into digital—and broader business 
improvements facilitated by new technologies (Reis 
et al., 2018; Überwimmer et al., 2021). 

Key findings include that while some companies 
actively drive digitalization for efficiency gains, 
others are compelled by external pressures 
(Überwimmer et al., 2021). Digital transformation 
has significantly altered sales dynamics, enhancing 
revenue, effectiveness, and customer understanding 
through digital tools (Mattila et al., 2021). However, 
challenges persist, with anticipated gains in 
productivity often unrealized (Wengler et al., 2021). 

The advent of novel technologies, like artificial 
intelligence and machine learning, has further 
accelerated above mentioned changes, prompting a 
shift towards digital sales channels and automation of 
routine tasks (Syam & Sharma, 2018). This evolution 
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necessitates a rethinking of sales strategies and roles, 
with a growing emphasis on consultative selling and 
multi-channel engagement (Singh et al., 2019; 
Thaichon et al., 2018). 

As organizations undergo these transformations, 
they must overcome barriers such as technological 
adaptation, organizational readiness, and the evolving 
role of sales personnel (Alavi & Habel, 2021; 
Wengler et al., 2021). This paper provides a 
comprehensive overview of the current landscape and 
future prospects as businesses pursue to leverage 
digital transformation for sustained competitive 
advantage in sales processes and practices. The paper 
contributes also by identifying the key changes in 
B2B sales caused by digital transformation.  

2 SALES PROCESSES 

Digital transformation has a potential to change the 
way companies operate and do business. In sales the 
digitalization has been commonplace in the sales of 
non-complex consumer goods markets (Mahlamäki 
et al., 2016; Rodríguez et al., 2020) and now the B2B 
sales processes are following suit. This paper will 
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therefore focus on the transformation of B2B sales 
processes. 

As the focus of the paper is on B2B sales 
processes as a whole, it is therefore important first to 
understand the individual processes and tasks taking 
place within B2B sales. Moncrief and Marshall 
(2005) present “the oldest paradigm” of sales, which 
constitutes of seven steps: prospecting, pre-approach, 
approach, presentation, overcoming objections, 
closing and follow-up. The authors say that the model 
has changed very little over the years, but the 
orientation has altered to more customer-oriented 
(Moncrief & Marshall, 2005). Sales processes vary 
depending on the industry and even between 
companies within the same industry, but the 
principles are the same. Rodríguez et al. (2020) 
identified that different markets have commonalities 
in sales processes. In business-to-business (B2B) 
markets sales processes call for strong efforts by the 
seller in reaching out, closing deals and maintaining 
relationships with customers compared to another 
traditional market, business-to-customer (B2C). The 
B2B sales process is also more detailed in stages and 
retaining customers is a key to generating higher sales 
and thus long-term customer relationships are 
necessary. (Rodríguez et al., 2020). The next section 
takes a closer look at the features of the industrial 
sales process.  

3 INDUSTRIAL SALES PROCESS  

An explicit way to describe sales is to define it as an 
action, where value is created through an interaction 
between individuals who either represent themselves 
or an organisation. As a result, customer’s problem is 
solved, the monetary exchange takes place and thus 
value is created for all parties involved. (Hänti et al., 
2016) Around this core, the implementation of sales 
might differ not only between industries but within 
companies of the same kind.  

In B2B context one way of organizing sales and 
operation processes is make-to-order (MTO) method. 
MTO refers to the manufacturing implementation 
where the products are produced partly or entirely 
only after the customer order has been received; the 
opposite approach is make-to-stock where the 
production and customer orders are not connected but 
the products are complete when the customer places 
an order (Kingsman et al., 1996). Sales and 
production are strongly connected in MTO 
companies; production is demand-driven and allows 
product customization. The products are configurable 
according to customers’ requests but yet designed to 

be manufactured in an efficient way that keeps the 
cost at the level of mass-produced products (Custódio 
et al., 2018).  

Dealing with customer inquiries is an essential 
issue for MTO companies (Kingsman et al., 1996), 
but before that the customer’s inquiry or request for 
quotation (RFQ) needs to be initiated and that is the 
responsibility of sales. In a “traditional” sales process 
the salesperson spends time learning the customer’s 
processes and then makes a lucrative offer to the 
customer to attract the customer’s interest in the 
company’s offering (Kotler et al., 2010). Figure 1 
below presents three traditional B2B sales processes 
recognized in the literature: a six-step process from 
the 1920s in How to Increase Your Sales (1920, 17th 
ed. as cited in Moncrief & Marshall, 2005), the seven-
step process by Moncrief & Marshall (2005) and the 
six-step process by Kotler et al. (2010). The content 
of each process is largely the same, only labelling 
differs.  

 
Figure 1: Traditional sales processes presented in the 
academic publications.  

Figure 1 shows that the steps of the B2B sales 
process have remained almost unchanged over a 
century, the only remarkable change being the 
addition of the last step, “follow-up” (Moncrief & 
Marshall, 2005). According to Kotler et al. (2010), 
this step is vital to ensure customer satisfaction and 
loyalty in terms of repeat business. The approach to 
sales has shifted from forceful, closed means to a 
relationship-selling approach (Moncrief & Marshall, 
2005) where long-term buyer-seller relationships lead 
to higher sales through rebuys and follow-up orders 
(Rodríguez et al., 2020). Especially in an industrial 
context the relationships between buying and selling 
companies are important, however, the nature of the 
relationship depends on the strategic importance of 
the product and process of the two companies; the 
importance and closeness of the relationship are 
different with office supplies provider and the 
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supplier of a product which is essential to buyer’s 
offering. (Ford, 1980) The original advantages of 
relational selling were cost-benefit consequences for 
both parties (Hohenschwert & Geiger, 2015) and for 
the selling company to ensure market position as the 
close, long-term relationships would pose a barrier 
for new players to enter the market (Ford, 1980). 
However, the perception of relational value has 
recently changed towards cross-organizational 
problem-solving, where monetary value for 
customers is created through gains in efficiency and 
improved processes, for instance (Hohenschwert & 
Geiger, 2015). The value is co-created with customers 
(Viio & Grönroos, 2014). Salespersons have a key 
role in value creation in B2B relationships as they 
have an excellent position to understand customers’ 
value drivers and try to influence customers’ value 
perceptions in favour of the selling company 
(Hohenschwert & Geiger, 2015).  

The creation of exceptional customer value is a 
necessity for companies’ long-term survival and 
growth (Terho et al., 2012). Customer value creation 
is so important that new sales approaches have 
emerged around it: solution, consultative and value-
based selling (Hohenschwert & Geiger, 2015). Many 
companies are in the process of transitioning to more 
value-driven sales by developing their solution 
offering and sales. This is a wider trend in the B2B 
markets, where even more often the value is created 
through solutions selling – meaning that products and 
services are sold as a complete package rather than 
separately (Brady et al., 2005). Solution-based selling 
enables companies to go “down-stream” in the value 
chain (Salonen et al., 2021) which offers an initiative 
for business-to-business companies to maintain a 
close buyer-seller relationship (Wise & Baumgartner, 
1999 as cited in Salonen et al., 2021). The sales team 
is a key enabler of this transition as it is up to them to 
craft a solution offering and communicate its value to 
the customer (Salonen et al., 2021). With the 
transition towards solution selling the position of 
sales changes from being an independent and 
somewhat isolated function to becoming an 
integrated, cross-functional part of customer 
management (Storbacka et al., 2011).  

The process of selling a solution is different to 
selling a product (Brady et al., 2005; Salonen et al., 
2021). First, selling solutions is a cyclical process 
where the post-project services act as an igniter to a 
new sales project. In traditional product sales, the 
handover of the product marks the end of the project, 
but in solution sales, the responsibility of 
maintenance, support and other lifecycle services 
remains with the seller (Brady et al., 2005). Second, 

the stages of solution selling are different from those 
of product selling. Solution selling comprises four 
relational stages (Salonen et al., 2021): (1) definition 
of customer requirements, (2) integration and 
customization of goods and/or services, (3) project 
execution and (4) post-project support. From 
salespeople point of view this means having to 
understand customers’ businesses better and making 
more customized solutions for customers’ needs 
(Salonen et al., 2021). Ulaga & Loveland (2014) 
claim that selling solutions requires different skills 
and attitudes than selling goods – solution sellers 
benefit from general intelligence and learning 
orientation. On the other hand, Storbacka et al. (2011) 
argue that instead of individual salesperson’s skills 
the unit of analysis should be shifted to the 
capabilities of the sales unit as sales is becoming an 
important part of driving strategic initiatives.  

 
Figure 2: Sales process of selling solutions (adapted from 
Brady et al., 2005; Salonen et al., 2021).  

Figure 2 shows the main stages of the solution 
sales process. The process is superficial and does not 
reveal the micro activities happening throughout the 
sales process, such as customer touchpoints, 
capabilities needed and so forth. Rabetino et al. 
(2018) have recognized that existing research tends to 
simplify the sales process and not go into the 
individual tasks and interfaces within the process. 
They’ve formed a five-step framework for selling 
solutions in an industrial context which is a consensus 
of the traditional 7-step sales paradigm (Moncrief & 
Marshall, 2005) and the solution selling frameworks 
(Brady et al., 2005; Salonen et al., 2021; Storbacka, 
2011). The steps are (Rabetino et al., 2018)  
 

1) Information acquisition  
2) Initial negotiation  
3) Value proposition and real negotiation  
4) Offering deployment and value authentication  
5) Customer operations maintenance and support  
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The most important purpose of the information 
acquisition -step is to find customers whose needs 
match the seller’s resources (Storbacka, 2011). This 
is done, for instance, by regular visits to customers by 
a dedicated salesperson (Rabetino et al., 2018) who 
engages the customer in a discussion of their business 
problems before any official invitation to tender has 
been issued (Brady et al., 2005). This ensures the 
right contacts in the customer company and acts as an 
ignitor for preliminary negotiation in step 2 (Moncrief 
& Marshall, 2005). The aim is to make the customer 
interested in the seller’s offering (Töytäri et al., 
2011).  

In value-based selling the value is determined 
iteratively together with the customer preferably in a 
cross-organizational team and this is what happens in 
step 3 (Storbacka et al., 2013; Töytäri et al., 2011). In 
the actual negotiation the quantified value should be 
turned into an offering which meets or even exceeds 
the customer’s expectations (Brady et al., 2005; 
Töytäri et al., 2011). Steps 4 and 5 take place in 
parallel and are initiated when the customer and seller 
have reached a mutual contractual agreement (Brady 
et al., 2005; Rabetino et al., 2018). The solutions are 
usually difficult to price as the lifetime costs of the 
solution must be considered and a common 
understanding of how value will be measured in terms 
of pricing needs to be formed together with the 
customer. In addition, differing from traditional 
product offerings project managers in steps 4 and 5 
have to pay attention to customer satisfaction besides 
the usual constraints of budget and schedule. (Brady 
et al., 2005)  

Though companies’ offering still rely heavily on 
products, they are heading more and more towards 
solution offering and value-based selling and their 
sales processes resemble the above-mentioned 
industrial B2B solution sales process very much. This 
can be explained by the nature of MTO products, 
which require more interaction between customers 
and sales than make-to-stock products which are sold 
from an inventory and customers cannot affect the 
product design (Parente et al., 2002). So, selling MTO 
products includes cooperative problem-solving and 
value-creation between seller and buyer by default. In 
some cases, it is noteworthy that the sales scene is 
determined by competitive bidding: when a customer 
decides to enquire about a product, the inquiry is 
usually sent to all suppliers simultaneously and the 
competing quotes will be evaluated before selecting 
the company with which the order will be placed 
(Kingsman et al., 1996). This means that even though 
the seller has been negotiating closely with the 
customer over several months the customer might end 

up choosing another supplier and the seller is left with 
empty hands; Tobin et al. (1988) argue that the 
percentage of quotes becoming firm orders varies 
from 3 % to virtually 100 %. Another determining 
factor of the sales process of MTO products is the 
cooperation of production and sales units. Production 
is driven by demand and on the other hand production 
capacity sets limits to selling products (Feng et al., 
2008; Tobin et al., 1988).  

Production and sales are traditionally two non-
coordinated business units whose decisions have a 
significant impact on the company’s financial 
performance and operational efficiency (Feng et al., 
2008). Ideally, the process of bidding or quoting for 
orders (which is part of sales) should be used to some 
level to design the order book so that it can be 
produced profitably (Tobin et al., 1988). Sales and 
Operations Planning (S&OP) is a tool used to bring 
the two departments together strategically (Feng et 
al., 2008), but on a daily basis, this means that the 
salesperson and product manager are in close contact 
during the bidding process. This is illustrated in 
Figure 3 below, which draws a consensus on the sales 
processes presented in this section.  

 
Figure 3: Solution selling process (adapted from Feng et al., 
2008; Kingsman et al., 1996; Rabetino et al., 2018).  

4 EFFECTS OF DIGITAL 
TRANSFORMATION ON SALES  

This section discusses both digital transformation and 
digitalization and reflects towards our future research. 
Digital transformation means the use of new digital 
technologies that enable extensive business 
improvements and influence customers’ life 
thoroughly (Reis et al., 2018). Digitalization means 
altering analogue processes into digital processes 
(Überwimmer et al., 2021). According to 
Überwimmer et al. (2021), companies either 
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proactively drive digitalization in their operations or 
are forced to digitalize by external pressure. 
Companies driving digitalization consider 
improvements in efficiency as one of the primary 
goals to be achieved with digitalization. 
(Überwimmer et al., 2021) Despite the efforts made 
to enhance digital transformation the gains in 
productivity and efficiency have hardly materialized 
(Wengler et al., 2021). On the other hand, some 
studies reveal that technologies and digital tools have 
improved B2B sales in terms of revenue, 
effectiveness, profitability and understanding of 
customer’s needs as argued by Mattila et al. (2021). 
Nonetheless, companies are often forced to change by 
the market and their customers (Überwimmer et al., 
2021) and by major disruptions brought about by 
advancements in digital technology, such as artificial 
intelligence and machine learning (Singh et al., 
2019). Even though the current sales practices and 
theories are threatened, new opportunities for sales 
practice and research are opening (Singh et al., 2019) 
and companies need to embrace this development to 
stay competitive (Überwimmer et al., 2021).  

In sales, digital transformation can be defined as 
improving customer outcomes in existing business 
models and advancing competencies and rethinking 
the value proposition of the firm by applying digital 
technologies to current company resources. Digital 
transformation requires digitalization. (Singh et al., 
2019) The applied digital technologies fall into three 
categories (Ahearne & Rapp, 2010): salesperson-
oriented, customer-oriented or shared. Salesperson-
oriented and customer-oriented technologies are used 
exclusively either by sales or customers and shared 
technologies are interactive, social media being an 
example of this. (Ahearne & Rapp, 2010) 
Überwimmer et al. (2021) see the shared technologies 
profoundly changing the way of contacting and 
communicating with customers: first contacts are 
preferred to be made in social media and meetings 
with customers are reduced, but simultaneously the 
speed of response is expected to increase. Singh et al. 
(2019) say that B2B companies are launching self-
service platforms for customers to browse items and 
track or place orders; similarly, buyers are 
introducing online platforms for suppliers to 
participate in tender processes.  

Sales channels are being rapidly digitized, again, 
to stay competitive and save on costs, improve selling 
efficiency and improve customer value (Thaichon et 
al., 2018). Überwimmer et al. (2021) consider the 
biggest changes brought about by digitalization in 
sales to be the new channels to communicate, the 
need for real-time data availability and the role of 

sales. Many studies proclaim the need for a 
multichannel approach to contacting customers 
(Ramos et al., 2023; Thaichon et al., 2018). 
According to Syam and Sharma (2018), the sales 
processes will be impacted by robotics, machine 
learning and artificial intelligence causing the 
automation of routine sales tasks. The automation is 
targeted to routine, non-productive processes and this 
will free up salespersons’ time for more productive, 
customer-facing tasks. (Syam & Sharma, 2018) 
Automation of sales is called sales force automation 
(SFA) which together with related digital sales tools 
is profoundly changing the work division and 
dynamics between the selling and buying companies 
(Mahlamäki et al., 2020).  

Automated sales processes enable customers to 
find appropriate information about products and 
services fast and even perform simple transactions 
without the involvement of a salesperson (Thaichon 
et al., 2018). Also, more refined tools are available, 
such as sales configurators – digital tools designed to 
guide the user through a service or product 
configuration process (Rogoll & Piller, 2004, as cited 
in Mahlamäki et al., 2020). The configuration process 
produces a configuration which describes the make-
up of an instance of a product customized to the 
customer’s requirements within the limits set by the 
product architecture (Tiihonen et al., 1996). The 
demand for customized products is increasing from 
the customer side (Hvam et al., 2008) and 
configurable products are the answer to that, having a 
pre-designed basic structure that is adaptable to 
customer requirements (Tiihonen et al., 1996). At 
first, these kinds of configurators were made to assist 
sales representatives in their job, but recently the 
configurators have been made available for buyers’ 
independent use as well without the salesperson being 
present (Mahlamäki et al., 2020). Configurator is just 
an individual example of SFAs - some professionals 
estimate that even over a third of the sales processes 
could be automated (Mattila et al., 2021).   

So, digital transformation changes the role of sales 
from “selling classical products with the classical 
tools” (Überwimmer et al., 2021). The ways of 
interacting change and the roles each user (buyer or 
supplier) plays become blurred in the digital 
platforms (Kumar et al., 2018; Mathmann et al., 
2017). Nonetheless, salespersons still have a valuable 
role when customers request more complex solutions 
(Ahearne & Rapp, 2010) and today’s buyers are 
increasingly asking for complex combinations of 
services and products (Singh et al., 2019). When the 
solution is complex the sales process itself tends to be 
more complex and the deal is not made just between 
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two people but also the hierarchical levels of both 
buyer and seller companies must be considered. 
Selling complex solutions requires more face-to-face 
encounters to close deals compared to selling simple 
solutions and products and therefore the digitalization 
of a complex sales process is slower. (Rodríguez et 
al., 2020)  

Digital transformation and sales channel 
digitization change many things in sales, such as the 
value creation of salespeople which will shift from 
order handling to a more consultative role, especially 
for complex products (Thull, 2010 as cited in Singh 
et al., 2019). Though, some argue that value-creation 
function in sales profession will diminish (Singh et 
al., 2019). In any case, ways of working are changing 
quickly in the complex digital environment which 
requires quick learning, especially in terms of the 
above-mentioned customer value creation (Hartmann 
et al., 2018). Therefore, the sales force needs to 
develop a new mindset that welcomes and fosters 
change (Überwimmer et al., 2021). Table 1 gathers 
subjects affected by digital transformation in sales.   

Table 1: Changes in sales caused by digital transformation 
and related phenomena like digitization.  

 
Mattila et al. (2021) emphasize the importance of 

unlearning beliefs and practices as part of digital 
transformation. According to Klammer and 
Gueldenberg (2019), individuals refrain from 
relinquishing their current habits and ways of 
working as long as the existing methods remain 
successful. However, when the environment changes 
it is necessary to unlearn outdated practices and 
discard false knowledge. (Klammer & Gueldenberg, 
2019) This allows organizations to change processes 
into more efficient ones (Becker, 2010). Things to be 

unlearned in sales due to digital transformation have 
been studied by Mattila et al. (2021) and they 
identified the change of mindset organization-wide as 
one of the main themes. Also, they speak up for 
actively searching and identifying the need for 
unlearning by critically reviewing the “old” sales and 
managerial processes, for instance. (Mattila et al., 
2021) Digital transformation also affects the structure 
and roles in the sales organization. Singh et al. (2019) 
claim that there is little information on how to 
structure and organize the sales force to operate 
soundly and effectively in the new environment. 
However, they’ve found out that many companies 
have altered the roles in sales into more specialized 
and the number of generalist salespeople is 
diminishing. (Singh et al., 2019)  

Also, Thaichon et al. (2018) claim that digital 
transformation and the rise of e-commerce are 
evolving the sales structures – the traditional focus on 
the outside sales force has shifted to valuing the inside 
sales force which is extended with the successful use 
of online channels. They consider the hybrid sales 
model as the sales structure of the e-commerce era. 
(Thaichon et al., 2018) Hybrid sales model combines 
outside and inside sales and online channels (Ramos 
et al., 2023; Thaichon et al., 2018). Inside sales refers 
to salespeople who are remote and not engaged with 
any traditional face-to-face customer interaction, but 
they use different communication technologies. The 
role of inside sales has evolved into having strategic 
importance in customer value creation and different 
inside and outside sale configurations. (Ramos et al., 
2023) Hybrid sales model requires cooperation 
between all the discrete parties in the hybrid sales 
model - inside sales, outside sales, and online channel 
- and value co-creation with the customer through all 
three contact points (Thaichon et al., 2018).  

Dynamic capabilities are the enablers of hybrid 
sales (Ramos et al., 2023; Thaichon et al., 2018). 
According to Wilson and Daniel (2007), the required 
capabilities are 1) active review of “route to market” 
structures, 2) aligning sales structures with products 
and services, 3) creating innovative (sales) channel 
combinations, 4) integration of processes and IT to 
assist multi-channel customer relationships. 
Implementation of sales technologies, such as SFA, 
enables sales forces to accomplish their tasks faster 
and more efficiently and supports seamless, real-time 
communication between inside and outside sales and 
sales forces and customers which is central to the 
hybrid sales in general (Thaichon et al., 2018).  

Digitization and digital transformation act as 
enablers of many improvements, but as in all major 
changes there are obstacles hindering the 
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development. In their article, Wengler et al. (2021) 
studied major barriers to digital transformation in 
sales and in all hierarchical levels time constraint was 
named the number one barrier. The top three 
perceived barriers differed between managerial and 
employee levels otherwise: managers see the 
company’s lack of know-how and sales processes, 
which are not defined well enough to proceed with 
digital transformation as main barriers for digital 
transformation along with time constraints. However, 
employees consider the company having sufficient 
knowledge but see customers' know-how or use of 
different systems as barriers along with budget 
constraints. (Wengler et al., 2021) Organizational 
readiness in terms of capabilities and processes is 
important for a successful digital transformation 
process (Vial, 2019).  

Alavi and Habel (2021) state that the human factor 
can hardly be overestimated when it comes to digital 
transformation in sales. They claim that digital 
transformation projects rarely fail because of 
technical issues but of companies’ poor management 
of human factor. Salespeople are not afraid of new 
technologies as such, but they feel positive about the 
potential of digital sales technologies. However, they 
have concerns regarding job autonomy, for instance, 
being afraid that they could be monitored to a larger 
extent through the new technologies. (Alavi & Habel, 
2021) Mattila et al. (2021) found that sometimes the 
digital transformation progress is slow due to 
unwilling individuals and slow changing 
organizational processes. This type of problem can be 
solved with managerial practices. (Mattila et al., 
2021) Lastly, Wengler et al. (2021) claim that 
managers still follow “old KPIs” to measure 
performance and those are not applicable anymore. 
Suitable KPIs are needed as it is hard to manage a 
business properly in the digital era without those. 
(Wengler et al., 2021)  

Unarguably digital transformation is going to 
change the role of sales. Some transactions take place 
online without the involvement of a sales 
representative, but offerings in B2B markets are 
getting growingly complex and customers more 
demanding – therefore, sales has a strategic role as the 
sales activity is changing to a more consultative, 
solution-selling approach and maintaining customer 
relationships is of great importance (Ramos et al., 
2023). Digitization and digital transformation are 
underway and related challenges remain to be dealt 
with. As mentioned above, the human factor, both on 
an individual and organizational level, plays a big role 
in the success of the digital transformation.  
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Abstract: Sales development has emerged as a critical strategy within the business-to-business (B2B) landscape, 

propelled by the ongoing digitalization of sales processes. This paper explores how digital technologies, 

including artificial intelligence (AI), machine learning, CRM systems, and e-commerce platforms, have 

reshaped sales strategies and interactions between buyers and sellers. As digital tools become integral to 

modern sales operations, the role of sales development in generating leads and fostering customer 

relationships is increasingly prominent. The paper reviews existing literature on sales development, 

highlighting its evolution from traditional sales models to contemporary digital frameworks. Furthermore, the 

study proposes an initial conceptual framework for understanding sales development in B2B contexts, setting 

the stage for empirical research to explore its implementation and effectiveness in enhancing sales 

performance and customer engagement. 

1 INTRODUCTION 

Sales and sales processes have been extensively 

researched, yet they have evolved significantly over 

the past few decades, driven by digitalization. The 

internet and digital tools, initially prominent in B2C 

contexts, are now transforming B2B markets as well. 

This paper explores how digitalization impacts sales 

and sales processes, focusing on a new concept of 

sales development. 

Digitalization is a megatrend in sales, driven by 

advancements in information technology, machine 

learning, robotics, and AI. As Rodriguez et al. (2020) 

highlight, B2B markets are increasingly complex, 

necessitating more efficient, cost-effective processes. 

Digitalization and Sales Force Automation (SFA) are 

crucial in this transformation, making it a mandatory 

consideration for management (Mahlamäki et al., 

2016). This paper will delve into how digital 

technologies and channels have dramatically altered 

buyer-seller interactions, emphasizing the significant 

role of digital tools such as CRM systems and e-

commerce platforms in enhancing sales processes. 

Furthermore, the relationship between 

digitalization and marketing technologies is explored. 

Marketing technologies, including marketing 

automation and CRM tools, play a vital role in 
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supporting sales development by providing the 

necessary digital infrastructure. 

This paper also examines the concept of inside 

sales, which has gained prominence as digital 

channels reduce the need for face-to-face interactions. 

Inside sales, as a configuration of sales development, 

is critical in today's sales environment, offering 

numerous advantages over traditional outside sales 

approaches. 

The paper contributes to academic discussion by 

providing more understanding of the successful use 

of sales development as part of a digitalized sales 

process in the B2B context. Concretely this is done 

by introducing a framework of sales development, 

focusing on its role in generating leads and fostering 

customer relationships within a digitalized sales 

process. The challenges and benefits of implementing 

sales development are discussed, providing a 

foundation for further empirical research. This initial 

framework will be refined in the future through 

personal interviews with representatives from B2B 

companies, ensuring its relevance and applicability in 

the modern sales context. 
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2 LITERATURE REVIEW 

2.1 Digitalization in Sales and Sales 
Processes 

Sales and sales processes have been a focus of 

research for a long time. Yet during the past decades 

they have evolved significantly, particularly with the 

use of digitalization. The internet and other digital 

tools, initially prominent in B2C contexts, are now 

transforming B2B markets as well. 

Digitalization is a megatrend in sales and is often 

called the “fourth industrial revolution.” It is driven 

by advancements in information technology, machine 

learning, robotics, and AI (Syam & Sharma, 2018). 

Rodriguez et al. (2020) highlight that B2B markets 

are increasingly complex and demanding, leading to 

less productive operations. Complex B2B sales 

organizations aim for more efficient, cost-effective 

processes through digitalization and Sales Force 

Automation (SFA) (Román & Rodríguez, 2015). 

Thus, digitalization transforms the operational 

environment and is a mandatory consideration for 

management. 

Digital technologies and channels have 

dramatically altered buyer-seller interactions. 

Companies invest more in digital technologies to 

streamline and enhance sales processes (Terho et al., 

2022). Also, according to Terho et al. (2022), 

marketing plays a crucial role in acquiring new leads 

through digital channels, with customers relying 

heavily on digital resources during the initial buying 

phases, even in B2B contexts.  

In the context of this research, digitalization in 

sales is an important theme because sales 

development is mostly related to digitalization: it can 

be said to require effective digital tools to be able to 

run properly and to gain the benefits it is offering.  

Common digital sales tools include CRM systems 

(Ahuja & Medury, 2010) and e-commerce platforms 

(Alsaad & Taamneh, 2019). These tools enhance 

sales processes by reducing internal costs or 

increasing outcomes (Rodríguez et al., 2020). CRM 

systems facilitate internal communication and data 

storage. E-commerce platforms facilitate transactions 

between trading partners, often visible to customers 

as webshops. Despite substantial investments in 

digitalization, the link between investment and 

performance enhancement remains unclear. 

Successful technology implementation depends on 

the interplay of technological elements and the 

commitment of salespeople (Rodríguez et al., 2020). 

Rodriguez et al. (2020) identified internal and 

external enablers and obstacles to digitalizing sales 

processes, categorized into organizational, 

technological, cultural, and legal/security 

dimensions. Overcoming these challenges can lead to 

successful digitalization and significant benefits. 

Priority internal sales elements for digitalization 

include customer identification, sales proposals, and 

follow-up support—steps 1, 3, and 5 in Rodriguez et 

al. (2020) sales steps. In the modern world, 

digitalization is essential for any company's 

existence, impacting both B2C and B2B sectors. 

Machine learning and AI represent significant 

trends within digitalization and digital commerce. 

Syam and Sharma (2018) describe ongoing 

digitalization, including AI and machine learning, as 

a transformative force in the industry, reshaping sales 

practices. The industry is keenly observing AI's 

potential and limitations. 

Digitalization has fundamentally altered selling. 

Relational selling has undergone substantial changes. 

Arli et al. (2018) note that sellers must adapt to larger, 

more organized buyers with higher demands, 

reflecting the evolving nature of sales in the digital 

age. 

2.2  Digital Marketing and Marketing 
Technologies 

When discussing sales and especially sales 

development and digitalization, it is essential to 

recognize the significant role of digital marketing and 

marketing technologies. These elements are 

intrinsically linked to sales development. Viewing 

sales as an isolated segment of the funnel is unwise; 

instead, it should be considered part of the integrated 

marketing and sales funnel, as Järvinen and Taiminen 

(2016) suggest. In addition, sales development relies 

on a strong connection between marketing and sales 

(Sleep et al., 2020; Terho et al., 2022). 

The marketing department plays a crucial role in 

the company's business. Its efforts directly impact the 

sales and marketing funnel. Marketing should not 

function as an isolated unit. Wiersema (2013) found 

that integrating marketing and sales systems, like 

marketing automation or CRM, enhances team 

efficiency. Järvinen and Taiminen (2016) also noted 

that an integrated marketing and sales funnel 

increases transparency between these units, 

facilitating better collaboration. Marketing must work 

closely with sales, aligning business objectives to 

focus on the right leads, close more customers, and 

boost sales growth. 

Emphasis will be on marketing technologies, 

defined as tools or methods aiding marketing teams 

in achieving their targets (Graesch et al., 2020). These 
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technologies include database management systems 

enabling CRM tools, websites facilitating online 

marketplaces, and social media applications 

supporting corporate influencers. 

Digitalization has profoundly impacted 

marketing. Before digital solutions, marketing was 

entirely offline. "Marketing finds itself in the middle 

of a digital transformation, which IT has caused and 

accelerated over time" (Graesch et al., 2020, p. 124). 

Online tools have revolutionized marketing, 

enhancing performance, reach, measurement, and 

efficiency. 

From a sales perspective, marketing technologies 

are vital for collaboration throughout the sales funnel. 

Integrating and effectively using marketing 

automation and CRM tools are crucial for modern 

commerce (Sleep et al., 2020; Terho et al., 2022). 

Tools like CRM are often shared between marketing 

and sales. A common, integrated customer database 

helps both teams achieve their goals (Syam & 

Sharma, 2018). 

2.3 Inside Sales 

As digitalization has driven sales more towards 

digital channels and reduced face-to-face interactions 

between buyers and sellers, sales have been divided 

into inside sales and outside sales (Thaichon et al., 

2018; Sleep et al., 2020). This division is quite old; 

sales have been categorized into inside and outside 

sales since the 1980s when telemarketing began to 

emerge. The term inside sales became more prevalent 

around the millennium, contrasting with outside sales 

(Kroger, 2013). Traditionally, inside sales have been 

defined as sales occurring remotely, whereas outside 

sales involve face-to-face interactions (Kroger, 2013; 

Thaichon et al., 2018; Sleep et al., 2020; Terho et al., 

2022). 

Today, these definitions may not be entirely up-

to-date. A significant portion of sales and sales 

communications now happen remotely, which 

suggests that a larger part of sales can be considered 

inside sales (Fready et al., 2022). While some 

companies and roles still maintain clear distinctions 

between inside and outside sales, in many cases, the 

line between these functions has blurred. 

Additionally, the need for face-to-face interactions 

occurs much later in the B2B sales process, if at all, 

because modern technology can almost entirely 

replace face-to-face interactions (Mantrala & Albers, 

2022). 

According to Thaichon et al. (2018), inside sales 

have experienced significant growth in the last 50 

years in terms of practical use. In the 1970s, sales 

focused almost entirely on face-to-face contact and 

companies relied on outside sales personnel. Over the 

past 50 years, sales structures have shifted from 

merely providing value to buyers to creating value 

with them. This shift and significant technological 

transformations have led companies to use more 

inside sales to meet market demands and leverage its 

benefits (Thaichon et al., 2018). 

As inside sales constitutes an integral part of sales 

structures in many contemporary companies, it 

inherently offers several advantages. According to 

Gessner and Scott (2009) and Martin (2013), 

organizations are increasingly reallocating resources 

towards developing inside sales teams. For instance, 

Albrecht et al. (2014) observed that approximately 

40% of large technology companies are shifting 

resources from outside sales to inside sales, reflecting 

the rising prominence of inside sales within corporate 

sales frameworks. 

Sleep et al. (2020) delineate three significant 

shifts that have facilitated the transition from outside 

sales to inside sales. Firstly, inside sales now 

encompasses more than traditional call center roles 

and order-taking; it involves activities such as order 

generation traditionally performed by outside sales 

forces. Advances in technology have enabled 

effective customer interaction without the need for 

face-to-face meetings, allowing inside sales teams to 

manage smaller customer accounts within 

organizations (Sleep et al., 2020).  

Secondly, Sleep et al. (2020) highlight changes in 

customer behavior within the B2B context, where 

customers increasingly utilize various technology-

based channels to gather information, thereby 

favoring inside sales approaches. Johnson (2005) 

notes the evolving nature of B2B sales processes 

towards being more buyer-driven. An intriguing 

finding by Rapp et al. (2013) suggests that whether 

salespersons operate in inside or outside sales roles 

does not significantly affect customer orientation. 

Moreover, customers in B2B settings have reduced 

their reliance on face-to-face meetings in favor of 

online services; as early as 2012, Mantrala and Albers 

(2022) reported a 37% decline in face-to-face 

meetings among customers. The COVID-19 

pandemic has accelerated these changes, making 

virtual and remote communication commonplace in 

B2B interactions (Fready et al., 2022). 

Thirdly, heightened competition has compelled 

companies to invest in cost-effective capabilities, 

with inside sales playing a pivotal role in delivering 

value-added services through every customer 

interaction, focusing on upselling and cross-selling 

opportunities (Sleep et al., 2020). Today, inside sales 
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represents a critical avenue for exploring new 

methods to enhance lead management in B2B firms, 

particularly through specialized inside salesforces 

dedicated to generating and nurturing high-quality 

leads for external sales teams (Kuruzovich, 2013; 

Thaichon et al., 2018; Sleep et al., 2020; Terho et al., 

2022). This underscores the limited research into 

sales development, where the definition often stems 

from inside sales practices that differ significantly 

across sales domains. Thaichon et al. (2018) 

characterize sales development as a specialized 

adaptation of inside sales, underscoring its distinct 

operational methodologies. Terho et al. (2022) 

provide a rare focus on sales development and 

attempt to contextualize its understanding within the 

realm of inside sales. 

In exploring sales development, understanding 

the relationship between inside sales and sales 

development is crucial. According to Sleep et al. 

(2020), sales development constitutes one of the four 

principal archetypes within the B2B inside salesforce 

configurations. Sales development is specifically 

defined as an adaptation of inside sales, alongside 

other configurations such as inbound sales, sales 

support, hybrid teams, and discrete sales functions, all 

outlined in Figure 1 derived from practitioner 

literature. 

 

 

Figure 1: Major B2B inside sales force configurations 

(Adapted from Sleep et al., 2020). 

As seen in Figure 1, sales development differs 

significantly from other configurations as it is not a 

separate function from outside sales but collaborates 

closely with it. For instance, discrete and hybrid 

configurations can operate independently from 

outside sales because they encompass the entire sales 

funnel, from prospecting to closing deals (Sleep et al., 

2020). Some might argue that sales development 

cannot be a configuration of inside sales since Sales 

Development Representatives (SDRs) are not directly 

selling the product or service but are setting 

appointments for outside sales, whereas hybrid and 

discrete configurations manage the entire sales 

process. However, this distinction is not the primary 

concern of this study. 

2.4 Sales Development 

Sales development is a relatively new term in 

academia, with the first article focused solely on it 

published in 2022 (Terho et al., 2022). Although new 

academically, the term is well known in practice. 

According to non-academic sources like Salesloft 

(2014), Gartner (2019), Gummings (2014), 

Wikipedia (2024), and Arjona (2022), sales 

development originated in the 1980s at Oracle. The 

original Oracle Direct team, led by Anneke Seley, 

was the first to use sales development methods. Back 

then, sales development was quite different, with 

digitalization significantly transforming these 

methods and teams into today’s modern sales 

development. Some argue that business development 

is similar to sales development, as Business 

Development Representatives (BDRs) may perform 

tasks akin to Sales Development Representatives 

(SDRs), but sales development is a more precise term 

for this specialized unit. 

Although sales development is considered a 

configuration of inside sales, it differs significantly 

from the original meaning of inside sales. While sales 

development focuses on generating qualified leads 

and setting appointments for the outside salesforce, 

inside sales involves the entire sales process from first 

contact to closing. (Thaichon et al., 2018; Sleep et al., 

2020; Terho et al., 2022).  

As previously mentioned, Thaichon et al. (2018), 

Sleep et al. (2020), and Terho et al. (2022) state that 

sales development is primarily used in the B2B 

context and is a vital component of companies' sales 

processes. In contrast, the function is less utilized in 

B2C contexts, possibly due to the reasons identified 

by Rodriguez et al. (2020): “B2B sales processes 

require stronger sales efforts by the seller in reaching 

out, closing deals, and maintaining business 

relationships with customers.” B2B involves more 

detailed stages and long-term relationships, focusing 

on transitioning from one-time transactions to long-

term customer relationships (Rodriguez et al., 2020). 

Conversely, the B2C sales process requires less 

effort from the sales department to reach out and 

achieve sales with consumers, making the process 

leaner (Sutanonpaiboon & Abuhamdieh, 2008). Sales 

development seems to fit better in B2B, but a 

significant obstacle is that B2B sales processes are 

often less digitalized than B2C, while sales 

development relies heavily on digital tools 

(Rodriguez et al., 2020; Terho et al., 2022). 
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Overcoming this conflict is crucial for the efficient 

use of sales development. 

The definition of sales development is still 

evolving, with various references offering slightly 

different interpretations. However, three main 

publications (Thaichon et al., 2018; Sleep et al., 2020; 

Terho et al., 2022) are based on inside sales and 

define sales development similarly. Terho et al. 

(2022) builds on the previous definitions by Thaichon 

et al. (2018) and Sleep et al. (2020). Sleep et al. 

(2020) define sales development as an inside sales 

configuration focusing on lead qualification and 

appointment setting for outside sales. Terho et al. 

(2022) expand this definition, viewing the function as 

an integrated organizational role between marketing 

and sales, generating and nurturing leads, both 

inbound and outbound, focusing on both prospects 

and accounts. 

As previously noted, sales development is an 

organizational function that bridges marketing and 

sales. It focuses on setting appointments for the sales 

force and maximizing the benefits from leads 

generated by marketing (Sleep et al., 2020). Terho et 

al. (2022) identify four distinct types of sales 

development processes: outbound prospect-focused, 

outbound account-focused, inbound prospect-

focused, and inbound account-focused. In summary, 

prospect-focused methods have shorter turnaround 

cycles and benefit more from automation, while 

account-focused sales development requires longer 

cycles and more manual tasks during lead research 

and nurturing (Terho et al., 2022). 

During their study, Terho et al. (2022) identified 

a few platforms besides the main topic. These 

findings were divided into "organizational platform 

decisions," "technological platform-enabling 

technologies," and "people platform." Each category 

included demands for sales development, along with 

benefits and challenges that can be addressed. 

Organizational platform decisions refer to the 

seamless integration between marketing and sales, 

which is crucial for effective sales development. 

There should be jointly defined processes with clear 

responsibilities among units, common lead 

management terminology, and internal service level 

agreements. Shared targets, joint target setting, 

common goals, and aligned incentives are also 

essential. Additionally, a culture of open 

communication with regular joint meetings and active 

demonstration of sales development value is 

beneficial (Terho et al., 2022). 

Technological platform-enabling technologies 

indicate that, as sales development is largely a back-

office function building on digital sales technologies, 

the technological platforms facilitating this work are 

central enablers. For successful implementation, the 

process should include lead management 

technologies like marketing automation and customer 

relationship management, alongside other tools. 

These systems should facilitate key functionalities in 

sales technology, such as engagement tools for 

managing digital interactions, analytics and sales 

intelligence tools for insights, enablement tools for 

accessing firm content, and pipeline management 

tools for steering the sales process. Well-organized 

data, shared databases, integrated systems, and 

actively updated data are also important (Terho et al., 

2022). 

People platform refers to managing Sales 

Development Representatives (SDRs), who are 

crucial to the sales development process. Job profiles, 

motivation, training, evaluation, and rewards should 

be aligned, and SDRs should be correctly led. 

Typically, SDRs are junior staff in entry-level 

positions, which needs consideration. The job should 

be challenging and rewarding to motivate SDRs to 

perform well. Often, a fixed salary based on 

performance with shared targets among units is used. 

It is also important to differentiate between SDRs 

focused on outbound prospects and those focused on 

inbound accounts, as different profiles may be 

required (Terho et al., 2022). 

3 FRAMEWORK OF SALES 

DEVELOPMENT 

Researchers examining general sales processes often 

debate whether to focus on one-time transactions to 

boost immediate sales or on relationship building to 

enhance customer lifetime value (CLV). Based on the 

existing literature, sales development is not suited for 

one-time transactions. According to Terho et al. 

(2022), sales development focuses primarily on 

building customer relationships and generating leads 

to foster more relationships both within and outside 

the company. The appropriateness of sales 

development depends on the product or service a 

company offers. While existing literature identifies 

some characteristics that indicate when sales 

development fits into the sales process and what 

demands it has for successful implementation, there 

is still a need for deeper insight. This research aims to 

provide more understanding of the successful use of 

sales development as part of a digitalized sales 

process in the B2B context. 
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Figure 2: Initial conceptual framework for sales development. 

The sales landscape has transformed significantly 

over recent decades, with the pace of change 

accelerating. Syam and Sharma (2018) describe this 

shift as the fourth industrial revolution, driven by 

digitalization in sales and business. With 

communication and transactions increasingly moving 

online, the sales environment is changing drastically. 

As face-to-face communication diminishes, 

companies are adopting or naturally transitioning to 

inside sales teams. This shift necessitates rethinking 

business strategies to achieve greater efficiency with 

fewer resources. 

While the general sales process has evolved from 

Dubinsky's (1981) model, the fundamental theme of 

sales as a person-to-person activity remains. 

However, as Syam and Sharma (2018) note, AI and 

machine learning are becoming more integral to sales, 

signaling further changes in the near future. The trend 

toward inside sales, driven by the internet and overall 

digitalization, reduces the need for face-to-face 

meetings, potentially enhancing sales efficiency. 

Thaichon et al. (2018) identify this trend as the fourth 

evolution in sales structures, with the internet playing 

a crucial role and companies expanding their inside 

sales forces. This evolution began in the 2000s, 

emphasizing customer co-creation of value through 

various channels, supported by advancing 

technologies that enhance inside sales efficiency. 

As inside sales becomes increasingly prevalent, 

whether through dedicated teams or integrated 

working methods, companies seek to optimize their 

sales processes to maximize value for both the 

company and the customer. Sales structures often 

blend outside, inside, and online sales, with inside 

sales playing a major role. One promising 

configuration for inside sales is sales development, 

which can significantly enhance company 

performance (Sleep et al., 2020). 

The aforementioned changes have prompted 

companies to consider establishing and utilizing sales 

development in their processes. The need for sales 

development is evident, and its efficient 

implementation demands certain conditions. The 

literature suggests that sales development should be 

positioned between sales and marketing, with the 

primary goal of arranging sales meetings for the 

outside sales team. The benefits of implementing 

sales development include a more efficient and 

streamlined process. However, challenges related to 

organizational and personnel issues can arise. An 

initial conceptual framework for sales development, 

built on existing theory, is presented in figure 2. 

The figure aims to present the main themes and 

concerns highlighted in the literature, commonly 

considered by companies when establishing or using 

sales development. This model serves as an initial 

framework based on B2B literature and will be 

refined in the subsequent steps of the research 

through empirical studies, including personal 

interviews with representatives from B2B companies. 

REFERENCES 

Ahuja, V., & Medury, Y. (2010). Corporate blogs as e-

CRM tools – Building consumer engagement through 

content management. Journal of Database Marketing & 

Customer Strategy Management, 17(2), 91–105. 

Albrecht, C., Seley, A., & Heller, K. (2014). Outside in: The 

rise of the inside sales team. 

www.zs.com/publications/whitepapers/outside-in-the-

rise-of-the-insidesales-team.aspx 

KMIS 2024 - 16th International Conference on Knowledge Management and Information Systems

278



Alsaad, A., & Taamneh, A. (2019). The effect of 

international pressures on the cross-national diffusion 

of business-to-business e-commerce. Technology in 

Society, 59, 101158.  

Arjona, M. (2022, October 3). The Ultimate Guide to Sales 

Development. 

https://predictablerevenue.com/guides/the-ultimate-

guide-to-sales-development/ 

Arli, D., Bauer, C., & Palmatier, R. W. (2018). Relational 

selling: Past, present and future. Industrial Marketing 

Management, 69, 169–184.  

Dubinsky, A. J. (1981). The effects of sales training. 

Industrial Marketing Management, 10(2), 129–137.  

Fready, S., Vel, P., & Nyadzayo, M. W. (2022). Business 

customer virtual interaction: Enhancing value creation 

in B2B markets in the post-COVID-19 era – an SME 

perspective. Journal of Business & Industrial 

Marketing, 37(10), 2075–2094.  

Gartner. (2019, July 27). The Sales Development Team: A 

Proven Framework for Success. 

https://www.gartner.com/en/articles/the-sales-

development-team-a-proven-framework-for-success 

Gessner, G., & Scott, R. A. (2009). Using business 

intelligence tools to help manage costs and 

effectiveness of business-to-business inside-sales 

programs. Information Systems Management, 26(2), 

199–208. 

Graesch, J. P., Hensel-Börner, S., & Henseler, J. (2020). 

Information technology and marketing: An important 

partnership for decades. Industrial Management & Data 

Sys-tems, 121(1), 123–157. 

Gummings, D. (2014, June 4). Sales Development Team: 

Most Important Sales Process Innovation in 10 Years. 

https://davidcummings.org/2014/04/06/sales-

development-team-most-important-sales-process-

innovation-in-10-years/ 

Järvinen, J., & Taiminen, H. (2016). Harnessing marketing 

automation for B2B content marketing. Industrial 

Marketing Management, 54, 164–175.  

Johnson, D. S. (2005). Digitization of selling activity and 

sales force performance: An empirical investigation. 

Journal of the Academy of Marketing Science, 33(1), 

3–18. 

Kroger, K. (2013). What Is Inside Sales? The Definition Of 

Inside Sales; Forbes. 

https://www.forbes.com/sites/kenkrogue/2013/02/26/

what-is-inside-sales-the-definition-of-inside-

sales/?sh=4f173fb166d8 

Kuruzovich, J. (2013). Sales technologies, sales force 

management, and online info-mediaries. Journal of 

Personal Selling & Sales Management, 33(2), 211–224.  

Mahlamäki, T., Ojala, M. & Myllykangas, M. 2016. 

“Drivers towards interactive digital sales processes in 

business-to-business markets”, AcademicMindtrek '16 

Proceedings of the 20th International Academic 

Mindtrek Conference: Oct. 17th-19th, 2016. New York: 

ACM, 42-48. 

Mantrala, M., & Albers, S. (2022). The impact of the 

Internet on B2B sales force size and structure. In G. 

Lilien, A. Petersen, & S. Wuyts (Eds.), Handbook of 

Business-to-Business Marketing (pp. 493–514). 

Edward Elgar Publishing.  

Martin, S. W. (2013). The trend that is changing sales. 

Harvard Business Review. https://hbr.org/2013/11/the-

trend-that-is-changing-sales 

Rapp, A., Beitelspacher, L. S., Grewal, D., & Hughes, D. 

E. (2013). Understanding social media effects across 

seller, retailer, and consumer interactions. Journal of 

the Academy of Marketing Science, 41(5), 547–566.  

Rodríguez, R., Svensson, G., & Mehl, E. J. (2020). 

Digitalization process of complex B2B sales processes 

– Enablers and obstacles. Technology in Society, 62, 

101324. 

Román, S., & Rodríguez, R. (2015). The influence of sales 

force technology use on outcome performance. Journal 

of Business & Industrial Marketing, 30(6), 771–783.  

Salesloft. (2014, July 7). The History Of Sales 

Development. 

https://www.salesloft.com/resources/blog/brief-

history-sales-development/ 

Sheth, J. N., & Sharma, A. (2008). The impact of the 

product to service shift in industrial markets and the 

evolution of the sales organization. Industrial 

Marketing Management, 37(3), 260–269. 

Sleep, S., Dixon, A. L., DeCarlo, T., & Lam, S. K. (2020). 

The business-to-business inside sales force: Roles, 

configurations and research agenda. European Journal 

of Marketing, 54(5), 1025–1060.  

Sutanonpaiboon, J., & Abuhamdieh, A. (2008). Factors 

Influencing Trust in Online Consumer-to-Consumer 

(C2C) Transactions. Journal of Internet Commerce, 

7(2), 203–219.  

Syam, N., & Sharma, A. (2018). Waiting for a sales 

renaissance in the fourth industrial revolution: Machine 

learning and artificial intelligence in sales research and 

practice. Industrial Marketing Management, 69, 135– 

Terho, H., Salonen, A., & Yrjänen, M. (2022). Toward a 

contextualized understanding of inside sales: The role 

of sales development in effective lead funnel 

management. Journal of Business & Industrial 

Marketing, 38(2), 337–352.  

Thaichon, P., Surachartkumtonkun, J., Quach, S., Weaven, 

S., & Palmatier, R. W. (2018). Hybrid sales structures 

in the age of e-commerce. Journal of Personal Selling 

& Sales Management, 38(3), 277–302.  

Wiersema, F. (2013). The B2B Agenda: The current state 

of B2B marketing and a look ahead. Industrial 

Marketing Management, 42(4), 470–488. 

Wikipedia. (2024, August 1). Sales development. 

https://en.wikipedia.org/wiki/Sales_development 

 

 

 

Sales Development in Business-to-Business Markets

279



Importance of Context Awareness in NLP 

Nour Matta, Nada Matta and Philippe Herr 
LIST3N, University of Technology of Troyes, 12 Rue Marie Curie, 42060 10004 Troyes Cedex, France  

Nour.matta@utt.fr, nada.matta@utt.fr, philippe.herr@utt.fr   

Keywords: Context Awareness, NLP, Text Ambiguity, Knowledge.    

Abstract:  Context is a complex notion, that enables the understanding of happenings and concepts in an environment 

and the analysis of their influence (Adomavicius et al, 2011) As previously mentioned, context plays a major 

role in assigning meanings to words, sentences, and texts when dealing with text analysis. Multiple natural 

language processing approaches aim to consider “context” in analyzing the information extracted and 

applying a sort of word sense disambiguation (Adhikari et al, 2019). Numerous intelligence systems require 

knowledge of happening and are context dependent, but the definition of context and context elements used 

varies from one application to another based on needs.  Context plays several roles in text analysis especially 

to reduce ambiguity and semantic extraction. In this paper, main influence of context on TextMining and NLP 

are shown. 

1  INTRODUCTION 

From a semantic perspective, if the purpose was 

identifying business events, the verb “fire” in the 

sentence “a company fired 50 employees” can be 

considered as a business event. In contrast, the same 

verb in “he fired the gun” is not a business event of 

interest. We can highlight in this example the 

necessity of the words' context in understanding their 

meaning. But when dealing with decisions, the impact 

of the information extracted must also be considered 

in the process for two main reasons. First, the same 

information can have a different impact on different 

entities. The information “a company fired 50 

employees” is considered relatively important for the 

company's competitors or main clients since this 

information may be viewed as a sign of struggle in the 

company of interest but can be irrelevant for 

unrelated organizations. Second, the information can 

have a different impact based on the entities involved 

in the event. For instance, if the company firing 

employees is a small company of 60 employees in 

total, this event may mean that the company is more 

likely to be closing. But if the company originally had 

more than 5000 employees, firing 50 employees is 

more or less irrelevant to the financial state of the 

company. 

The dependency on the context of the information 

while extracting knowledge, from the activity domain 

to the participating entities, the events mentioned, the 

time factor, and so on, must be considered in the 

analysis process. Furthermore, when extracting 

information from texts, knowledge representation is a 

required task to enable the accessibility, reuse, and 

learning process. When dealing with the development 

of strategies and decision-making based on 

information extracted from text, the context of this 

information must be considered to enable the 

understanding of the information along with the 

analysis of the importance and the impact of this 

information. 

So, our main research question is: How to deal 

with the context-dependency of the words semantic in 

texts?  

In this paper, the importance of context awareness 

is emphasized to consider Natural Language 

processing techniques.  

2  CONTEXT AWARENESS  

Bazire and Brézillon (Bazire et al, 2005) used 150 

definitions from different domains such as computer 

science, philosophy, economy, and business, and 

tried to combine all and abstract key elements. Their 

research showed that context may be defined by six 

main components: (1) the constraints, (2) the 

influence, and (3) the behavior of (4) a system with 

specific tasks to implement, where the system can be 

a user or a computer. The context can also be 
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categorized by its (5) nature and (6) structure. Figure 

2.1 shows a representation of the context as the 

elements that define the context and the interactions 

or influences between the entities. Five elements are 

represented in 0 (1) the context, (2) the system, (3) the 

item, (4) the environment, and (5) the observer. The 

context is the overall group of entities and how they 

influence each other. The system is the machine or 

person having specific tasks to implement on an 

object in an environment. The item is the object that 

undergoes changes while the environment can be the 

organization, the location, or the time in which 

changes are happening. Finally, the observer is an 

external element that will have a different opinion on 

the happenings considering the context. The observer 

enables the consideration of different cultural 

backgrounds and social views that might affect the 

reaction, or the decision made facing an event 

(Matsumoto, 2007). We can also notice in 0 the 

interaction between the different entities and the 

context influence of the context (orange arrow) that 

each entity has. 

 

 

Figure 1: Context element definition and interaction. 

3   CONTEXT IN TEXTMINING  

3.1 TextMining and NLP 

Text mining is the branch of artificial intelligence that 

aims to extract knowledge from structured and 

unstructured text (5). Text Mining enables the 

extraction of the knowledge available in stored 

textual data. Text Mining is mainly based on two 

components (5), the data mining and machine 

learning component and the computational linguistics 

also known as Natural Language Processing (NLP). 

On the data processing side, three phases can be 

identified (6). First, Information Retrieval allows the 

selection of documents of interest that are most likely 

related to the topic of interest. Second, data mining, 

machine learning algorithms, and probabilistic 

approaches allow the identification of patterns within 

the extracted data. Third, the Knowledge 

representation part allows the information extracted 

to be represented in a formal structure. On the other 

hand, NLP is used to simulate human’s ‘natural’ 

understanding of languages to process textual data 

(Du, 2007). NLP researchers were first split into two 

divisions: stochastic and symbolic. Stochastic NLP 

consisted of probabilistic and statistical approaches, 

focusing on pattern recognition between texts. On the 

other hand, symbolic NLP also known as rule-based 

NLP was oriented on formal languages and 

generating syntax. NLP considers all linguistic levels 

(Liddy, 2001): 

1. Phonetics is the study of the production of 

sounds 

2. Phonology is the study of the arrangement of 

sounds 

3. Morphology is the study of word structure 

4. Syntactics is the study of sentence structure 

5. Semantics is the study of meanings in a 

sentence 

6. Discourse is the study of syntactic and 

semantics on units of text longer than a sentence 

7. Pragmatics is the study of language in 

communication 

3.2 Context Awareness in Text 
Analysis  

Different definitions of context were provided by 

linguists (Lichao, 2011). Widdowson (Widdowson, 

1996) presented context as a schematic construction 

of the circumstances of language usage relevant to the 

meaning. Cook worked on the relationship between 

literature and discourse and used the context of texts 

as a form of global knowledge with a (1) broad 

definition or a (2) narrow definition (Cook, 

1994). Lichao ( Lichao, 2011) divided context into 

three categories: 

1. Linguistic context refers to the context within 

the text. It consists of considering the relationship 

between words, phrases, sentences, and 

paragraphs. If we consider the word “bank” we 

need the sentence in which the word was 

mentioned to be able to properly assign the 

corresponding meaning. The study of time, place, 

and people related to happenings mentioned in a 

text form the deictic context element. Collocation 

of words falls into this context categorization. 

Collocation is the grouping of words with their 

context. For example: barked and dog, born and 

baby, blond and hair. 

Importance of Context Awareness in NLP

281



2. Situational Context is also known as the context 

of situation where the environment, time, place, 

participant of the text, and their relationship form 

the context. The activity domain or field of text, 

social relationships, and the mode of text 

communication are also part of this type of 

context. 

3. Cultural Context as its name indicated 

considers the cultural background, customs, and 

past history of the language and the participant 

(writers or speakers of a discourse). Language is 

influenced by social factors, social status, gender, 

or age. 

 

Depending on the discipline requirements, the context 

of texts in text analysis may play different roles:  

• Eliminate Ambiguity in multiple levels: word 

sentence level and groups of sentences level.  

• Improving coreference resolution and 

indicating referents which is generally used to 

replace noun phrases or adverbial phrases.   

• Detecting Conversational Implicature or 

Intentions, ie; sarcasm, irony, insults, hurting, 

pain, caustic, humor, vulgarity, rhetorical 

questions, metaphors, … 

 

There are two different conceptualizations of 

context and context used in NLP. The first 

conceptualization evokes the context of target words 

in their usage in a text. The second perspective of 

context is relative to knowledge extraction and the 

use of ontologies. A popular approach that enables the 

application of neural networks and machine learning 

algorithms is the representation of words, sentences, 

or documents in vectors, considering the “context” 

which in this case is the surrounding words 

(Kobayashi, 2018). The research field that provided 

this approach is Distributional Semantics based on the 

distributional structure of language theory proposed 

by Harris (Harris, 1954). Word2vect (Mikolov et al, 

2013) and BERT (Devlin et al, 2020) are two models 

built based on de Distribution semantics. Word2vect 

was the first model released in 2013, it is 

unidirectional. In other words, in the example “I went 

to the bank to sit” and “I the bank to take some 

money”, the word bank would have the same vector 

because the window considered is before the targeted. 

While BERT is the first Bidirectional Encoder 

Representation from Transformers, and the two 

representations of the word will be different.  

The use of ontologies and ontology-based technics 

for information retrieval purposes was popular 

between 2000 and 2010 (Wimalasuriya et al, 2010). 

The use of predefined ontologies to orient and target 

the information, and the domain of the ontology would 

play the role of the context. It is that there is a 

bidirectional relationship between ontologies and 

natural language processing (Lenci, 2010). Ontologies 

can be used to orient knowledge extraction from text 

and NLP can help build and enrich ontologies. Lenci 

defined four major uses of contexts for onto-lexical 

knowledge extraction in NLP: 

1. Semantic typing is used to characterize the 

semantic types of linguistic expressions 

2. Identify semantic similarity and relatedness in 

which we try to pair words with similar meanings. 

In this context, the aim is to identify concepts that 

belong to the same logical type defined by 

Sommers (Sommers, 1963). 

3. Enable inferences and inheritance of concepts 

within the same type 

4. Argument structure which allows combining 

constraints of lexical items. Using predefined 

relationships, using ontologies enables the 

extraction of concepts and relationships between 

concepts based on lexical dependencies. 

 

While distributional semantic approaches, such as 

BERT, are highly performant in machine learning 

tasks such as classification and annotation, a 

dependence on the pretraining dataset and the 

conceptualization of the group built the model. The 

models still require a need to structure and represent 

the information extracted while keeping track of the 

context of extraction. As for ontology-based context, 

the limit of this approach is the relativity of the 

knowledge extracted from the text and maintaining 

the context provided by the text. When using different 

texts, the categorization of concepts may not identify 

changes in concept definitions, evolution analysis of 

the context, and of the elements identified in the 

context. A need to track temporality and limit the 

inferences based on their context is identified. In the 

following section, we will present the context-

awareness field, a research field dedicated to studying 

context and enabling systems to be aware of the 

context. 

4  SITUATION CONTEXT 

RECOGNITION  

Schilit et al. (Schilit, 1995) defined context-

awareness as the ability of a system to adapt to a 

changing environment. In their use case, they worked 

on a system with mobile users, and the need was for 

the system to be able to detect the changing location 
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and adapt to it. In their definition context was defined 

as the environment, the location of users, and the 

users. As the definition of context changed over time, 

the context-awareness definition also went through 

changes over time as the need for context-aware 

processing was needed. So, situation context can be 

recognized by identifying the situation object, the 

actors that provoked changes or made actions, the 

occurred event, the location of event, the event 

happening time, the field and domain of situation 

(Figure 2). 

 

 

Figure 2: Main situation context elements (Matta et al, 

2023). 

 The VerbNet parser will play a key role in 

identifying the agents in a sentence and their nature. 

VerbNet enables distinguishing between the agent 

‘A0’ that is making the action for action verbs ( Clark 

et al, 2021), (Brown et al, 2022). This takes into 

consideration the active and passive forms of the verb 

in a sentence. Note that the dimension actor in this 

approach will be represented by any entity that takes 

action in the text and will be the ‘A0’ provided by 

VerbNet. VerbNet also provides the part of the 

sentence that reflects the location and the time 

(Leseva et al, 2022). 

Figure 3 provides an output of 4 different 

sentences. The 2 sentences on the top highlight the 

actor identification, regardless of the active or passive 

form of the verb, the parser detects the ‘company” as 

the “A0”, the starter of the action. As for the 2 

sentences at the bottom, allows the distinction of roles 

the entity “France” is playing. In the first sentence, 

France is detected as an actor, therefore, instead of 

just being the country, it is also the political actor. 

While in the last sentence, France is the location of 

the event.  

As for the objects, they represent any concept 

mentioned in the text and are extracted using 

hypernym/meronym relation extraction (Issa Alaa 

Aldine, 2022). The structural-based approach was 

used along with some of the Hearst Patterns (Roller 

et al, 2018) since they allow keeping track of the 

 

Figure 3: Example of Using VerbNet Parser in CATKoRD 

platform (23), (24). 

semantic extraction based on how it was mentioned 

in the text. It also enables the discovery of new 

relation and is not dependent on previously defined 

lexicons or context independent semantic relations. 

For instance, in the sentence “Domestic animals such 

as dogs and cats” we can identify the relation 

“animal/domestic animal” but also “domestic 

animal/dog” and “domestic animal/cat”. Ontologies 

are used to enhance inheritance among concepts 

within the same text and comparing objects from 

multiple text considering their context. 

The CAToRD (Matta et al, 2023) has been 

developed based in these principles to identify 

situation context elements from text.  

5  CULTURAL CONTEXT 

RECOGNITION  

One dimension of cultural context can be related to 

the social evolution of a culture by analyzing the 

literature heritage of a civilization. When observing 

linguistics actors on literature text analysis, several 

dimensions can be identified: 

• Text title type recognition that leads to text 

style identification.  

• Text Blocs identification that emphasizes the 

organization of the document. 

• Authors and references identification that help 

on literature type selection.  

• Language Analysis to identify linguistics 

forms related to literature type.  
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As first step of the methodology, we want to 

define for cultural context recognition, a linguistic 

expert has been observed when analyzing two types 

of text from: French literature one and public 

scientific newspaper. These first results will help us 

to determine main aspects to consider in cultural 

context. That can be the foundations of cultural 

context ontology and NLP dedicated algorithms 

definition.  

 

For instance, analyzing the “The Wolf and the 

Lamb” text leads to: 

• Title of the text concerns two animals that 

have different characteristics. 

• Text is decomposed on three blocs: 

1. An introduction that introduces the 

situation of two animals 

2. Discourses between two animals 

3. A conclusion on one sentence that 

emphasizes the text morality.  

• Author: “La Fontaine”, with reference, the 

title of the book: “Les Fables De La Fontaine” 

that leads to recognize the style of the 

literature; critics and morality documents.  

• Linguistic analysis that helps to identify a 

conflict between a strong and weak characters.  

 

These aspects push the linguistic analyst to isolate 

sentences that emphasizes this conflict (0): 

• Space dimensions: The Wolf is higher than 

the lamb on the riverside. 

• Social dimensions: social positions of the 

Wolf and the lamb in the society. “Magesty”, 

“you and your family disorder my life” … 

• Environmental dimensions: division of earth 

properties. “For you spare me little, You, 

your shepherds, and your dogs.” …  

 

This analysis put on a progress in conflict 

expression: from simple one between two animals to 

deeper one related to the humanity control of the 

environment and its impact.  

In this type of text analysis, classical NLP 

algorithms are not sufficient to detect these types of 

dimensions. Analyzing sentences cannot enhance 

documents analysis. Cultural related to literature 

types must be defined. Semantic representations can 

be used as references that guide supervised NLP 

algorithms to detect such type of aspects.  

  

 

1  https://www.poetica.fr/poeme-849/jean-de-la-fontaine-

le-loup-et-agneau/ 

 

Figure 4: Analysis of a Fable of La Fontaine1. 

 

Figure 5: Example of Analysis of a problem-solving 

scientific report2. 

Documents can be not only from the literature but 

belong to specific fields, activities, companies. For 

instance, technical reports are decomposed on several 

blocks, in which the problem is first described “The 

question of the altitude of Tibetan problem…”, then 

observations are detailed before describing “The 

Himalayan chain results from the formidable 

collision…” how actors face the problem and give a 

solution. The title of these reports put on generally the 

encountered problem by presenting two hypotheses 

of “floatability of the plate” or “separation of the 

Eurasian plates”. As same as, technical documents or 

contractual ones are presented related to reasoning 

schemas in which different blocks reflect actors’ 

problem solving (0). Semantic representations and 

domain ontologies must be considered to emphasize 

2 https://www.futura-sciences.com/planete/actualites/ 

tectonique-plaques- cette-plaque-tectonique-train-dechirer-

sous-plateau-tibet-110914/  
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companies’ cultural context and guide the NLP 

analysis of these type of documents.  

6  CONCLUSION 

Currently, NLP techniques tend to use LLM and 

Generative AI to analyze texts. But this type of 

techniques still be hard to consider specific context of 

activities which are necessary to emphasize semantics 

of a document. In fact, they ask to define several 

specific prompts (Feldman et al, 2023) and don’t put 

on global techniques for this aim. In this paper, the 

importance to consider context in NLP algorithms has 

been shown based on our first studies on this domain. 

Firstly, some techniques to detect situation context 

has been mentioned and secondly, importance of 

cultural context to analyze documents are 

emphasized.   

This paper presents our first study to detect 

cultural context. Two types of texts have been 

analyzed manually to identify important parts to 

consider in cultural context. We aim at studying 

cultural works to define a dedicated ontology. Then, 

CAToRD platform will be augmented by extending 

NLP algorithms that help to consider cultural context. 

Global rules will be then defined to be integrated in 

NLP applications and LLM algorithms.  
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Abstract: This study aims to explore the motivational factors affecting knowledge sharing among lawyers in intellectual 

property law firms. Through an integrative review of existing empirical and theoretical literature, the research 

develops a conceptual framework to understand these motivational factors. The findings identify eight key 

extrinsic factors and two intrinsic factors influencing knowledge sharing for lawyers in intellectual property 

law firms. This research provides valuable insights into motivational factors that can be used by intellectual 

property law firms to improve knowledge sharing practices among lawyers. 

1 INTRODUCTION 

Intellectual property law is a complex legal field due 

to the diversity of intellectual property (IP) types, 

such as patents, trademarks, copyrights, and trade 

secrets. Each type of IP is governed by specialized 

laws. In Thailand, patents for inventions, utility 

models, and design patents fall under the Patent Act 

B.E. 2522 (1979), which is considered the most 

complex IP law compared to others. Lawyers and 

legal counsels specializing in IP law must not only 

understand the legal texts but also possess technical 

knowledge in scientific and technological fields, such 

as engineering, chemistry, biotechnology, and 

pharmacy. This interdisciplinary expertise is essential 

for effective prior art searches, legal opinions, patent 

drafting, rights protection, infringement prevention, 

and litigation (Levin & Cross, 2004). 

IP law firms are unique in that they require 

personnel with specialized knowledge in both IP law 

and related technical fields. Besides lawyers, these 

firms often employ scientists and technologists, who 

may be either legal professionals with additional 

science and technology education or experts with 

scientific and technological qualifications. 

 

a  https://orcid.org/0009-0006-7925-4055 
b  https://orcid.org/0009-0008-4959-9225 
c  https://orcid.org/0000-0002-7572-9782 

Collaboration and knowledge sharing among these 

professionals are crucial for providing comprehensive 

legal services to clients, which distinguishes IP law 

firms from general law firms where lawyers typically 

work independently (Levin & Cross, 2004). The core 

operations of IP law firms are knowledge-intensive, 

requiring in-depth legal expertise and professional 

skills to advise clients on IP protection and utilization. 

The rapid advancement of technology and 

globalization have transformed the legal profession, 

increasing the demand for adaptable, knowledgeable, 

and skilled lawyers (Flood, 2012). Efficient 

knowledge sharing among legal professionals within 

law firms has become more important to facilitate 

continuous learning and mutual assistance (Gardner, 

2019). Knowledge sharing is the process of 

exchanging tacit and explicit knowledge between 

individuals or groups to utilize or create new 

knowledge (Nonaka & Takeuchi, 1995). For IP 

lawyers, tacit knowledge includes legal analysis, case 

prediction, negotiation, and understanding client 

industries, all of which require experience. Explicit 

knowledge involves documented legal texts, legal 

opinions, court decisions, and IP application 

preparation. 
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Client trust in law firms is built not only on the 

reputation of individual lawyers but also on the firm’s 

collective expertise in specific legal fields. Effective 

legal services depend on the knowledge capital within 

the firm (Forstenlechner, Lettice, Bourne, & Webb, 

2007). Studies have shown that knowledge 

management can support legal services, and 

knowledge sharing, as a part of knowledge 

management, is crucial for law firms (Zeide & 

Liebowitz, 2012; Kabene et al., 2006). Successful law 

firms focus on best practices for utilizing their 

personnel’s knowledge (Fombad, Boon, & Bothma, 

2009). According to Lambe (2003), law firms operate 

in a highly competitive and constantly changing 

environment, necessitating efficient knowledge 

sharing for maintaining expertise. 

However, research by Schulz & Klugmann (2005) 

indicates that implementing knowledge management 

systems in law firms often faces challenges due to 

lack of acceptance. Many legal professionals may not 

recognize the importance of such systems or may 

view them as disruptive to traditional practices. This 

resistance can be particularly strong among senior 

lawyers who may see knowledge management as 

unnecessary, despite its potential benefits for 

professional practice. 

Research by Meso, Bosire, & Massey (2023) 

highlights the importance of knowledge management 

in enhancing law firm performance. Their study in 

Nairobi, Kenya, involving 222 law firms, found that 

86.5% of respondents recognized the importance of 

knowledge management, and 64.9% noted its positive 

impact on their firms’ efficiency. They emphasized 

the need for investments in information and 

communication technology to support knowledge 

management. 

Adeyemi et al. (2022) studied knowledge transfer 

and use in Nigerian law firms, finding significant 

positive correlations between these practices and firm 

performance. Knowledge sharing through meetings, 

training, seminars, and collaborative work improved 

creativity, financial performance, and client 

satisfaction. 

Holinde (2015) identified intrinsic and extrinsic 

motivational factors influencing knowledge sharing 

in law firms. Intrinsic factors include altruism and 

self-efficacy, while extrinsic factors involve 

organizational rewards, reciprocity, and the use of 

technology. 

Research by Kabene et al. (2006) identified six 

critical factors for successful knowledge management 

in law firms: culture, trust and loyalty, communities 

of practice, human resources roles, motivation and 

rewards, and the role of technology. 

The absence of effective knowledge-sharing 

systems in law firms can lead to knowledge loss, 

inconsistent legal service quality, and hindered 

innovation (Schulz & Klugmann, 2005; Saunders, 

2011; Evans et al., 2015). Despite existing research, 

there is limited empirical study on knowledge sharing 

among lawyers and the motivational factors affecting 

this process in IP law firms. The complexity of IP 

laws, the conflicts between the IP laws of different 

countries protecting intellectual property rights, and 

the challenges posed by emerging technologies create 

numerous IP touchpoints and uncertainties.  

Given the importance and challenges mentioned 

above, as well as the lack of existing research on IP 

lawyers in IP law firms regarding the motivational 

factors influencing knowledge sharing, this study 

aims to explore the factors influencing knowledge 

sharing among IP lawyers and in IP law firms. The 

findings will contribute to identifying key 

motivational factors that significantly influence 

knowledge sharing among lawyers in law firms. This 

is achieved through an integrative review of existing 

empirical and theoretical literature, which also 

proposes a conceptual framework. The research 

question for this study is: What are the motivational 

factors affecting knowledge sharing among lawyers 

in IP law firms? 

2 LITERATURE REVIEW 

The authors conducted an integrative review of 

existing empirical and theoretical literature to provide 

a comprehensive understanding of knowledge 

sharing among lawyers in law firms. The review 

identifies both extrinsic and intrinsic motivational 

factors that influence knowledge sharing and offers 

insights into how these factors can foster knowledge 

sharing within law firms. 

2.1 The Importance of Intellectual 
Property Law and Its Challenges in 
the Digital Era 

The World Intellectual Property Organization 

(WIPO) indicates that hat in today’s rapidly evolving 

world, IP and intangible assets are gaining increasing 

significance. One of the crucial challenges is to 

ensure that the current IP system continues to foster 

innovation in the era of advanced technologies, 

thereby driving economic growth globally. 

Additionally, IP has become the most valuable asset 

class worldwide (Ogier, 2016).  
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Intellectual property protection is provided by 

laws such as patents, copyrights, and trademarks, 

which allow individuals to gain recognition or 

financial benefits from their inventions or creations. 

By balancing the interests of innovators with those of 

the public, the IP system creates an environment 

conducive to creativity and innovation. IP covers a 

broad range of activities and is vital to both cultural 

and economic life, safeguarded by various national 

and international laws (WIPO, 2020). 

The digital economy has had an impact on IP law, 

as evidenced by legislation addressing cybersquatting 

and significant advancements in legal and economic 

protections (Kahn & Wu, 2020). The emerging of 

generative artificial intelligence (AI) tools, such as 

ChatGPT, Midjourney, Copilot and Firefly, presents 

numerous IP issues and uncertainties regarding IP 

infringement, IP rights ownership of AI-generated 

outputs. To mitigate risks concerning IP rights and 

ownership of AI outputs, it is essential to review the 

terms and conditions of generative AI tools to 

determine who owns the intellectual property in the 

outputs (WIPO, 2024). 

2.2 The Role and Types of Intellectual 
Property Law Firms 

Sammon (2024) highlights the key roles of IP law 

firms. Firstly, they must serve as reliable business 

advisors, understanding each client’s specific needs 

and business context to provide tailored legal advice, 

even for seemingly simple tasks like trademark 

registration. Beyond protecting IP rights, IP law firms 

should help clients plan and implement IP strategies, 

identify valuable IP assets, and secure the necessary 

protections. 

Sammon categorizes IP law firms into two types: 

traditional and modern. 

Traditional IP Firms operate as partnerships with 

partners, associate attorneys, solicitors, trainees, and 

paralegals. They offer services on fixed fees and 

hourly rates, including: 

▪ Assessing IP infringement risks 

▪ Filing applications for IP protection 

▪ Advising on IP acquisition from state offices 

▪ Litigating IP infringement cases 

▪ Defending against IP infringement lawsuits 

▪ Renewing registered IP rights 

▪ Advising on copyright issues. 

 

Modern IP Firms have emerged due to regulatory 

modernization and alternative business structures. 

They offer flexible fee structures, addressing 

concerns about hourly rates and providing budget 

clarity, which benefits startups and SMEs. This 

approach helps clients plan their budgets effectively 

and make informed decisions about their projects 

without financial uncertainty. 

2.3 Knowledge Management in Law 
Firms 

Client trust in law firms is built not only on the 

reputation of the lawyers but also on their knowledge, 

skills, and expertise in specific legal areas. Effective 

legal services depend on the knowledge capital that 

the law firm possesses (Forstenlechner, Lettice, 

Bourne, & Webb, 2007). According to Zeide & 

Liebowitz (2012), knowledge management supports 

lawyers in delivering legal services, with knowledge 

sharing being a crucial aspect, driven by lawyers’ 

accumulated experience (Kabene et al., 2006). 

Therefore, law firms focus heavily on best practices 

for utilizing their personnel’s knowledge (Fombad, 

Boon, & Bothma, 2009). In legal practice, knowledge 

management involves applying legal knowledge to 

specific client issues to find solutions. Lawyers 

represent clients in legal matters, present evidence 

and legal arguments, and advise on legal rights and 

obligations. Effective knowledge management can 

enhance service quality and client satisfaction, 

particularly in knowledge-intensive organizations 

like law firms (Gottschalk, 2002). 

Many researchers focus on knowledge 

management in law firms (Rusanow, 2003; Edwards 

& Mahling, 1997; Gottschalk, 1999; Parsons, 2004; 

Du Plessis, 2004; Holinde, 2015; Meso et al., 2023). 

Law firms are particularly suited for knowledge 

management research due to their reliance on 

knowledge to operate and create value 

(Forstenlechner, 2005). Key aspects of knowledge 

management include improving organizational 

efficiency through knowledge control (Van Engers, 

2001). 

Effective knowledge management in law firms 

reduces errors, avoids duplication, solves problems 

faster, and enhances decision-making (Olson, 1971; 

Hayek, 2013; Coase, 1937). It also strengthens client 

relationships and improves services. However, law 

firms need ongoing support for knowledge 

management implementation and improvement. 

Some firms have introduced roles like Chief 

Knowledge Officer (CKO) to facilitate knowledge 

management and drive innovation (Apistola & 

Gottschalk, 2012). 
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2.4 Knowledge Sharing Among 
Lawyers in Law Firms 

Knowledge sharing is essential for transforming law 

firms into learning organizations. Clients expect 

excellent legal services, including prompt and robust 

communication from lawyers. Effective knowledge 

sharing and collaboration within teams enhance law 

firm performance (Apistola & Gottschalk, 2012). Van 

den Brink (2003) emphasizes that knowledge sharing 

is a prerequisite for knowledge development in law 

firms, as it allows individuals to build on existing 

knowledge (Nahapiet & Ghoshal, 1998). 

Laudon & Laudon (2011) argue that knowledge 

must be communicated and shared to be useful. 

Successful knowledge sharing involves not only 

intra-departmental but also inter-departmental and 

even inter-organizational exchange. Legal fields 

often overlap, and lawyers in large firms may work 

across multiple legal areas, necessitating sufficient 

knowledge in all relevant fields to provide the best 

advice. Effective knowledge sharing among lawyers 

is crucial for achieving this (Apistola, 2006). 

Studies show that lawyers typically share 

knowledge within their departments but struggle to do 

so across departments. Senior lawyers often lack time 

to reflect on and share their experiences (Rusanow, 

2002; Khandelwal & Gottschalk, 2003; Hunter et al., 

2002). Apistola & Lodder (2005) identified that 

knowledge processes include activities related to 

creating, sharing, using, and preserving knowledge, 

enabling efficient knowledge transfer and utilization. 

2.5 Motivational Factors Affecting to 
Knowledge Sharing Among 
Lawyers in Law Firms 

Understanding the motivational factors that influence 

knowledge sharing among lawyers is crucial for 

fostering an environment conducive to collaboration 

and learning within law firms. This section explores 

both extrinsic and intrinsic motivational factors that 

encourage knowledge sharing, drawing on insights 

from existing empirical and theoretical literature. 

2.5.1 Extrinsic Motivational Factors 

Extrinsic motivational factors typically come from 

management and include bonuses, special awards, 

and other incentive methods that encourage 

employees to share knowledge (Disterer, 2003). From 

a review of the literature on knowledge sharing 

among lawyers and legal counsels, several extrinsic 

motivational factors have been identified. 

Organizational culture is crucial for promoting 

knowledge sharing in law firms. Wong (2005) states 

that firms must develop a culture that values and 

promotes knowledge sharing, development, and use. 

Schulz & Klugmann (2005) highlight that a 

knowledge management system fosters this culture 

among lawyers. Key requirements include 

management commitment, performance evaluations 

based on desired behaviors, and hiring aligned with 

the new culture (Kabene et al., 2006). Organizational 

culture in law firms consists of shared norms, values, 

and perceptions developed through interactions, 

making it challenging to change (Hofstede et al., 

1990). 

Team interaction can motivate knowledge sharing 

and the development of tacit knowledge (Gore & 

Gore, 1999). This includes reciprocity, where mutual 

benefits are exchanged (Holinde, 2015). Law firms 

should emphasize personal relationships and clear 

communication to enhance knowledge sharing 

(Osterloh & Frey, 2000). Increasing interdependence 

among lawyers and fostering a collaborative 

environment are key strategies for improving 

knowledge sharing (Huysman & De Wit, 2000). 

Extrinsic rewards are significant motivators. 

These include tangible financial incentives like salary 

increases, bonuses, vacations, or promotions (Hau et 

al., 2016; Bock & Kim, 2002; Nguyen et al., 2021). 

Knowledge sharing should be integral to 

opportunities for becoming a partner in a law firm 

(Apistola, 2006). Performance evaluations tied to 

knowledge sharing can encourage lawyers to support 

their colleagues (Huysman & De Wit, 2000). 

Knowledge champions within the firm can 

stimulate knowledge sharing. Tjaden (2007) suggests 

leveraging the influence of these individuals, often 

partners, who naturally share their knowledge in daily 

activities, significantly impacting their peers’ 

behavior. 

Time allocation is another critical factor. In large 

law firms, time is often equated with money, making 

it challenging to allocate time for knowledge 

management activities (Terret, 1998; Gottschalk, 

1999). Providing dedicated time for meetings and 

interactions can help foster a culture of knowledge 

sharing (Huysman & De Wit, 2000). Changing the 

billing structure from hourly rates to value-based 

billing can incentivize more efficient work and 

emphasize the importance of knowledge sharing 

(Rusanow, 2003). 

Management involvement is essential for 

fostering a knowledge-sharing culture. Knowledge 

sharing relies on consistent, reliable, and credible 

management behavior (Disterer, 2003). Management 
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must lead by example, actively communicating and 

reflecting on knowledge-sharing practices. Support 

from top management positively correlates with 

employees’ perceptions of a knowledge-sharing 

culture and their willingness to share knowledge 

(Connelly & Kelloway, 2003; Lin, 2007). 

Annual appraisements can effectively motivate 

lawyers to share knowledge. Forstenlechner (2005) 

suggests that incorporating knowledge sharing into 

annual performance evaluations ensures it is viewed 

as an essential part of professional development and 

organizational support. 

Investing in technology is crucial for supporting 

knowledge management in law firms (Meso et al., 

2023). Digital technologies enhance coordination and 

communication, significantly improving knowledge 

sharing and organizational performance (Deng et al., 

2023). Technologies such as email, instant 

messaging, social media, blogs, wikis, discussion 

forums, video conferencing, document sharing tools, 

and web conferencing tools facilitate knowledge 

sharing among lawyers (Olatokun & Nneamaka, 

2013). Intranets and company databases enable 

employees to share experiences and knowledge, 

promoting collaboration (Arora, 2002). 

These factors illustrate the various extrinsic 

motivations that can encourage lawyers to share 

knowledge within their firms, ultimately enhancing 

the efficiency and effectiveness of legal services. 

2.5.2 Internal Motivational Factors 

Intrinsic motivational factors are non-monetary 

incentives that have psychological impacts and play a 

crucial role in encouraging individuals to share 

knowledge (Kabene et al., 2006). Osterloh & Frey 

(2000) noted that intrinsic motivation promotes tacit 

knowledge sharing, particularly when extrinsic 

motivations fail. From a literature review on 

knowledge sharing in both general organizations and 

law firms, the intrinsic motivational factors identified 

include intrinsic rewards and trust. 

Intrinsic rewards refer to psychological incentives 

such as oral praise (Donnelly, 2018), recognition 

(Malek et al., 2020), reputation (Hung et al., 2011; 

Nguyen & Malik, 2020; Choi et al., 2008), and 

altruism (Holinde, 2015). These rewards motivate 

individuals to share knowledge to help others and 

demonstrate collegiality (Kabene et al., 2006). Law 

firms should acknowledge and enhance the reputation 

of lawyers who actively participate in knowledge 

sharing (Hunter et al., 2002). Forstenlechner, citing 

Schulz & Klugmann (2005), stresses the importance 

of intrinsic rewards like praise and recognition from 

senior management to highlight effective knowledge 

management.  

Trust among colleagues significantly influences 

knowledge sharing. Evans et al. (2015) found that 

perceived trustworthiness mediates the relationship 

between social factors, like shared language and 

vision, and knowledge-sharing behavior. Trust 

enables employees to share knowledge more freely 

and use it effectively. It is a critical component of 

interpersonal interactions and can be a crucial 

motivator for knowledge sharing (Van den Brink, 

2003). When employees recognize that their 

knowledge is handled carefully, they are more likely 

to share it (Hall, 2001; Huysman & De Wit, 2002). 

Trust is needed not only between individuals sharing 

knowledge but also within the organization as a 

whole (Hinds & Pfeffer, 2001). 

Law firms must cultivate an attitude of trust among 

their members (Disterer, 2003). Mutual trust is 

essential for open sharing (Disterer, 2003), as it 

reduces the fear of opportunistic behavior. Building trust 

between employees and different groups facilitates 

more open and proactive knowledge sharing (Wong, 

2005). Organizational development processes should 

establish a set of shared ethical standards and values 

for the law firm and reach consensus on acceptable 

practices and work habits (Disterer, 2003). These 

standards and values should be clearly communicated 

throughout the law firm to foster trust. Ensuring 

sufficient interaction among employees is also crucial 

for building trust (Kabene et al., 2006). 

These intrinsic motivational factors highlight the 

importance of psychological incentives and trust in 

fostering a knowledge-sharing culture within law 

firms, ultimately enhancing their operational 

efficiency and effectiveness. 

Despite existing research, there is limited 

empirical study on knowledge sharing among lawyers 

and the motivational factors affecting this process in 

IP law firms. The complexity of IP laws, the conflicts 

between the IP laws of different countries protecting 

intellectual property rights, and the challenges posed 

by emerging technologies create numerous IP 

touchpoints and uncertainties. Given the importance 

and challenges mentioned above, IP lawyers need to 

continuously update, discuss, and share knowledge 

among their teams to provide up-to-date legal advice 

that meets client satisfaction. 
 
 

 

Exploring Knowledge Sharing Motivational Factors for Intellectual Property Lawyers: A Conceptual Framework

291



Table 1: Motivational factors affecting knowledge sharing among lawyers in IP law firms. 

Factors Authors 

Extrinsic 

Motivation 

Organizational Culture (Wong, 2005; Kabene et al., 2006; Hofstede et al., 1990) 

Team Interaction (Gore & Gore, 1999; Osterloh & Frey, 2000; Huysman & De Wit, 2000) 

Reward (Hau et al., 2016; Bock & Kim, 2002; Nguyen et al., 2021; Apistola, 2006) 

Knowledge champions Tjaden (2007) 

Time Allocation (Terret, 1998; Gottschalk, 1999; Huysman & De Wit, 2000; Rusanow, 2003) 

Management Involvement (Disterer, 2003; Connelly & Kelloway, 2003; Lin, 2007) 

Annual Appraisement Forstenlechner (2005) 

Technology 
(Meso et al., 2023; Deng et al., 2023; Olatokun & Nneamaka, 2013; Arora, 

2002) 

Intrinsic 

Motivation 

Oral Praise Donnelly (2018) 

Recognition (Malek et al., 2020; Schulz & Klugmann, 2005) 

Reputation 
(Hung et al., 2011; Nguyen & Malik, 2020; Choi et al., 2008; Hunter et al., 

2002) 

Altruism Holinde (2015) 

Trust 
(Evans et al., 2015; Hall, 2001; Huysman & De Wit, 2002; Disterer, 2003; 

Wong, 2005; Kabene et al., 2006) 

 

 

 

3 FINDING 

The findings of this study, derived from an integrative 

review of existing empirical and theoretical literature, 

identify eight key extrinsic motivational factors and 

five intrinsic motivational factors, as summarized in 

Table 1, that significantly influence knowledge 

sharing among lawyers in law firms. 

Based on the literature review and identified 

factors, the author proposes the conceptual 

framework shown in Figure 1. This framework 

illustrates the extrinsic and intrinsic motivational 

factors and their impact on knowledge sharing among 

lawyers in IP law firms. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Conceptual Framework. 

4 DISCUSSION AND 

CONCLUSIONS 

This study emphasizes the significance of both 

extrinsic and intrinsic motivational factors in fostering 

knowledge sharing among lawyers in IP law firms. 

Our research contributes to the filed by identifying 

eight key extrinsic motivational factors and five 

intrinsic motivational factors, offering novel insights 

specific to IP law firms regarding the factors 

influencing knowledge sharing among lawyers in this 

specialized domain. 

The extrinsic factors such as a supportive 

organizational culture, team interactions, rewards, 

knowledge champions, sufficient time allocation, 

proactive management involvement, comprehensive 

annual appraisals, and robust technology investments 

are crucial in creating a knowledge-sharing 

environment. These factors provide the necessary 

structural support to facilitate open communication 

and collaboration among lawyers, ensuring that 

knowledge can be efficiently shared within the law 

firm. The intrinsic factors, including oral praise, 

recognition, reputation, altruism and trust, are also 

vital in motivating lawyers to share their knowledge 

voluntarily and openly. By cultivating trust and 

offering recognition, law firms can foster an 

environment where lawyers feel valued and more 

willing to share their expertise.  

By addressing these factors, lawyers in IP law 

firms can improve their knowledge-sharing practices, 

leading to enhanced efficiency, innovation, and 

effectiveness in providing legal services.  

Extrinsic Motivation Factors 

▪ Organizational Culture 

▪ Team Interaction 

▪ Reward 

▪ Knowledge champions 

▪ Time allocation 

▪ Management Involvement 

▪ Annual Appraisement 

▪ Technology 

Intrinsic Motivation Factors 

▪ Oral Praise 

▪ Recognition 

▪ Reputation 

▪ Altruism 

▪ Trust 

Knowledge Sharing 

Among Lawyers in 

Intellectual Property 

Law Firm 
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It is important to acknowledge that this study is based 

on a review of existing literature, and the proposed 

conceptual framework has not been empirically 

tested. Therefore, the findings are not generalizable to 

all IP law firms, and further empirical testing is 

recommended. 
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Abstract: Entering the competitive VUCA environment, the traditional management model with prediction and control 
as the main measures has not adapted to the needs of the times in certain situations, and it has become a hot 
topic for start-ups to survive and grow in the current unpredictable environment and achieve breakthrough 
innovation. This study constructs a correlation model between organizational improvisation, transformational 
leadership, and innovation performance of start-ups, and uses the VUCA environment as a moderating 
variable. The findings confirm that all dimensions of organisational improvisation and transformational 
leadership significantly affect the innovation performance of start-ups; Organizational improvisation and 
transformational leadership positively interact to influence innovation performance of start-ups, i.e. 
organizational improvisation and transformational leadership reinforce each other's influence on innovation 
performance of start-ups; The VUCA environment positively moderates the impact of organizational 
improvisation and transformational leadership on innovation performance of start-ups. This study will help 
start-ups to fully grasp the fleeting opportunities and respond to the changing external environment in a timely 
manner to further enhance the competitive advantage of start-ups, and provide practical guidance for top 
managers of start-ups to enhance their innovation performance. 

1 INTRODUCTION 

The international situation is characterized by 
"Volatility", "Uncertainty", "Complexity" and 
"Ambiguity". VUCA environment characteristics are 
becoming more and more obvious. Under the VUCA 
era environment, how start-ups can turn crisis into 
safety, survive and grow in the crisis has become an 
issue of concern for all sectors of society. 

The first thing that start-ups in dynamically 
changing environments need to do to achieve 
sustainable and healthy growth is to change the 
decision-making paradigm away from the traditional 
strategic thinking of planning, execution, feedback 
and review, and to think and act, practice and 
improve, innovate and integrate with more flexible 
and improvised strategies (Tang & Zhou, 2017).  

The concept of organizational improvisation 
refers to the key elements of an organization's 
strategic actions in a complex environment, and it 
differs from the traditional strategic decision-making 
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model in that it integrates planning, decision-making, 
and execution. Organizational improvisation can help 
organizations better complete the decision-making 
process when unexpected events or changes in the 
environment deviate from expectations. 
Organizational improvisation also reflects the 
richness of a leader's experience, judgment, and 
decisiveness.  

Weick (1993) points out that transformational 
leaders give their employees more autonomy and 
encourage them to think outside the box and promote 
improvisation. In today's competitive world, 
transformational leaders are one of the most 
responsive types of leaders and are valued more than 
ever for building strong confidence through advance 
learning and preparation, and for learning by 
experience without fear of failure, so that 
organizations can adjust quickly in a VUCA 
environment, calming immediate fluctuations while 
making intuitive and rational decisions to seize future 
opportunities. 
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Based on this, this paper will focus on the 
relationship between organizational improvisation, 
transformational leadership and innovation 
performance of start-ups, and explore the 
mechanisms of organizational improvisation and 
transformational leadership on innovation 
performance of start-ups. 

2 BACKGROUND OF THE 
STUDY 

VUCA was first proposed by the U.S. military to 
describe the complex and changing military 
environment at that time, and with the development 
of information technology such as big data, artificial 
intelligence and cloud computing, as well as the 
constant changes in the international market, the 
external environment in which the organization 
operates has become more and more characteristic of 
VUCA. Bennett & Lemoin (2014) mentioned VUCA 
as "Volatility", "Uncertainty", "Complexity", 
"Ambiguity" in " Harvard Business Review", which 
will become a trend in the future, and explains its 
meaning. Troise et al.(2022) used digital 
technological capabilities, relational capabilities, and 
innovative capabilities premised on organizational 
agility - the ability to quickly anticipate or respond to 
external changes - is critical to surviving and 
competing in today's turbulent VUCA environment 
characterized by technological advancement and 
digitalization. 

The study of improvisation first began with jazz 
metaphors, so early research on organizational 
improvisation was mainly based on the perspective of 
jazz metaphors. Through specific studies, researchers 
attempted to summarize the characteristics of the 
concept of improvisation in jazz improvisation, 
differentiate the degree and form of improvisation, 
explore the mechanisms of improvisational 
behaviors, and discover the role of improvisational 
metaphors in jazz performances in organizational 
practices. Weick (1998) firstly blended improvisation 
with organizational management by observing top 
managers and found that they would, like jazz 
musicians, identify and aim at the goals and make and 
follow rules, engage in directed activities, and 
suggested characteristics of groups with high 
improvisation skills. When improvisation is 
combined with team and environmental moderators, 
it has a positive impact on team innovation, as well as 
suggesting that organizational members can improve 
their improvisational skills through training. Fultzz & 

Hmieleski (2021) established a model linking 
organizational improvisation with new venture 
performance, demonstrating that improvisation 
ability is a resourceful means for startups to identify 
new opportunities and gain performance advantages. 

For the transformational leadership research. At 
the individual level, the main areas involved are job 
performance, job satisfaction, employee happiness, 
individual knowledge sharing, employee creativity, 
employee emotions, and self-coordination. Stanescu 
et al. (2019) point out the positive and significant 
relationship between transformational leadership and 
employee innovative behavior and psychological 
empowerment by creating a greater sense of 
empowerment, leaders can have a higher positive 
impact on the employee's level of employee 
innovation. At the organizational level, current 
research focuses on the study of transformational 
leadership on organizational performance. Ng (2017) 
developed an integrative model using five theoretical 
driving mechanisms to explain the impact of 
transformational leadership on performance 
outcomes. Mach et al. (2021) explored how 
transformational leadership affects team performance 
through team cohesion and how this relationship is 
moderated by prior team performance. The results of 
the study indicated that transformational leadership 
indirectly affects team performance through the 
mediating role of team cohesion, and that when the 
level of prior performance is high, the this indirect 
effect is more significant. 

In exploring the relationship between work 
environment and creativity, Amabile (1996) 
suggested that an innovative organizational climate 
promotes team support, which in turn promotes 
innovation. Scott & Bruce (1994) and Xie et al. 
(2007) argued that an innovative culture within an 
organization has a positive impact on performance in 
new tasks. The latter's empirical study found that a 
good innovation culture can improve the business 
quality and innovation level of the organization, 
which in turn can help firms to better improve their 
performance level. Leadership behavior is another 
important factor in influencing innovation 
performance. Scott (2011) supported this view by 
showing that innovative leadership behaviors are 
believed to promote an innovative and creative 
climate in the organization, which, in turn, improves 
employees' innovation ability. Wang (2021) points 
out that when individual employees have a higher 
degree of forgetfulness, it is more conducive to digital 
transformation to promote organizational innovation 
performance through dynamic capabilities. 
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In a VUCA environment filled with turbulence, 
disruption and uncertainty, start-ups are actively 
implementing change and innovation to cope with 
various changes, but encountering many difficulties 
and resistance in the process. These dilemmas of 
change and innovation have received increasing 
attention in management practices and theoretical 
studies, and have become the focus of attention for 
academics, researchers and managers. However, the 
current empirical research is still in a relatively 
imperfect stage, the existing research is not deep and 
systematic enough, and scholars and practitioners 
need to further integrate the research on 
transformational leadership and innovation 
performance. Meanwhile, scholars need to further 
integrate research on organizational change and 
innovation behavior and consider how to enhance 
transformational leadership in the spirit of 
organizational improvisation to promote innovation 
in startups; on the other hand, practitioners consider 
how to systematically introduce the theory of 
enhancing transformational leadership into the 
process of organizational improvisation. Overall, the 
relationship between organizational improvisation, 
transformational leadership, and innovation 
performance of start-ups in VUCA environments 
does not seem to have been systematically studied in 
academia. 

To sum up, there are still certain black holes and 
deficiencies in the academic research on the related 
concepts, for example, the lack of integrated research 
on the relationship between organizational 
improvisation, transformational leadership and 
innovation performance, and the failure to organically 
combine the VUCA environment with organizational 
change and innovation management. Based on this, 
this paper will focus on the relationship between 
organizational improvisation, transformational 
leadership and innovation performance, and explore 
the mechanism of organizational improvisation and 
transformational leadership on the new performance 
of start-ups under the VUCA environment. 

3 THEORETICAL MODEL AND 
RESEARCH 
HYPOTHESISSECTION 
HEADINGS 

3.1 Theoretical Model 

In the VUCA environment, it brings great impact to 
the survival, competition and development of start-

ups. Faced with the coupling effect of external 
environment complexity and organizational 
complexity, it is especially important to create a 
diversified and inclusive internal environment to 
properly handle the crisis and turn it into a driving 
force for development. Responding quickly and 
ruling with dynamics is even more crucial for leaders 
of start-ups to lead their organizations to success. 
Based on dynamic capability theory, when an 
organization has the ability to react quickly to the 
internal and external environment, its core 
competitiveness will be greatly enhanced. In addition, 
practice has shown that in the face of new challenges 
and threats, the effectiveness of traditional response 
strategies is greatly reduced and may even fail. 

A review of the literature on leadership and team 
performance suggests that leadership behaviors are a 
key factor in team innovation performance and that 
the right leadership behaviors can maximize team 
innovation performance. Bass describes 
transformational leaders as “leaders who make 
subordinates aware of the importance and 
responsibility of the tasks they undertake by making 
them leaders whose needs are met, and who also 
create a greater vision for their subordinates, 
encourage and support them to go beyond 
themselves, adopt new ideas and approaches, 
creatively solve new challenges and problems, and 
create an atmosphere of mutual support and 
harmonious innovation within the organization to 
promote organizational innovation” (Bass, 1985). 
Therefore, transformational leadership style is 
important for accelerating organizational 
innovativeness and improving organizational 
innovation performance. 

Based on the above review of the literature and 
related theories, this paper argues that organizational 
improvisation and transformational leadership may 
interact to produce influencing factors on innovation 
performance of start-ups, while the relationship 
between the two and innovation performance of start-
ups may be mediated by the VUCA environment, 
therefore, the paper proposes the following 
theoretical model, as shown in Fig 1. 

3.2 Theoretical Model 

3.2.1 Organizational Improvisation and 
Innovation Performance of Start-Ups 

Organizational improvisation as a "time pressure" and 
"environmental uncertainty" triggered by the ability to 
respond quickly to unexpected events has a strong 
immediate, spontaneous, creative characteristics, 
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Figure 1: Conceptual model. 

through the current problem facing the specificity of a 
timely response, and The existing resources are 
successfully integrated and utilized to avoid missed 
opportunities and problem complications. Based on 
the view of flexible human resource management and 
technological variability, Shan et al. (2021) pointed 
out that in an uncertain environment, technology-
based firms use improvisation capabilities to enhance 
technology commercialization by efficiently 
integrating existing resources, thus positively 
influencing organizational innovation performance. 
Xiang (2021) confirmed a strong positive influence 
between organizational improvisational capabilities 
and innovation performance using the supportive 
incubation environment and environmental dynamics 
as moderating variables. Based on the moderating role 
of improvisational skills, Chen (2013) investigated the 
relationship between time-based competition and 
organizational performance and found that 
improvisational skills deepened the organization's 
understanding of time-based competitive cognition 
through rapid and immediate innovation responses, 
and the study found that improvisational skills 
effectively contributed to organizational innovation 
performance.  

Based on this, this paper proposes the following 
research hypothesis: H1, H1a, H1b, as shown in Table 
1. 

3.2.2 Transformational Leadership and 
Innovation Performance of Start-Up 
Firms 

In general, organizational development is influenced 
by the entrepreneurial leadership style,i.e., the leader's 
vision, wisdom and motivation to innovate affect the 
organization's performance indicators; therefore, 
innovation performance is closely related to the 
entrepreneur's values and beliefs, i.e., innovation 

performance is influenced by the entrepreneurial 
leadership style. Transformational leaders, on the 
other hand, tend to actively cultivate their own 
innovation consciousness and capabilities, inspire 
organizational members through their own images, 
attitudes, beliefs and behaviors, correct employees' 
work attitudes, build employees' collective cognition 
and perceptions of the organization, help promote 
mutual cognition among members, and guide the 
organization to accomplish innovative tasks, which is 
a key factor in improving organizational innovation 
performance. Numerous studies have shown that 
transformational leaders have an impact on 
organizational innovation performance by influencing 
to increase the creativity of their subordinates. For 
example, Nguyen (2022) showed that there is a 
significant correlation between transformational 
leadership and employee creativity. Shafi et al. (2020) 
stated that transformational leadership has a 
significant positive effect on employee creativity 
through idealizing influence, intellectual stimulation 
and motivational motivation. Zhang & Wang (2020) 
showed that transformational leaders improve 
organizational innovation performance by increasing 
their own work engagement. Rong et al. (2018) stated 
that CEO transformational leadership style has a 
significant positive impact on organizational 
innovation performance. 

Based on the above analysis, the following 
hypotheses are proposed in this study: H2, H2a, H2b, 
H2c, H2d, as shown in Table 1. 

3.2.3 Interactive Effects of Organizational 
Improvisation and Transformational 
Leadership on Innovation 
Performance of Start-up Firms 

By collating the existing literature in English and 
Chinese, there is a gap in the current research on the 
interaction between the two. However, based on the 
existing research by scholars, it is not difficult to find 
that both organizational improvisation and 
transformational leadership have a reinforcing effect 
on each other to positively influence organizational 
innovation performance. 

From the perspective of organizational 
improvisation, when an organization has the ability to 
react quickly to the internal and external 
environment, its core competitiveness will be greatly 
enhanced. In addition, the organization or its 
members must meet challenges with new 
organizational strategies through the exercise of 
individual creativity and improvisation, and take 
advantage of market opportunities to creatively solve 
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problems, which also indirectly enhances the 
innovation capability of the whole organization. The 
transformational leader supports and facilitates the 
rapid growth of employees by providing them with 
personalized guidance, making them aware of their 
self-worth, and developing their ability to improve 
their self-leadership.  

From the perspective of transformational leaders, 
the creative thinking, immediate responsiveness of 
organizational members is greatly enhanced when 
their behavior is unrestrained and maximizes their 
ability to improvise, which will help transformational 
leaders, through their personal charisma, build trust 
with employees, motivate them, and prompt them to 
further creatively solve new challenges and problems, 
creating in the organization a mutually supportive and 
harmonious innovation climate within the 
organization to achieve better organizational 
innovation performance. It is evident that 
organizational improvisation positively reinforces the 
role of transformational leaders on organizational 
innovation performance. 

In summary of the analysis, the following 
hypothesis is proposed in this study: H3, as shown in 
Table 1. 

3.2.4 Moderating Effect of VUCA 

In the VUCA environment, various characteristics 
have brought a huge impact on the survival, 
competition and development of the company. Facing 
the coupling effect of external environmental 
complexity and organizational complexity, it is 
especially important to create a diverse and inclusive 
internal environment to properly handle the crisis and 
turn it into a driving force for development. Krupp & 
Schoemaker (2014), Bennett& Lemoine (2014), and 
Livingston (2014) have each made Troise et al. (2022) 
and others presuppose that organizational agility - the 
ability to quickly anticipate or respond to external 
changes - premised on digital technology capabilities, 
relational capabilities, and innovation capabilities, is 
essential in today's environment characterized by 
technological advancement and digitization as the 
hallmark of today's turbulent VUCA environment is 
critical to survive and compete. In addition to this, 
due to the rapidly changing domestic and 
international environment, start-up leaders must meet 
challenges with fresh organizational strategies and 
take advantage of market opportunities to creatively 
solve problems through the exercise of personal 
creativity and improvisation. Khan et al. (2021) 
showed that under the VUCA environment, 
knowledge workers enter the workplace more often, 

so leader-member exchange and leader identification 
play a mediating role between authentic leadership 
and employees' innovative work behaviors, and states 
that by building strong relationships with employees, 
managers can motivate employees to pursue 
innovative work behaviors. 

Therefore, the following research hypotheses are 
proposed in this paper: H4, H5, as shown in Table 1. 

Table 1: Research hypothesis. 

 

4 STUDY DESIGN 

4.1 Data Collection 

AKumar & Das (2020) point out that enterprises that 
are active and founded within 8 years are new. 
Domestic scholars such as Cheng, Song-Song et al. 
(2019) and Zhang (2018) also generally define 
enterprises that have been established for less than 8 
years as start-ups. Therefore, this study defines the 
investigated start-up enterprises as those whose 
enterprise age is less than or equal to 8 years. 

In this study, 396 official questionnaires were 
distributed by telephone and email to the middle and 
senior management of a start-up enterprise in an 
industrial development zone in Chengdu, Sichuan 
Province (China) through the introduction of 
acquaintances, and 308 valid questionnaires were 
obtained after excluding invalid questionnaires such 
as incomplete completion or enterprises not meeting 
the conditions. From the viewpoint of the sample 
itself, the survey targets are widely distributed, 
covering manufacturing, service, information 
transmission, new energy materials, etc. From the 
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viewpoint of the enterprise characteristics, 38 
questionnaires were distributed to state-owned 
enterprises, 130 to private enterprises, 102 to foreign-
funded enterprises, and 38 to other enterprises. 42.5% 
of businesses with 100 or more employees, 32.5% 
with 51-100 employees, 10.7% with 21-50 employees 
and 14.3% with less than 20 employees. 

4.2 Questionnaire Design 

The reliability test of the scales often uses Cronbach's 
α coefficient. In this paper, the reliability of each 
variable scale was analyzed using SPSS 27.0, and the 
results showed that the reliability values of each scale 
of organizational improvisation, transformational 
leadership, VUCA, and innovation performance were 
0.952, 0.983, 0.940, and 0.904, respectively. The total 
reliability value was 0.975, thus indicating a high 
quality of reliability of the study data. 

The validity tests were divided into exploratory 
factor analysis and validation factor analysis. In the 
exploratory factor analysis, KMO and Bartlett's 
spherical tests were conducted for the scales of 
organizational improvisation, transformational 
leadership, VUCA, and innovation performance, and 
the results showed that the KMO of all variables was 
greater than 0. 8, and the factor loadings of each 
measurement question item were greater than 0. 6, 
indicating good structural validity of the scales, as 
shown in Table 1. Validation factor analysis was 
conducted for each variable and the model fit was 
tested by indicators, in which the value of chi-square 
degrees of freedom was 1.143, which was less than 3, 
the value of RMSEA was 0.022, which was less than 
0.10, the value of RMR was 0.050, which was less 
than 0.08, and the values of CFI, GFI, NFI, and TLI 
were all greater than 0.9, indicating that the absolute 
and value-added fitness of the model was better. 

5 EMPIRICAL STUDY  

5.1 Results of the Regression Ana 

As can be seen from the table 2, in model M0, the 
adjusted R² is 0.004, indicating that the explained 
variance of firm age and firm size on individual 
innovation performance is 0.4%, and after adding the 
intention creation variable in model M1, the adjusted 
from R ² increases to 0.144, and the regression 
coefficient P = 0.377 of virtue draping on the 
innovation performance of new start-up firms in 
model M1 is significant at the P = 0.001 level It 
indicates that intention creation is significantly and 
    

Table 2: Table of regression analysis (independent variable 
is organizational improvisation). 

 
positively related to innovation performance of start-
ups, and hypothesis H1a holds; after adding 
immediate response variable in model M2, the 
adjusted R²is 0.131, which has significantly improved 
the explanatory strength of innovation performance of 
start-ups compared with the basic model M0, and the 
regression coefficient of immediate response on 
innovation performance of start-ups P= 0.360, which 
is significant at the P = 0.001 level. It indicates that 
immediate response is significantly and positively 
related to innovation performance of start-ups, and 
hypothesis H2b holds; the addition of personalized 
care in model M3 increases the moderated R²to 0.137 
and the regression coefficient on innovation 
performance is 0.370 (p=0.001), indicating that using 
available resources is significantly and positively 
related to innovation performance, and hypothesis 
H2c holds. 

5.2 Results of Regression Analysis of 
Transformational Leadership and 
Innovation Performance 

From the table 3, it can be seen that after adding the 
virtue pendant variable in model M1, the adjusted 
from R²increases from 0.004 in M0 to 0.213, and the 
regression coefficient P = 0.459 of virtue pendant on 
innovation performance of start-up firms in model 
M1 is significant at the 0.001 level, indicating that 
virtue pendant positively affects innovation 
performance of start-up firms, and hypothesis H2a 
holds; after adding the vision incentive variable in 
model M2, the adjusted from R²variable in model 
M2, the adjusted R²is 0.186, which has significantly 
improved the explanatory strength of innovation 
performance of start-ups compared with the basic 
model M0, and the regression coefficient P = 0.428 
for vision incentive innovation performance of start-
ups is significant at the 0.001 level, indicating that  
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Table 3: Results of regression analysis of transformational 
leadership and innovation performance). 

 
vision incentive positively affects innovation 
performance of start-ups, and the hypothesis H2b 
holds; adding personalized care in model M3, the 
adjusted R² increases to 0.188 and the regression 
coefficient on innovation performance is 0.431 
(p=0.001), indicating that personalized care is 
significantly and positively related to innovation 
performance, and hypothesis H2c holds; after adding 
leadership charisma in model M4, the adjusted R²is 
0.201 and the regression coefficient on innovation 
performance is 0.445 (p=0.001), indicating that 
leadership charisma and innovation performance also 
show a significant positive correlation, and the 
hypothesis H2d holds. 

5.3 Results of Interaction Effect 
Analysis 

From the table 4, we can see that the adjusted R² 
values are 0.004,0.151,0.246,0.271, i.e., the model can 
explain 0.4%,15.1%,24.6%,27.1% of the variance, 
i.e., the model fits well; this paper constructs model 
M0 as the regression equation with the control 
variable as the independent variable, model M1 as the 
regression equation with the introduction of the 
independent variable organizational improvisation, 
and M2 is the regression equation with the 
introduction of the independent variable change-
oriented leadership, and M3 is the product term with 
the introduction of organizational improvisation and 
change-oriented leadership. According to the table 4, 
the regression coefficient of M1 independent variable 
organizational improvisation is 0.386 (p < 0.001),  

Table 4: Test table of the relationship between 
organizational improvisation, transformational leadership 
and innovation performance. 

 
based on the results of this analysis, it can be 
concluded that organizational improvisation 
positively affects organizational innovation 
performance, i.e., the hypothesis H1 of this study is 
verified. the regression coefficient of M2 independent 
variable transformational leadership is 0.493 (p < 
0.001), which indicates that transformational 
leadership positively affects organizational 
innovation performance, i.e., the hypothesis H1 of 
this study is verified. The regression coefficient of 
M3 product term was 1.407 (p < 0.001), and the 
hypothesis H3 of this study was supported. 

5.4 Results of Analysis of Moderating 
Effects 

To reduce the problem of non-essential 
multicollinearity in the regression analysis, this study 
decentered the independent variable Organizational 
Improvisation and Transformational Leadership and 
the moderating variable VUCA Environment (mean 
center) before constructing the interaction terms, and 
then calculated the product of the independent and 
moderating variables after decentering and 
constructed interaction term 1 and interaction term 2, 
respectively. From the table 5, we can see that the 
adjusted R2 values are 0.004, 0.248, 0.271, 0.304, 
0.315, i.e. the model can explain 4%, 24.8%, 27.1%, 
30.4%, 31.5% of the variance, i.e. the model fit is 
good; model M0 is constructed as the regression 
equation with the control variable as the independent 
variable, model M1 is the regression equation with the 
introduction of the independent variable Organization 
improvisation and the regression equation of equation 
of the moderating variable VUCA environment, M2  
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Table 5: Table of tests for moderating effects. 

 
is the regression equation of the interaction term 1 
after the introduction of the independent variable 
organizational improvisation, the moderating 
variable VUCA environment, and decentering, model 
M3 is the regression equation of the introduction of 
the independent variable transformational leadership 
and the moderating variable VUCA environment, and 
M4 is the regression equation of the interaction term 
2 after the introduction of the independent variable 
organizational improvisation, the moderating 
variable VUCA environment, and decentering . 
According to the above table, the regression 
coefficient of interaction term M2 is 0.172 (p < 
0.001), and based on the results of this analysis, it can 
be concluded that VUCA environment reinforces the 
positive effect of organizational improvisation on 
innovation performance, thus supporting this paper's 
research hypothesis H4. The regression coefficient of 
interaction 2 in the M4 model is 0.141 (p < 0.01),thus 
being able to support this paper's research hypothesis 
H5, thus it can be concluded that the VUCA 
environment positively moderates the positive effect 
of transformational leadership on innovation 
performance. 

6 CONCLUSION 

Firstly, Organizational improvisation can positively 
affect the innovation performance of start-ups: if an 
organization facing uncertain environmental 
conditions and time pressures can efficiently 
coordinate internal and external organizational 
resources based on integrating and reconfiguring 

existing resources, react quickly and effectively, and 
dare to break the rules and respond to unpredictable 
environmental changes in innovative ways and 
means, it can take advantage of the business 
opportunities brought by environmental changes and 
create new competitive advantages and thus improve 
the innovation performance of the firm, which is 
consistent with the study of Cunha &Vera (2005) . 

Secondly, transformational leaders can positively 
influence the performance of start-ups: 
transformational leaders tend to actively develop their 
own innovative awareness and capabilities, inspire 
organizational members through their own images, 
attitudes, beliefs and behaviors, correct employees' 
work attitudes, build employees' collective 
perceptions and ideas about the organization, help 
promote mutual perceptions among members, and 
guide the organization to accomplish innovative tasks, 
which is a key factor in improving organizational 
innovative performance A key factor in improving 
organizational innovation performance.  

Thirdly, Organizational improvisation and 
transformational leadership can positively interact to 
influence the innovation performance of start-ups: 
transformational leaders create the conditions for 
organizational improvisation through personal 
leadership charisma, thereby gaining the trust of 
employees while they strive to create a harmonious, 
supportive, innovative and entrepreneurial culture 
within the organization that promotes change and 
innovation.  

Fourthly, the VUCA environment plays a 
significant moderating role between organizational 
improvisation and innovation performance of start-
ups: the more volatile, uncertain, complex and 
ambiguous the competitive environment is, the 
greater the role of organizational improvisation on 
innovation performance of start-ups, which proves 
that the volatility of the environment is one of the 
necessary conditions for organizational improvisation. 
The degree of VUCA in the environment is an 
external factor that is difficult for the organization to 
control, but by improving the dynamic capabilities of 
the organization, the organization can take advantage 
of market opportunities, creatively solve challenges, 
and improve the innovative performance of start-ups. 

Fifthly, the VUCA environment plays a 
significant moderating role between transformational 
leadership and innovation performance of start-ups: 
the more volatile, uncertain, complex and ambiguous 
the competitive environment in which a company is 
operating, the greater the role of transformational 
leadership on innovation performance of start-ups.  
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7 DISCUSSION 

7.1 Theoretical Significance 

Firstly, we explore the role relationship and evolution 
mechanism between transformational leadership style 
and innovation performance from the perspectives of 
management, leadership, organizational behavior, 
and innovation performance of start-ups, and explore 
the effective path and influencing factors to enhance 
the innovation performance of start-ups under the 
perspective of organizational improvisation from the 
perspective of transformational leadership style.  

Secondly, the concept of organizational 
improvisation is still in its infancy in China, and most 
of the qualitative studies on the relationship between 
organizational improvisation and performance have 
been conducted. In addition to this, the current 
research mainly focuses on organizational 
performance and competitive advantage, and few 
scholars have conducted research on the impact of 
organizational improvisation on the innovation 
performance of start-ups.  

Thirdly, because start-ups are less able to 
withstand risks compared to mature firms, start-ups 
usually face problems such as fierce market 
competition and difficulty in predicting current 
market demand (Li & Cao, 2021), and with the further 
intensification of the VUCA environment, start-ups 
face even more serious competitive pressures and 
threats to their resources 

7.2 Research Limitations and Future 
Directions 

Firstly, due to objective reasons in terms of time and 
funding, the sample of this study is mainly from 
Southwest China, while the degree of environmental 
turbulence and the organisations themselves exist in 
different countries and regions with large 
characteristics. In addition, the industries in this study 
include both high-tech and traditional industries, and 
whether or not there are large differences caused by 
different industries may all affect the generalizability 
of the study's findings. One of the directions for future 
research is to conduct comparative studies by industry 
as well as by region. 

Secondly, the questionnaire research method 
mainly used in this study, the scales are scoring mode, 
some employees may have concerns when it comes to 
the leader and the company performance related 
questions, which can not fully reflect the objective 
facts of the enterprise, with the limitations of first-
hand data, and at the same time, the indexof the 

organization's innovation performance is also 
subjective measurement, which inevitably causes the 
bias of the research data. Future research can combine 
rooted theory with questionnaire research, thus 
making up for the shortcomings in this area. 

Third, the data obtained in this study were only 
static cross-sectional data, which were analyzed to 
explore the relationship between the independent and 
dependent variables, without longitudinal data 
collection and dynamic tracking analysis. In order to 
obtain more accurate research results, future research 
needs to conduct longitudinal studies with specific 
time spans, as well as case studies exploring deeper 
associations between variables, in order to reduce 
errors arising from single cross-sectional data with a 
multi-faceted, cross-level research approach. 

7.3 Management Suggestions for 
Practice 

Firstly, this study confirms that innovation 
performance of start-ups is positively and positively 
influenced by transformational leadership. Therefore, 
organizations can determine whether existing leaders 
need transformational leadership training by 
analyzing the different needs of team leaders, develop 
training programs based on their needs and change 
behaviors in practice after training, create scenarios 
conducive to transformational leadership traits, and 
strengthen the effectiveness of the training by 
recognizing and rewarding transformational 
leadership behaviors. 

Secondly, using modern Internet technology and 
other means, the company can effectively simulate 
and practice the difficulties and blows it may face, 
and require the employees of the new venture to make 
timely responses, and shorten the response time each 
time through repeated training, thus putting forward 
more requirements for improving the improvisation 
ability of the company's employees.  

Thirdly, new start-ups should detach themselves 
from the previous independent perspective of 
transformational leadership and organizational 
improvisation, and pay attention to the positive 
effects generated by the integration of the two, and 
give full play to the complementary advantages of the 
two in the VUCA environment. At the same time, this 
paper finds that the impact of both on the innovation 
performance of start-ups is moderated by VUCA, and 
the role of both has a strong correlation with the 
turbulent environment in which the enterprise is 
located. At the same time, it is necessary to focus on 
the cultivation of innovation ability, break the 
inherent routine, avoid the rigidity of the 
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organization, and maintain the creativity of the 
organization. 
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Abstract: The applications and services provided by financial institutions are important to individuals and economies. 
These applications and services are fragile because of service failures that are inherent in technology. The 
purpose of this article is to show how knowledge management can mitigate service disruption in financial 
institutions. By using bibliometric analysis and a structured literature review based on the PRISMA 2020 
guidelines, we identified five major themes that drive knowledge management (KM) practices in information 
technology (IT) management in financial institutions. These themes identified are centered on the organiza-
tional environment, the motivation of employees, the people profile for example gender and race, and lastly 
the use of technology. By bolstering these KM practices in the IT service management (ITSM) of financial 
institutions we hope to shorten the time between system failures and shorten the actual time to repair failures. 
Knowledge management in IT management and especially ITSM is under-researched in financial institutions, 
and the KM themes identified provide some signposts to improved collaboration and better theorisation.  

1 INTRODUCTION 

Digital systems go down. The results range from mild 
irritation to catastrophic failure. In today's financial 
institutions most, interactions are through digital 
channels, be that the web, phone, or ATM. Invisible 
to the users are all the back-end systems that glue 
everything together and integrate the banking 
ecosystems of countries and the world (Khiaonarong 
et al., 2022; Klee, 2010; Merrouche & Schanz, 2010; 
Mishchenko et al., 2022).  

It is not only a single financial organization that is 
prone to these types of outages but the financial 
ecosystem. For example, a system outage at a payment 
provider (that could be a bank or non-bank) is 
amplified in unexpected ways as the outage at one 
provider interacts with other providers as the 
technology outage ripples through the payment 
ecosystem. In worst-case scenarios, a cascading outage 
could cause significant parts of retail payment systems 
to shut down and eventually, that could harm the 
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broader economy (Allen, 2021; Sillito & Kutomi, 
2020).  

System failures are not only mentioned in 
academic literature but also in popular literature. 
During black Friday in 2016, one of the payment 
providers to the largest online shopping portal in 
South Africa had an outage because of a high load. 
The payment processing was then passed to another 
bank as a fall-back mechanism. The new bank then 
had to process its payments, together with the 
payments of the original bank which caused a 
payment outage at the new bank. Eventually, the 
online platform had to shut down until these issues 
could be resolved (MyBroadband, 2017). Thousands 
of customers of Halifax, Bank of Scotland, and 
Lloyds were prevented from accessing their accounts 
for eight hours on New Year’s Day 2020 because of 
a system outage. The system outages at financial 
firms have increased since a series of high-profile 
problems at companies like TSB and Visa in 2018. 
The UK Treasury also noted that there was an 
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“unacceptable” level of IT failures among banks  
(Binham, 2020). 

Software and hardware faults are inherent 
properties of computer systems. The huge complexity 
of software and hardware makes statistical outages 
unavoidable. Modern software consists of millions of 
lines of code and in many cases reaches a hundred 
million lines of code. (Domingos et al., 2021). Even 
though software complexity causes issues the main 
reason for software failure is change caused by 
human error. Sillito et al (2020) report that the major 
causes of software outages (in order of frequency) are 
deployments (software changes), infrastructure 
changes, exceeding scaling limits, and software and 
hardware failure. A major theme in their analysis is 
that incidents grow in scope as an initial failure 
cascades through a system exposing ways systems are 
not resilient to failure. (Sillito & Kutomi, 2020). 

For clarity, an incident is when a software system 
experiences an outage or is degraded in functionality 
or performance, and engineers are notified to 
investigate and mitigate the problem.  The work of the 
engineers in this context is seen as incident response. 
After the incident is resolved or mitigated a post-
mortem is generally conducted (ISO, 2015; Sillito & 
Kutomi, 2020). The ISO 27043 standard divides the 
process into pre-incident response, during-incident 
response, and post-incident response. (ISO, 2015) 

 The current process frameworks that guide this in 
the financial sector are the IT Infrastructure Library 
(ITIL) and to a lesser extent Google’s Site Reliability 
Engineering (SRE) framework (Langerman & 
Joseph, 2023).  ITIL focuses primarily on processes 
and SRE on automation to reduce human error 
(Axelos, 2020; Beyer et al., 2016).  

Both frameworks incorporate aspects of 
knowledge management, for example, ITIL 4 
advocates for the capturing of knowledge at the 
source of an incident. This allows organizations to 
build a repository of institutional knowledge that may 
be of use for future incident resolution and problem-
solving activities. Unfortunately, the implementation 
and use of the core knowledge management 
principles as outlined by the frameworks are limited.  

In the context of the brief discussion of the 
frameworks guiding the financial sector, knowledge 
may be regarded as a strategic resource to assist 
managers and engineers in decision-making during 
the pre-incident, during-incident, and post-incident 
response cycle and can help mitigate the effect of an 
outage. Knowledge management can enhance the 
process of incident management, by ensuring the 
availability and accessibility of accurate and reliable 
information when required, through effective lesson 

learning (Ammirato et al., 2021). Ammirato et al 
(2021) and Seneviratne et al (2010) make the case for 
the importance of knowledge management during a 
disaster. Similarly, the researchers make the case in 
this paper for the use of knowledge management 
during an IT disaster or system outage. Despite the 
critical role of knowledge management in IT service 
management that can inform and enable decision-
makers the literature on this is poor. Service 
management is addressed in IT journals but only 
marginally addressed by the knowledge management 
fraternity. A significant exception to this is the work 
of Baradari et al. (2023) which focus specifically on 
the role of knowledge management in ITIL. ITIL as a 
methodology is not specific to any industry but covers 
service management across all information 
technology industries.  

As literature on the overlap between knowledge 
management, service management and information 
technology is so scant we restricted our literature 
survey to that of knowledge management and 
information technology in financial services. As 
service management is a subset of IT management 
(MacLean & Titah, 2023), this broadening makes 
sense for this research project. 

1.1 Knowledge and the Sharing of 
Knowledge 

The Merriam–Webster dictionary defines knowledge 
as “fact or condition of knowing something with 
familiarity gained through experience or association”. 
For this research, two types of knowledge may be 
identified, i.e., tacit knowledge and explicit 
knowledge.  

According to Polanyi, (1967) in Khan and Zaman 
(2020:2), “Tacit knowledge is embedded in the minds 
of people, accumulated during their career through 
experience, and is only visible through their 
actions…the other type is explicit knowledge which 
exists in written or other transferrable form”. Some 
examples of explicit knowledge dimension are any 
form of knowledge that is in a written form, like 
policies, organizational strategies, operating 
procedures, vision, and mission statements with 
related rules governing them. 

It should be noted that capturing and sharing 
explicit knowledge is deemed easier than capturing 
and sharing tacit knowledge. The capturing of explicit 
knowledge usually takes the form of a simplified and 
structured approach. The management of the two 
types of knowledge results in the concept of 
knowledge management.  
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Asrar-Ul-Haq & Anwar, 2016; Yeboah, 2023 in 
Kim and Hang (2024:1) state that “One essential 
element of the knowledge management system is 
knowledge sharing.” For this research, knowledge 
sharing may be defined as the process of both internal 
and external transfer of both tacit and explicit 
knowledge for decision-making to ensure the 
longevity and profitability of the organization. The 
aforementioned is confirmed by Abbas, Hussain, 
Hussain, Akram, Shaheen, and Niu (2019:2) stating 
that “… knowledge-sharing strategies significantly 
influence a firm’s success through their innovative 
performance processes.” The aforementioned is 
echoed by Darroch and McNaughton (2003) in 
Alshwayat et al. (2021), stating that employing 
knowledge-sharing activities in an organization will 
create more creativity resulting in better economic 
performance, i.e. profitability.  

Financial institutions are not exempt from the 
current economic climate and thus also be proactive in 
their stance to remain competitive in an ever-changing 
business environment. According to Abbas, Hussain, 
Hussain, Akram, Shaheen, and Niu (2019:2) 
“Realizing the importance of knowledge management, 
especially knowledge sharing, the banking sector has 
initiated the development of knowledge management 
(KM) teams in their institution.”  

2 METHODOLOGY 

The current economic perspective is an economy based 
on knowledge, where individual, group, and societal 
existence are dependent on the use of and sharing of 
knowledge. Within modern-day organizations, 
knowledge sharing may be regarded as the new core 
capability that can increase the longevity of the 
organization as a provider of goods and services.  

The main research question focuses on 
understanding the themes driving research in 
knowledge sharing, specifically in financial 
institutions, considering that these institutions and 
functions within the institutions are often 
characterized by individuals hoarding and not willing 
to share what they know.  

To this end, the researchers adopted a pragmatic 
ontological stance, based on the practical application 
of the results of the study to achieve what Sekaran and 
Bougie (2013:30) coin as “intelligent practice”. 

As stated, pragmatism is the chosen ontological 
stance for the study and pragmatism may be attributed 
to Charles Sanders Peirce, the nineteenth-century 
American mathematician and logician. In an attempt 
to understand how researchers come to know, Jacobs 

(2010:725) postulates that “Peirce argued for 
abduction” as an epistemological assumption. 
Reichertz (2014:126-127) points out that the research 
activity starts when the researcher realizes that there 
is an imbalance between expectation and reality. The 
imbalance between expectation and reality can be 
described as the “surprise” factor, necessitating the 
researcher to de- and re-contextualize data and 
understanding about a specific phenomenon, and in 
so doing arrive at a new idea about the phenomenon 
under investigation.  

The premise of this study is based on the fact that 
there is an imbalance between organizations’ 
expected ability to manage knowledge sharing and 
the reality thereof. Abductive reasoning as an 
epistemological stance therefore makes sense in 
terms of this study. 

The methodological assumptions focus on the 
process of research design. Kelemen and Rumens 
(2011) state that “by pragmatism’s theoretical 
cornerstone, the pragmatist researcher is most likely 
to adopt research practices that will allow him/her to 
solve a practical problem efficiently”. From the 
epistemological stance of the study, it is evident that 
the pragmatist researcher needs to be able to 
acknowledge all interactions between knowledge and 
action within a specific area of investigation. This 
research employed a systematic literature review 
approach, which is considered popular in qualitative 
research studies. The actual methodology employed 
in the review followed the PRISMA 2020 updated 
guideline for reporting on systematic reviews 
allowing for the reporting of “sufficient detail to 
allow users to assess the trustworthiness and 
applicability of the review findings (Page et al 202).  

The protocol provides clear steps for the 
identification, screening, and inclusion of literature as 
part of the systematic literature review. Each of the 
following main points will be elaborated on:  
 inclusion and exclusion criteria,  
 the search strategy,  
 The data sources, and  
 the analysis and reporting elements.  

2.1 Inclusion and Exclusion Criteria 

The selection criteria identified in this section define 
what to include and what to exclude in the review of 
the sources. It should be noted that the inclusion and 
exclusion criteria aim to identify relevant research that 
will answer the main research question as postulated in 
section 2. The review was limited to scholarly peer-
reviewed journal articles on the topic of knowledge 
sharing in the domain of financial institutions.  
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It should be noted that resources in the form of 
books, book chapters, and grey literature were not 
considered for inclusion in the review. 

2.2 The Search Strategy 

The identification of keywords and use of Boolean 
operators governed the creation of a search string that 
was used in searching for relevant sources to include 
in the review.  

The search string used was:  
(("knowledge sharing")) (Title) and (("financial 
institution*")) or (("bank*")) or (("financial service 
provider*")) (All Fields) and (("information 
technolog*")) or ((IT)) or ((system*)) (All Fields). 

2.3 The Data Source/s 

The search string as identified in section 2.2 was used 
to conduct a search for scholarly literature on the 
Clarivate Web of Science. The use of Clarivate Web 
of Science was deemed suitable for the database is a 
multi-disciplinary database covering a variety of 
different subjects within a large data range.  

2.4 The Analysis and Reporting 
Elements 

Applying the search string identified in section 2.2 
yielded the following results (based on the Prisma 
2020 protocol).  

 
Figure 1: The analysis and reporting elements. 

A total of 48 scholarly peer-reviewed journal 
articles were retrieved utilizing the identified search 
string. It should be noted that ten articles were 
removed before the screening process. The 
researchers did not have full-text access to the 
identified articles and were subsequently removed 
from the review process.  

The resulting sources, i.e. the 38 articles were 
screened for inclusion in the review. Of the 38 
articles, 14 articles were not deemed to fit into the 
review due to a lack of focus on knowledge sharing 
in financial institutions. The 14 articles were 
subsequently removed from the review.  

The resulting 24 articles were downloaded and 
stored for further analysis.  

2.4.1 Bibliometric Analysis of the Results of 
the Systematic Literature Identified 

To position and enhance the relevance of the 
systematic literature review based on the Prisma 2020 
protocol, the researchers conducted a bibliometric 
analysis of the results of the sources identified for 
inclusion in the review.  

 As identified in section 2.3, 24 scholarly peer-
reviewed journal articles were identified for inclusion 
in the systematic literature review.  

The researchers employed Bibliometrix, a 
powerful R package designed specifically for 
bibliometric analysis of sources. At its core, 
Bibliometrix analyzes three types of knowledge 
structures in the sources. These include:  
 conceptual structure  
 Intellectual structure, and  
 Social structure. 
 Because Bibliometrix relies heavily on code 

commands a more user-friendly interface, i.e. 
Biblioshiny, which is an extension of Bibliometrix 
was employed to provide a more visual and 
interactive approach to the bibliometric analysis of 
the sources. Some of the main results of the 
bibliometric analysis are presented below:  

 

 
Figure 2: Bibliometric overview of sources included in the 
review. 
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The most important findings from Figure 2 are:  
 The sources included in the review cover a 10-

year time frame, from 2014-2024 
 80 authors contributed to the topic at hand  
 There is an average of 21.96 citations per 

article. 
The annual scientific production per year during 

the said period reached a peak in 2021 with a total of 
five units produced. This is evident in Figure 3 below. 

 

Figure 3: Annual scientific production. 

The average article citations per year also 
followed a similar trend as in Figure 3, with peak 
citations in 2019 and 2021. These trends are 
illustrated in Figure 4.  

 

Figure 4: Average citations per year. 

One of the most important elements to consider in 
a bibliometric analysis is the “vehicles” of 
dissemination of the research results, i.e. the sources 
of publications. The bibliometric analysis of the 24 
articles revealed that the top 5 most relevant sources 
of publications are:  
 Journal of Knowledge Management = 6 

publications  
 Employee relations = 2 publications  
 Journal of Public Affairs = 2 publications  
 Sustainability = 2 publications 
 Applied Psychology – an International 

Review = 1 publication 
When considering the countries where the 

scientific production originates from, it is interesting 
to note that Asia and India are the leaders in 
producing research on the topic.  

 A visual overview of the countries contributing to 
the scientific production on the topic is offered in 
Figure 5.  

 

 
Figure 5: Countries' scientific production. 

The following section will provide a discussion of 
the results of the systematic literature review.  

3 ANALYSIS OF THE RESULTS 

Out of the systematic literature review, five clear 
themes emerged. The themes are represented in 
Figure 6.  

 
Figure 6: Results of the thematic literature review. 

Each of the themes will be described in more 
detail to align the themes to answer the main research 
question as outlined in section 2.   

3.1 Environment  

The most prominent theme identified in the literature 
review is the creation of a suitable knowledge-sharing 
environment in financial institutions.  
The driving concepts identified in this theme include 
but are not limited to:  
 organizational attributes  
 collaboration  
 trust  
 rewards  
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According to Kim and Hang (2024:2), the major 
catalyst for creating an environment fostering 
knowledge sharing is the organizational commitment 
and support towards creating such an environment for 
the staff members. Enwereuzor (2021) in Kim and 
Hang (2024:2) furthermore postulates that the 
commitment and support from organizational 
management be accompanied by elements and 
constructs such as diversity, respect, and engagement, 
specifically shown and driven by the management of 
the organization.   

Abbas, Hussain, Hussain, Akram, Shaheen, and 
Niu (2019:2) extend the notion of organizational 
attributes to the extent that the organization should 
become a learning organization resulting in 
“…enhance knowledge sharing among employees 
within the organizations and empowering business 
firms to initiate critical actions and behaviors to gain 
the organizational settings to identify the real 
situation.”   

Gold et al (2001) believe that collaborations 
within the organizational environment should 
constitute interactions between the staff members of 
the organization. The authors furthermore state that 
collaboration is the result of open communication 
channels, participative activities, and interactions 
among the staff members. 

This sentiment is echoed by Abbas, Hussain, 
Hussain, Akram, Shaheen, and Niu (2019:2) stating 
that “…new employees tend to develop relations with 
colleagues, creating a channel for knowledge 
sharing” 

Von Krogh, Nonaka, and Rechsteiner (2012) 
believe that although management might create and 
facilitate an environment that enables collaboration, 
communication, and sharing of ideas, without trust in 
this collaborative space staff members will not be 
willing to share any knowledge. The lack of trust is 
highlighted by other authors including Bock et al., 
2005, who states that a lack of trust in the 
organizational environment may be regarded as the 
main barrier to knowledge sharing and transfer.  

Kim and Hang (2024:10) clearly state that 
although monetary and other rewards might not be a 
focal point for managers of knowledge, the impact 
thereof to stimulate the sharing of knowledge should 
not be underestimated.  

3.2 Motivation  

Motivation in terms of the literature reviewed may be 
considered as a descriptive concept, defining 
motivation within the construct of knowledge, 
knowledge sharing, and the environment. Nguyen 

and Malik (2022:1987) state that “motivation 
theorists posit that motivation drives employees’ 
behavior”  

The driving concepts identified in this theme 
include but are not limited to:  
 Organizational motivation and strategies  
 individual motivation  
 emotional intelligence  
Organizational motivation and strategies are 

driven by the formulation, implementation, and 
management of performance appraisals.  

Fong et al (2011) in Gillani, Iqbal, Akram, and 
Rasheed (2017:180) believe that the use of 
performance appraisals may be regarded as positive 
reinforcement to shape the behaviors of the staff 
members of the organization. If knowledge sharing is 
defined as a key performance area and indicator, can 
contribute to staff members' improved performance in 
this specific area and contribute to the organizational 
environment and culture of sharing of knowledge.  

It should be noted that the use of performance 
appraisals should be handled with great care and 
responsibility. According to Currie and Kerrin, 
(2003) in Gillani, Iqbal, Akram, and Rasheed (2017: 
180) performance appraisals can hamper and choke 
the sharing of knowledge within the organizational 
context because there might be conflicts between the 
different individuals, and functional departments, and 
or sections in the organization. 

One way to mitigate the negative impact of 
performance appraisals is to ensure that fair feedback 
is provided to the staff members thus strengthening 
the desired outcomes (Gillani, Iqbal, Akram, and 
Rasheed, 2017:180). 

Motivation on an individual level is very closely 
related to organizational motivation. The literature 
reviewed for this research indicates that individual 
motivation is influenced and defined by various 
intrinsic and extrinsic factors.   

When considering the intrinsic factors, it is 
important to note that each staff member's intrinsic 
motivation will differ based on their frame of 
reference, i.e. background. Furthermore, the literature 
indicates that intrinsically motivated staff members 
are more prone to sharing knowledge for the 
satisfaction it brings to the education of others.  

Sathitsemakul and Calabrese (2017:81) identified 
the following examples of intrinsic factors: 
 interpersonal trust,  
 organizational commitment,  
 and self-efficacy.  
In contrast to intrinsic motivation, extrinsic 

motivation may be defined when external reasons 
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drive an individual to perform a specific task. These 
reasons include but are not limited to: 
 reward in any form,  
 negative consequences or punishment,  
 to increase individual self-worth and 

importance,  
 or goal-orientated.  
It should, however, be noted that according to 

Muqadas et al. (2017) in Kim and Hang (2024:2) 
believe that an over-emphasis on rewarding extrinsic 
motivation does not necessarily stimulate knowledge-
sharing activities within the organizational context. 

 Emotional Intelligence (EI) may be regarded as a 
very important motivating factor. Sathitsemakul and 
Calabrese (2017:82) indicated that emotional 
intelligence “…is the ability to perceive emotions and 
cognitive processes such as reasoning with emotions, 
understanding their meaning, assimilating and 
locating relationships between the emotions”. 
Research indicates that EI can potentially influence 
both the intrinsic and extrinsic motivation of staff 
members. It should be noted that EI has proven to 
develop individual motivation which influences 
knowledge-sharing behavior Sathitsemakul and 
Calabrese (2017:82). Shyh et al., (2006) contend that 
EI has the ability and impact to raise the propensity to 
share knowledge even if the individual is reluctant to 
do so.  

3.3 People  

Inkpen and Tsang, (2005) state that in essence an 
organization and more specifically financial 
institutions may be regarded as a social network 
where the organizational hierarchy will influence the 
social capital, i.e. the staff members. According to the 
authors, it is the social capital of the organization that 
underpins all knowledge-sharing activities and 
exchanges and the communication thereof.  

The driving concepts identified in this theme 
include but are not limited to:  
 profile  
 gender  

An interesting observation from the systematic 
literature review, reveals a close relationship to 
individual staff member profiles and knowledge 
sharing. Abbas, Hussain, Hussain, Akram, Shaheen, 
and Niu (2019:2) state that “qualifications, work 
experience, working relationships, and individual 
income might meaningfully impact knowledge 
sharing, motivation, and willingness” . 

In addition to the initial observations from Abbas 
et al (2019), it should also be interesting to note that 
staff members with little job experience and staff 

members with an established and a “...greater 
professional level...” will have a higher propensity 
towards knowledge sharing activities.  

Although most of the academic literature about 
knowledge, knowledge management, and knowledge 
sharing perceives that the activity of sharing 
knowledge is a gender-neutral activity, research 
suggests a negative imbalance towards female 
knowledge-sharing activities. According to Colley, 
2003; Meelissen and Drent, 2008; Volman et al., 2005 
in Nguyen and Malik (2022:1997) this imbalance 
may be attributed to assumed higher levels of 
technology anxiety among women. This assumed 
technological anxiety will impact of perceived 
usefulness of knowledge-sharing activities using 
knowledge-sharing online platforms in the 
organizations resulting in less knowledge being 
shared. 

3.4 Technology  

As alluded to in the introduction, (section 1), 
technology, specifically in the financial sector, plays 
a mission-critical role in facilitating financial 
transactions. The researchers would even state that no 
financial transactions in the current hyper-connected 
business environment will be possible without the use 
of the information technology backbone.  The nature 
of the review did not focus on specific elements, 
specifications, or requirements of technology, but 
rather on what basic features or characteristics will 
enhance the use of technology for knowledge sharing.  

In considering and analyzing the literature from a 
financial institution perspective the following main 
technological agnostic themes that drive research in 
technology were identified:  
 online platforms  
 human sensory feedback system 
Nguyen and Malik (2022:1986) state that 

“…online platforms in an organization refers to using 
social networking, intranet, and other platforms to 
enhance knowledge sharing via communication and 
collaboration.” It should be noted that the online 
platforms and integration of applications via the 
platforms (for example the Internet) form the 
backbone of all interaction and communication in 
modern business. Financial institutions are not 
exempt from the use of online platforms in every form 
or protocol, with more and more emphasis on the 
integration of Artificial Intelligence (AI) as an 
advanced communication and workflow platform.   

The authors contend that the use of AI and AI-
enabled technologies has resulted in a higher level of 
management of people, experiences, and talent 
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management specifically within the financial sector. 
Thus, it may be deduced that AI and the related 
technologies on the agnostic platforms are not only 
used for knowledge sharing, but without said agnostic 
platforms knowledge sharing cannot happen.  

An interesting theme emerged from the 
systematic literature review on knowledge sharing in 
financial institutions, with specific reference to 
technology, i.e. the delicate interplay between human 
information processing and technology. According to 
Chen, Ye, and Huang (2022:1) “Knowledge-sharing 
through ICT is a form of computer-mediated 
communication (CMC).” Scholl et al., 2020 in Chen, 
Ye, and Huang (2022:1) think that the notion of CMC 
provides a substantial advantage of communicating 
across vast distances but limits the sensory feedback 
for humans in this communication process.  

According to Freitas-Magalhaes (2020) in Chen, 
Ye, and Huang (2022:1) sensory feedback may be 
defined as the non-verbal cues that humans add to the 
communication process, i.e. facial expressions, body 
language, or changes in emotions. 

The non-verbal communication cues may be 
regarded as an essential part of the knowledge-
sharing process, specifically in the financial sector. A 
lack of sensory feedback in this context may leave the 
communicating partners with a lack of trust in the 
communication process and what is shared in the 
communication, i.e. the knowledge that should be 
transferred.  “Consequently, this situation constrains 
knowledge-sharing, leading to poor resilience”. 
Chen, Ye, and Huang (2022:3).  

A possible solution to the sensory deprivation 
issue that is a by-product of the use of current-day 
technology, is the incorporation of the notion of a 
virtual world, a metaverse, using a combination of 
Artificial Reality, Virtual Reality, and Artificial 
Intelligence elements.  

4 CONCLUSION  

Considering the main research problem as discussed 
in section 2, i.e. understanding the themes driving 
research in knowledge sharing, specifically in 
financial institutions, considering that these 
institutions and functions within the institutions are 
often characterized by individuals hoarding and not 
willing to share what they know, the systematic 
literature review conducted, yielded the following 
main themes, i.e. environment, motivation, people 
and technology.  

The authors further analyzed each of the main 
themes to understand the concepts in each of the 

elements and their link to the notion of sharing 
knowledge in financial institutions, with specific 
emphasis on the use of technology.  

The resulting analysis revealed that the concepts 
of organizational attributes, collaboration, trust, and 
rewards drive the research in terms of the 
environment. In summary, the management of 
organizations and more specifically the financial 
sector should create and maintain an environment that 
allows for the alignment of organizational and 
personal objectives, while fostering collaboration 
between staff members, based on mutual trust. This 
environment should be driven by a combination of 
both monetary and non-monetary rewards.  

The next main theme identified by the researcher 
was that of motivation, i.e. what drives an individual 
staff member to participate in knowledge-sharing 
activities. The main concepts driving the theme of 
motivation are organizational motivation and 
strategies, individual motivation, and emotional 
intelligence.  

Motivation may be regarded as one of the 
fundamental drivers of knowledge sharing within 
financial institutions. Organizations should endeavor 
to align organizational objectives with staff member 
motivation, both on an intrinsic and extrinsic level. 
Extending the notion of intrinsic and extrinsic 
motivation, the literature revealed that both factors 
may be influenced by the individual staff members' 
emotional intelligence. It is postulated that individual 
staff members with a higher EI will have a greater 
propensity to share knowledge within the 
organizations with specific reference to the financial 
sector, employing highly intellectual capital.  

When considering the theme of people in the 
analysis of the literature, two interesting concepts in 
terms of knowledge sharing in financial institutions 
were identified, i.e. profile and gender.  

According to the literature, the profile of the 
individual staff member within the financial 
institution will be a good indicator of the individual’s 
willingness to participate in knowledge-sharing 
activities. The profile of the individual staff member 
refers specifically to the individual’s qualifications, 
work experience, working relationships, and 
individual income.  

Although knowledge sharing is considered a 
gender-neutral activity, some research suggests that 
there might still be some imbalance in the use of 
technology by females to share knowledge.  

The final theme identified relates to technology 
and its use in financial institutions for knowledge-
sharing purposes. The researcher identified two 
concepts that are deemed important considerations in 
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driving research in this specific theme, i.e. online 
platforms and human sensory feedback systems.  

The two concepts, as identified in the literature are 
closely related. The online platforms provide the 
necessary backbone to support daily activities with a 
specific emphasis on communication. Although the 
platforms provide and facilitate communication and 
connection over great distances, they cannot provide 
essential sensory feedback that allows individual staff 
members to trust the communication and knowledge-
sharing activity.  

Visually the results of the analysis may be 
presented in figure 7.  

 
Figure 7: Conclusion of the study. 

The constant changes in Information 
Technologies and the necessity for managing them 
especially in financial institutions, ITSM would 
benefit from KM to address the demands of the fourth 
industrial revolution.   

The following section will provide an overview of 
future research directions.  

5 FUTURE RESEARCH  
DIRECTIONS 

The researchers propose that the identified themes be 
tested and confirmed in a financial institution. The 
test and confirmation should focus on institutions in 
both developing and developed countries. The results 
of the proposed future research should then be 
extrapolated to other sectors and environments.  
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Abstract: The goal of this work is to allow domain experts to properly perform data integration themselves and not to
rely on external resources. This way the long-term data integration quality is not endangered and therefore cost
for external resources can be saved. To achieve this, we propose a new approach that enables data integration
based on entity-relationship (ER) models derived from arbitrary data sources. ER models are abstract and
simply define all entities and relations needed for integration, which makes them easy to understand. Strategies
to extract ER models from various standard data sources - relational databases, XML files and OWL data -
are presented and a concept on how to extend it to arbitrary other data sources is introduced. Furthermore,
the extracted models are a foundation to perform graphical data integration into an ontology based model and,
thus, contribute to a harmonized knowledge management in heterogeneous data and information environments.
It can be summarized as a strategy to improve the interoperability of existing data according to the FAIR
principles.

1 INTRODUCTION

Whenever a new use case or project is started in in-
dustry, it usually requires gathering and integrating
data from various sources to be able to achieve the
intended goal. This can include internal or external
data that is probably stored in multiple different in-
formation systems, file formats, and locations.

Especially with limited budget and staff members,
data integration is performed manually to collect and
transform the data as needed for the new project. In
more advanced projects, data integration is done us-
ing available solutions that provide an automated and
repeatable way for data integration. Data integration
solutions often require internal data modeling experts
or an outsourcing to external contractors. For cost
reasons, the solutions are often simplified as much as
possible, so that they hardly comply to the state of the
art.

The energy domain is particularly affected by in-
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sufficient data integration. The energy transition re-
quires more and more data-driven solutions, but espe-
cially smaller power companies do not have the nec-
essary data experts yet. Moreover, software - similar
to hardware - is mainly delivered as turnkey solutions
with proprietary data models, formats and interfaces.
In this context, the vendor lock-in is a considerable
disadvantage, e.g. because the available interfaces to
communicate with other software are hard to under-
stand. Another challenge is that the energy system is a
critical infrastructure and therefore all kinds of cloud
solutions are not feasible. On the other hand, many
software systems in the energy domain have origi-
nally been designed by electrical engineers as tools
to support their daily work. Those tools have then
evolved into software products that still have many
legacy issues from a bygone era. As a result of the
above reasons, the energy domain has many custom
and legacy data sources and tools that are harder to
integrate compared to other domains. The statements
made above are based on our previous working expe-
rience in the energy industry.

Due to the mentioned conditions, we perceive it
is a key characteristic of a data integration solution
to be usable by energy domain experts without exter-
nal assistance. As a solution we introduce FAIRlead,
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a concept for a data integration and management sys-
tem for the energy domain. It will be open source and,
therefore, especially tailored for smaller budgets. The
relevant characteristics of FAIRlead are the following:

• Data integration is performed with a graphical
user interface that is based on conceptual entity-
relationship (ER) models (Chen, 1976) of the in-
put data sources.

• The user interface shall be easy to understand and
works the same for all kinds of data sources.

• The ER models are semi automatically extracted
from data sources and allow the user to improve
or correct the model if necessary.

• The integration target model is based on ontolo-
gies.

• We will employ code generation methods on the
created target ontology to simplify the access to
the mapped data.

So in this paper, we demonstrate the first step nec-
essary for the approach depicted above: a strategy to
extract ER models from data directly, thereby using
structural metadata if available. It is important to state
that the user will have the final control on improv-
ing or correcting the generated ER model. To demon-
strate our concept, we present the extraction process
for relational databases, XML files, OWL data sets
and a proprietary text-based file format from the en-
ergy domain. For the demonstration we are using
the Mondial database (May, 1999) which is available
in the mentioned formats, as well as a scenario file
(RAW) from the Siemens PSS®E power system sim-
ulator.

The present paper is organized as follows: in Sec-
tion 2 we present related work on extracting mod-
els from metadata and data. Then, in Section 3, we
present the data sources on which our experiments are
based. The basic concepts of extracting the compo-
nents of an ER model from different data sources are
explained in Section 4. In Section 5, we then present
initial results of the model extraction tools we have
developed so far. In Section 6 we summarize our re-
sults and formulate an outlook for future research.

2 RELATED WORK FOR MODEL
EXTRACTION

Extraction or reverse engineering of models has al-
ready been done on several types of data:

For spreadsheet data there exist several publi-
cations around the extraction of ClassSheet models
(Cunha et al., 2010). Those models can be integrated

into a spreadsheet file directly (Cunha et al., 2012)
and can also be compared against relational schemas
(Cunha et al., 2016).

The detection of what table headers are, as well
as the recognition of relations between the tables is a
key benefit of the proposed ClassSheet implementa-
tions. We have attempted to integrate those features
from the available open source code, but struggled
with the more than a decade old code base. More-
over, the implementation only focuses on Open Office
spreadsheets which is a harsh limitation.

Relational databases also have been target of
model extraction work before. Chiang et al. have pre-
sented an approach to extract an extended entity rela-
tionship (EER) model from a given database (Chiang
et al., 1994b) and later also investigated the perfor-
mance of their approach (Chiang et al., 1994a). Later
Alalfi et al. have published a solution to extract the
EER model and to export it to a UML diagram in the
XML meta interchange format (XMI) (Alalfi et al.,
2008).

The logic to extract the concepts of an ER model
(entities, attributes, relations, cardinalities) proposed
in those works, is reused in a similar form in our so-
lution.

However, we have focused on a more lightweight
semantic representation of the ER model compared to
those papers. So for us, the diagram can be generated
from our ER representation, but it is not the primary
representation.

The next big group of model extraction papers tar-
gets the extraction of data from XML files as well
as their existing schema representations (for example
Document Type Definition (DTD)). One approach to
extract a DTD from XML data is presented by Siau
et al. (Siau et al., 2011). This approach even creates
a new graph format they call Extended DTD Graph.
Moreover, the approach employs techniques to find
out relations between elements that are based on
ID/IDREF(s) relationships and not just the hierarchi-
cal structure of the document. Klı́mek et al. created
a survey of approaches to extract schema information
from XML data also including further schema formats
as XML schema (XSD), RelaxNG and schematron
(Klı́mek and Nečaský, 2010). Finally, the extraction
of ER models from DTDs is presented by both Yang
(Yang et al., 2004) and Mello (Mello and Heuser,
2001). The first aims to improve existing DTDs since
they are hard to read and understand. The ER rep-
resentation is therefore used as a means to improve
understandability. This follows the same basic idea as
our approach to make data integration more approach-
able for domain experts. The approach from Mello
employs a rule set to extract a canonical conceptual
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model in an ontological representation and then also
utilizes it for a semantic integration solution that fo-
cuses on XML data. The basic idea of conceptual
model extraction for integration purposes is similar in
our approach and we consider the idea to represent the
conceptual model with an ontology for the future. We
apply the concepts presented in these papers to extract
the ER models from a DTD source. A newer approach
by Della Penna et al. was proposed to extract an ER
model also from XML schema (XSD) (Della Penna
et al., 2006). Our implementation does follow a sim-
ilar approach when working with a dataset that pro-
vides XSD information. In general, our solution can
utilize existing software for either DTD or XSD ex-
traction as a pre-processing step to utilize the benefits
of an available DTD or XSD schema compared to di-
rectly extracting an ER model from XML data alone.

Lastly, the extraction of ER models from data
represented in the Resource Description Framework
(RDF) is an area of interest. However, RDF based
data usually has an ontology (mostly in Web Ontol-
ogy Language (OWL) format) as a model which is al-
ready an integration ready way of representing a data
structure. The terms conceptual model (ER models
are conceptual models) and ontology often appear to-
gether, both as a means to understand the domain be-
fore creating an ontology (Gomez-Perez et al., 2000)
and also to use ontologies (e.g. the Unified Founda-
tional Ontology (UFO)) to properly define the seman-
tics of a conceptual model that is built for a new infor-
mation system (Guizzardi, 2005). The latter approach
is called ontology-based conceptual modelling.

To actually extract conceptual models from on-
tologies El-Ghalayini et al. proposed a rule based
approach that was intended to later merge multiple
conceptual models into one overarching conceptual
model of a target domain (El-Ghalayini et al., 2005).
A similar rule based approach was presented by Han
et al. that directly focused on ER models (Han et al.,
2010) and also used OWL while El-Ghalayini did still
work with the OWL predecessors. Our presented so-
lution is similar to those two, but puts more detail into
also understanding the restrictions and cardinalities of
the input ontology.

Last but not least, there is the Conceptual Model
Ontology (CMO) (McCusker et al., 2011) that pro-
vides the possibility to annotate other ontologies with
conceptual model concepts. One of the goals of the
CMO is also to allow integration of different data
sources, but rather by allowing to use a common
natural language terminology to query different data
sources. This only works if the concepts have already
been annotated with the additional triples, while our
approach tries to aid the process of creating the inte-

gration mapping instead.

3 DEMONSTRATION DATA SETS

The Mondial database1 is a collection of data about
the world - more precisely countries, cities and ge-
ographic features like mountains, lakes or rivers, as
well as some demographic features like economy, re-
ligions and ethnic groups.

We selected it as one of the data sets for this pub-
lication due to the availability in several data formats
and because it is more than just a trivial example, con-
taining more than 15 entities and more than 20 indi-
vidual relations. Also, it includes different concepts
that are relevant for ER models like the differentiation
between weak and strong entities, key attributes and
all sorts of different relation cardinalities. Moreover,
it provides a reference ER model that we can compare
our results against.

Since we focus our work on the energy domain
and also claim to support arbitrary data sources, we
also include the SAVNW example power grid model
from the Siemens PSS®E power system simulator in
RAW format. This model represents the topology and
component attributes of an electrical power grid. It
is serialized as a text file that can be interpreted as a
set of different tables, one for each power grid ele-
ment type like busbars, transformers and generators.
The serialization may contain comments for the col-
umn labels, but this is not mandatory. So without any
particular inputs about the structure of the file format
the ER model will not be able to extract anything else
than a set of enumerated tables and a set of enumer-
ated attributes. This scenario is a good example that
needs to leverage additional user inputs about the ER
model.

4 ER MODEL EXTRACTION

This Section will give a brief overview on the compo-
nents of an ER model and how they can be extracted
from various data source types. This is mostly limited
to the important keywords to look for with a certain
data type. The works referenced in the related work
section can give more detailed instructions on how to
perform the necessary extraction steps.

ER models are used to create an abstract repre-
sentation of the most important concepts and rela-
tionships while building a database model. It helps

1https://www.dbis.informatik.uni-goettingen.de/Mondi
al/
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to clarify the required capabilities of a model before
transforming it into a physical set of tables and con-
straints in a database system. ER models basically
consist of entity types, relation types, their cardinali-
ties and attribute types.

There are several common notations to visualize
ER models as diagrams. The notation used in the this
paper is the Chen notation (Chen, 1976). Example
diagrams can be seen in Figure 1 which will be ex-
plained in more detail in Section 5. In general, entity
types are depicted as rectangular boxes, while rela-
tion types use a diamond shape. Attribute types use
an oval shape and cardinalities are applied as labels to
the edges between entity types and relation types.

Double-lined rectangles or diamonds indicate ei-
ther so-called weak entity types or identifying rela-
tionship types respectively. This is a special way of
indicating that the weak entity can not exist without
the entity connected via the identifying relationship.

The usage of the term entity is sometimes not pre-
cisely clear. In order to be precise the following rules
apply: An entity is the instance of an entity type and
all entity instances form an entity set. An ER diagram
does only depict entity types, so in natural language it
can happen that the words ”type” and ”set” are omit-
ted when talking about ER models. This effectively
means that the word ”entity” is used synonymously
for all of them.

4.1 Entities

Entities are often the most simple component to ex-
tract from any data source. For any tabular data like
a set of CSV files or a relational database, the enti-
ties are usually reflected by the tables. However, ta-
bles can also represent n : m relations, which requires
some rules to check both the table’s foreign and pri-
mary keys (in a relational database). In CSV based
data there is not direct clue that can be used to deter-
mine if a table is a relation or not. For OWL data the
entity types are usually represented by the owl:Class
type, so the entities are the instances of that class re-
spectively. Depending on the used OWL model it is
important to use a reasoner that fills in missing class
definitions from rdfs:subClassOf predicates.

In XML an entity is represented by an element that
has attributes or does contain child elements (called
complexType in XSD). Lastly, in hierarchical object
notations like JSON all objects are considered an en-
tity. Therefore, the ER diagram does contain one rect-
angle per entity set respectively. The decision what
type an entity belongs to can be difficult (e.g. if there
can be optional values that are not present in every
object). If there is schema information available, it

becomes much easier to assign objects to their respec-
tive entity type.

4.2 Relations

Whenever an entity refers to one or more other entities
this is usually done with a relation.

In object notations this can either be a property
that has another object as its value or its value is a
reference to some kind of ID attribute. In OWL we
have the dedicated owl:ObjectProperty concept that
specifies a relation between entities. There it is nec-
essary to correctly track the domains and ranges of
the respective property to see what entities can actu-
ally be connected with this relation. For tabular data
and relational databases it is harder to recognize re-
lations. Generally a foreign key constraint in a re-
lational database represents a relation. However, it
was mentioned above that sometimes a table can also
represent a relation. So to make a decision it is re-
quired to examine the foreign and private key con-
straints. For bare table data (e.g. CSV) without any
modeled key constraints, a strategy to find potential
relation types is to check for common naming patterns
that involve for example ID columns in each table and
a combination with the table name in others (e.g. En-
tityB has a column EntityA ID). However, in these
cases it is often better to just have the user correct the
extracted ER model to contain proper relations.

4.3 Cardinalities

In order to carry the intended meaning, relations re-
quire quantity constraints that apply between the con-
nected entities. For plain table data this is almost im-
possible to tell without any additional schema infor-
mation. So, again this is one of the points that re-
quire the user to be able to correct the model with
their knowledge.

Relational database schemas allow to infer car-
dinalities through their modeling patterns and con-
straints. In OWL there is the owl:Restriction concept
as well as the exact, max and min cardinality predi-
cates that can apply to an ObjectProperty and the do-
main (and sometimes even range) in question. How-
ever, if there is no inverse property defined there is
no clear indication for the second half of the relation
cardinality, as one property only defines the cardinal-
ity on the domain side. For hierarchical object nota-
tions there is no precise solution to extract cardinali-
ties without an additional schema that specifies them.
For XSD these are the minOccurs and maxOccurs at-
tributes on the element. In JSON schema, cardinali-
ties can be inferred from arrays if there are allowed
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element counts and for an object property it can be
specified if it is required or not.

4.4 Attributes

In relational databases, all attributes that are not used
in the definition of foreign key constraints can be con-
sidered as attributes in the context of an ER model.
In simple table based data, the attributes are all the
columns that do not qualify to be part of a relation.
In OWL there is the dedicated owl:DatatypeProperty
concept for the purpose of encoding attributes. For
object notations all primitive properties can be con-
sidered attributes, if they are not a reference to an-
other entity’s ID. In XML, elements without XML at-
tributes and only a primitive content as well as XML
attributes are typically regarded as attributes of the ER
model.

5 EXAMPLES FROM THE
FAIRlead ER MODEL
EXTRACTION

Figure 1 shows the ER diagram of the province entity
in three versions. It uses the mondial XML data set.
The upper version is extracted without including any
additional schema information. The second version
does then include information from the official mon-
dial DTD file. And the last version is generated using
the official XSD file.

Several differences can be observed between the
three strategies. First, the version without any
schema information does use the entity name mon-
dial/country/province which is our solution’s way of
compound naming the province entity type to indicate
the hierarchical position of the entity set within the
XML file. This is the case, because without schema
information it might be possible to encounter different
province instances at different positions in the XML
tree and could not guarantee that they are equal. The
mondial/country/province/city entity type is an exam-
ple of this - also occurring as mondial/country/city if
it does not belong to any province. This one or none
relation can even be seen in the third diagram at the
citytoprov relation that is derived from a xsd:keyref
between the two entities.

In the lower two diagrams we see province to be
an independent entity, which is guaranteed by either a
xsd:key in XSD or an ID type in DTD. Additionally,
the relations in the lower diagrams can have different
names, while without a schema the only relation is Is-
Child, which reflects the hierarchical structure of the
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Figure 1: ER extraction of the province entity from Mondial
XML data in three processing types.

XML document. Overall, it seems the XSD version
is the most accurate one - but for many other enti-
ties the quality of the model lacks behind the schema
information available from a relational or ontological
model.

An example for the lacking quality that is based on
the modeling decisions in the XSD file can be seen in
Figure 2. It shows, a pattern that can often be seen in
the model extracted from the XSD. The highlighted
entity river/located can also be seen as a relation it-
self. For this kind of scenario it might be possible to
contract the resulting ER diagram and produce an n
to n relation located. This is something that we might
consider in the future to optimize certain patterns in
the resulting ER diagram independent of the original
data source.

Looking at Figure 3 is a nice example of how car-
dinalities can be extracted from OWL data. The is-
BorderOf relation is correctly reflected as a 2 to n re-
lationship. Moreover, the locatedIn relation has no
restrictions in OWL, so it correctly is depicted as a
many-to-many relationship.
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Figure 2: Extracted ER model from the XSD schema that
could be contracted with a post-processing step.
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Figure 3: Extracted ER model of the OWL data set that
showcases the cardinality possibilities in an ontology.

Considering the PSS®E data set, the matter is
more complicated. The file theoretically can include
structural metadata in the form of comments, but that
is not mandatory to be a valid file. Depending on
the source the file was received from, these comments
might not be available. So in the worst case scenario,
an extracted ER model might contain no information
on table and column names. So after some quick pre-
processing to split the RAW file into a set of CSV
files, the only information for the ER model avail-
able is a set of entities named Table1 to TableN. Each
of those entities will have a set of attributes named
Column1 to ColumnN respectively. At that point it is
mandatory, to allow the user to edit this extracted ER
model. It might be enough to just correct the bits and
pieces that are later relevant for the data integration
step. An example of such a user corrected ER model
can be seen in Figure 4.

Finally, it must be noted that none of the extracted
models exactly matches the original ER diagram of
the mondial database. A reason for this are the spe-
cific modeling decisions that have been made to create
the respective physical models, that do not allow for
an exact reconstruction. In general, this is not a prob-
lem for the target purpose of performing data integra-
tion. In our approach the domain expert that knows

the data sources is the same person that shall perform
the visual data integration. This means as long as the
ER representation is reflecting the data source more
or less accurately the user will be able to make sense
of it.

However, there are extreme cases like the XML
file with no schema information or the PSS®E data
set as well as the cases where relations have been de-
tected as entities. In those examples, it may not be
possible to infer any useful ER model. In that regard
the presented approach is semi automatic and the user
needs to introduce corrections to the ER model. This
has been shown as an example with the PSS®E data
set and the ER model in Figure 4.

6 CONCLUSION AND FUTURE
WORK

With our data integration and management solution
FAIRlead, we want to enable domain experts to per-
form data integration in a way that improves the
FAIRness of their existing data. As a first step of
this solution, we have presented an open-source tool
that allows the extraction of ER models from various
data sources that can be reused for future data inte-
gration efforts. Moreover, additional data sources can
be integrated in the model extraction either by imple-
menting a new converter or by converting the input
data to an already supported format. Many potential
data sources can likely be transformed into one of the
presented ER model extraction solutions with a small
pre-processing step. With the example of the PSS®E
RAW file, it has become clear that the user must be
able to improve the extracted ER model, because the
file can technically come without any structural meta-
data.

Finding an appropriate solution for the model cor-
rections and also to allow visual editing of the ex-
tracted schema is one of our future steps. Moreover,
we will continuously improve the current implemen-
tation, to produce accurate ER models according to
the given input data. This for example includes the
integration of existing schema generation tools into
the process (e.g. to generate a DTD out of XML data
before processing it).

Based upon the FAIRlead ER model extraction
strategies presented in this paper, we will create a GUI
that allows to perform data integration from multiple
heterogeneous data sources using conceptual models.
This user interface will use a flow-based program-
ming approach to visually show the link between orig-
inal data source entities and the resulting ontological
concepts.
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Figure 4: User corrected ER model of the PSS®E data set.
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Abstract: The publication of scientific results together with the underlying experiments is an important source of further
research. In 2016, the “FAIR Guiding Principles for scientific data management and stewardship” were pub-
lished, in which the authors postulate a series of guidelines for improving the (F)indability, (A)ccessibility,
(I)nteroperability and (R)eusability of digital information (FAIR). The point (I)nteroperability deals with the
prerequisites for the reusability of digital objects. The central point here is the need to have a common under-
standing of the meaning of digital objects. This understanding is provided by formal languages of knowledge
representation (ontologies), which describe the actual data. These descriptions of data are also known as
metadata. As part of our current work at the Institute for Automation and Applied Computer Science (IAI) at
KIT, we are implementing novel concepts and technologies for the sustainable handling of research data using
high-quality metadata. As part of this work, we plan to develop a software tool that can be used to enrich data
with suitable metadata and thus automate the process of making research results available. A key requirement
is that the tool must be independent of the underlying domain. In order to be able to deal with data from any
domain, we have opted for a model-driven approach in which an ontology, and possibly other platform-specific
information, are input for a software generator, which then generates an (interactive) tool for specifying the
metadata and linking it to the data itself. The generated tool includes the complete software stack, starting with
a user interface, programmatic APIs for connecting additional application logic, and a persistence component.
How these individual layers are realized is not specified, but defined by the mapping rules of the software
generator, which also opens up the possibility of generating and evaluating different variants of the software.

1 INTRODUCTION

In computer science, an ontology is the formal nam-
ing and definition of the concepts, categories, proper-
ties and relationships between the concepts, data or
entities of a particular domain (Ont, 2024). These
basic concepts for ontologies are also the basic el-
ements of Conceptual Models (CM), like the ER-
Model (Chen, 1976) and UML (OMG, 2011). So, to
that extend, languages and tools from both worlds can
be used interchangeably. In the ontology context there
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are e.g. languages like OWL, RDF(S), and SHACL
(Shapes Constraint Language) (SHACL, 2017). Hav-
ing this in mind, the paper on hand generally uses on-
tology terminology and employs the CM terms only
where more suitable for understanding.

1.1 Metadata

Scientific experiments take place in a specific context
and it is within this context that data, parameters and
results obtained have a practical meaning. In order to
be able to interpret the underlying data and results in
retrospect, detailed knowledge of this context is re-
quired. Data and its context form a unit that can be
described by ontologies and their instantiations. This
additional data is referred to as metadata, as it pro-
vides data about data.
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In the context of FAIR (Wilkinson et al.,
2016), the present work deals with the aspect of
(I)nteroperability, which intends the enrichment of
data with rich metadata.

Due to the exponentially growing amount of sci-
entific data, the enrichment with metadata must be au-
tomated by using suitable tools.

1.2 Example Scenario

In order to get a clearer picture of the requirements for
such software, a concrete scenario will be presented
here. The Institute for Automation and Applied In-
formatics (IAI) at KIT operates an experimental pho-
tovoltaic system (PV), consisting of a large number
of panels that are connected together as an array (in
parallel) or string (in series). Additional components
of this PV system include power inverters, batter-
ies, measuring equipment, and so on. An overview
of the concepts and their relationships are shown in
Figure 1. By reconfiguring the components, a large
number of experiments can be carried out in order to
achieve certain goals (e.g. maximum average elec-
tricity yield), or to observe the behavior under certain
effects (e.g. partial shading).

As part of an experiment that is carried out with
a specific interconnection of the components over a
specific time interval and under specific weather con-
ditions, a series of result data is generated that is
stored in a time series database. In order to be able
to interpret the measurement results, it is necessary to
know the components’ connectivity and the weather
condition at this time. This is an example for meta
information that has to be managed by our tool, to-
gether with the information on where the result values
are stored.

1.3 Requirements for a Metadata
Management Component

In order to fulfill this task, the software must have
a persistence component that allows the specific test
setup (the metadata) to be saved. Since we are talking
about ontology-based metadata the database schema
will be derived from the ontology. In addition, the
component must have an interface through which the
information can be entered. This can be, for exam-
ple, a simple web-based CRUD (Create, Read, Up-
date, and Delete) interface via which the individual
components of the system can be specified, or a dedi-
cated graphical editor with which the panels and other
components can be graphically created and linked to-
gether.

The software must also maintain the connection

between data and metadata. Data can be available in
a variety of formats, such as measurement data in a
time series database, relational data, parameter sets
of a learned neural network, as well as a variety of
proprietary data formats. Therefore, a component that
establishes this data-metadata connection is needed.

Such a tool can provide the data of the experi-
ment as well as the concrete setup (the metadata).
By preparing this information according to existing
standard formats, it is now able to export the data to-
gether with its metadata, or directly write it into a pre-
viously specified repository like the databus (Hoyer-
Klick et al., 2023). This repository than covers the
FAIR aspects (F)indable and (A)ccessible.

In contrast, in today’s reality, the information
about a specific experimental setup frequently is only
implicitly available in configuration files, installation
scripts or makefiles, which makes it almost impossi-
ble to extract this meta information.

The general functionality of the component just
described is therefore not only useful for the publi-
cation of semantically enriched FAIR data, but also
offers valuable services as an electronic notebook of
the experiments carried out.

In addition, it is not limited to the PV domain used
here as an example. The statements made here are
valid for any domain. While the general functional-
ity of the application is the same for all domains, the
structure of the metadata will be different. It depends
on the specific entities or concepts that describe the
specific application. These are described by CMs or
by the ontologies that describe the applications’ do-
mains.

1.4 Approach

And this brings us to the core idea of our research ap-
proach, the generation of an application, as described
in the previous section, on the basis of the available
domain information. We use a Model-Driven Soft-
ware Development (MDSD) approach (see Section 2
for details). The application to be realized is gener-
ated from a model description (the ontology) and a
number of transformation rules, which map the model
information to source code for a specific target plat-
form. In addition to the model information in the form
of an ontology, the generator can process further in-
formation such as a specific GUI layout or informa-
tion on the underlying software platform during the
generation process.

The rest of the paper is structured as follows:
Next, in Section 2 the basic terms and the methodol-
ogy of MDSD are presented. Then the concept of our
FAIRlead generator is presented in Section 3. Having
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Figure 1: PV ontology (from (Schweikert et al., 2023)).

developed the concept so far, the following steps that
we plan to take will be explained in Section 3. In Sec-
tion 4, we take a closer look at the benefits we expect
from the use of our generator, before giving a brief
summary and outlook in Section 5.

2 MODEL DRIVEN SOFTWARE
DEVELOPMENT

The basic idea of MDSD is the generation of source
code from model information that describe the soft-
ware to be developed (see Figure 2). Model descrip-
tions are compact, abstract, formal, and platform-
independent. As an example, the following is an ab-
stract model description of the class Person:
<class Person(name: string(40),

birthday: date,
mother: Person,
father: Person)>

Transformation rules are needed to map this ab-
stract representation of the problem space onto pro-
gramming code. These are usually provided in the
form of templates and add the platform-specific in-
formation to the model. The following code fragment
shows an example of a transformation rule that trans-
forms the above model description into executable
PHP code (specifically: a class description with con-
structor and setter methods). To do this, a template
language (language elements shown in red) is used to
integrate the variable parts from the model into the
static code framework (in black).

<? foreach ($model->classes as $class) { ?>
// class generated, do not edit !!!
// timestamp: <?= date(DATE_RFC2822); ?>
class <?= $class->name; ?> {
<? foreach ($class->properties as $p) { ?>

protected $<?= $p ?>;
<? } ?>
function __construct() { }

<? foreach ($class->properties as $p) { ?>
function set<?= ucfirst($p) ?>($v) {

$this-><?= $p ?> = $v;
}

<? } ?>
}

<? } ?>

The code generated from the model and the trans-
formation rule with the help of the generator then, af-
ter an additional code formatting step (not shown in
Figure 2), looks like this:
// class generated, do not edit !!!
// timestamp: Tue, 24 Sep 2024 14:49:37 +0200
class Person {

protected $name;
protected $birthday;
protected $mother;
protected $father;

function __construct() { }

function setName($value) {
$this->name = $value;

}

function setBirthday($value) {
$this->birthday = $value;

}
// more code folows here ...
}
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Typically, 60% to 80% of an application’s code
can be generated (Stahl and Völter, 2006). The basic
functionality of the intended application can even be
generated almost by 100%. In addition to the higher
development speed, this code typically has a higher
quality, as the transformation rules are centrally de-
fined in the generator templates and are consistently
applied to the generated platform code. Even the
quality of the software architecture is usually higher,
as more thought is given to the underlying architec-
ture during the template development. Furthermore,
there is a clear separation of functional and technolog-
ical aspects, so that the transition from one technolog-
ical platform to another only requires an adaptation of
the templates, but the model remains untouched.

Figure 2: Principle function of a software generator. The
input for the generator is the abstract, platform-neutral de-
scription of the application to be realized, as well as the
platform-specific transformation rules. The result is the
generated source code, which is then compiled in a further
step or executed directly by an interpreter.

Starting point of an MDSD project is a reference
implementation that is as lean as possible but exe-
cutable. It serves as the basis for the development
of the generator templates, which perform the trans-
formation into source code. Once the reference im-
plementation has been created, it is analyzed and the
code is broken down according to the following crite-
ria (Stahl and Völter, 2006):

1. generic code, that is the same for all possible ap-
plications

2. schematic, repetative code, which is individual for
each application but has the same schematic struc-
ture

3. application-specific code (individual code)

This approach is illustrated in Figure 3. The
generic, repetetive code (1) can simply be used, while
the schematic code (2) is the starting point for creating
the transformation rules in the generator templates.
For this purpose, the code fragments are generalized
into transformation rules and merged with the model
information, as shown in Figure 2.

Figure 3: Principle of MDSD (adapted from (Stahl and
Völter, 2006)).

3 FAIRlead APPROACH

In a preliminary step, we choose the target platform.
This is the platform on which the generated applica-
tion must be able to run. This can be a programming
language such as PHP or a platform such as .net. A
framework such as django (Vincent, 2019) or sym-
fony (Zaninotto and Potencier, 2008) can also serve
as a target platform. The use of a framework has the
advantage that some of the tasks that would otherwise
have to be covered by the generator are already cov-
ered by the framework (e.g. creation of CRUD in-
terfaces for the concepts occurring in the ontology,
creation of database schemas, object-relational map-
ping).

In line with the MDSD approach presented in the
previous section, we will develop a simple reference
implementation for our PV domain in a first step. The
functionality of the application corresponds to that
described in Section 1.3. We then identify both the
generic part and the repetitive schematic part. The ref-
erence implementation can be very simple, as it only
serves to verify the functionality of the generator. In
the case that one or more components support intro-
spection, generic approaches can also be pursued, as
the meta information (e.g. properties of a class and
their types) can be read and analyzed at runtime. This
is especially important in order to implement com-
munication interfaces for domain components, and
also for the generic creation and extension of database
schemas.

The next step is to analyze whether the input on-
tology provides enough information for generation
of the schematic code part, or if additional infor-
mation must be supplied to the generator. An ex-
ample are SHACL definitions that extend OWL on-
tologies with the definitions of necessary properties,
cardinality constraints or value ranges. Furthermore,
platform-specific information, such as the graphical
layout of the GUI, etc., will certainly be added. How-
ever, it remains to be seen to what extent this will be
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necessary.
A further task is the selection of a suitable gener-

ator.
The spectrum here ranges from in-house develop-

ment with a scripting language such as PHP or Python
together with a templating module available for the
programming language, such as twig (Twig, 2024) or
smarty (Smarty, 2024) for PHP, mako (Mako, 2024)
or jinia2 (Jin, 2024) (for Python), to the use of a
tool such as the modeling workflow engine (MWE,
2024) in the Eclipse Modeling Project (EMP, 2024).
The decisive factor is which information the abstract
metamodel of the generator already contains and how
flexibly the metamodel can be extended to meet the
application’s requirements. If a suitable generator is
not available, an abstract metamodel with all the nec-
essary properties has to be developed programmati-
cally (i.e. as a set of Java classes) and then combined
with an existing template framework in the selected
language to be used as a software generator. Fig-
ure 4 shows the dependencies when selecting a suit-
able generator. In order to map the concepts described
in the ontology, the generator’s internal meta model
must support them, or one must be able to extend the
existing meta model to do so. Only under this condi-
tion is it possible to address the aspects described in
the ontology within the templates and thus implement
them in the generated application.

Figure 4: Dependencies between ontologies, generator and
generated application. The concepts from the ontology can
only be implemented in the application to be generated if
the generator’s internal meta-model supports them.

Once the generator is chosen, templates are cre-
ated to regenerate the code of the reference implemen-
tation.

In a further step, the reference implementation is
extended. This includes domain-specific tasks like
the connection of external components such as pro-
prietary systems or real time measurement software
(i.e. Beckhoff automatisation software (Beck, 2024))
as well as the integration of already established repos-
itories and registries following with the FAIR prin-

ciples. The aim of this step is to establish mean-
ingful extension interfaces that behave independently
of the domain (i.e. the time series exporter tool
Zeitgeist (Schmidt et al., 2023)). The newly estab-
lished extension interface can then also become the
starting point for a plug-in architecture of the gener-
ated code.

Our plan is to develop a generator framework
which, in a first stable version, provides a web-based
interface with CRUD functionality. This framework
will allow the integration of meta information and
also enables the referencing of primary data in vari-
ous data sources (e.g. relational databases, time se-
ries databases, ...). At this time, the framework is also
planned to be released as a GitHub project to gain in-
put and enhancements from the community.

Figure 5 gives an overview of the architecture. In-
put for the FAIRlead generator are the ontologies and
the generator templates, which define the transforma-
tions on the target platform. Further input can come
from SHACL files, which further specify the input on-
tologies. In addition to the source code for GUI and
CRUD functionality, the database schema is also gen-
erated. On the right-hand side you will find manually
created application logic. The arrows that originate
from the application logic represent the connection of
the manually created code to the extension interfaces
of the generated code. Patterns on how this can be
done can be found in (Stahl and Völter, 2006). The
database with the meta information, which is linked
to the actual data (bottom), is located near the center
of the figure. Since we want to support the widest
possible range of data sources, we need to find an
API that is as generic as possible. However, there are
already approaches here, such as (DTP, 2024; ODC,
2024; Beam, 2024), which we will examine for their
suitability.

Further research steps include:

• finding interfaces between the individual parts of
the application so that the individual components
are as interchangeable as possible (i.e. exchange a
simple web-basd formular with a graphical editor
for specifying the instances of domain concepts).

• Mechanisms for the connection between metadata
and data.

• Detection of inconsistencies between data and
metadata (consistency checks).

Figure 6 shows a flowchart of the individual activ-
ities we have defined so far, along with their depen-
dencies.
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Figure 5: FAIRLead Generator architecture.

4 ADVANTAGES OF THE
FAIRlead APPROACH

In the FAIR community, there are currently a number
of alternative concepts for implementing the princi-
ples. An Example is given by FAIR Digital Objects
(FDO) which, e.g., have been compared to Linked
Data approaches in (Soiland-Reyes et al., 2024). Web
Frameworks are available as well as systems based on
Web Components (Schmidt and Tobias, 2024). As
with respect to storage, Triple-Store-based solutions
exist beside alternative persistence concepts. With
our approach, it is easy to compare and evaluate all
those different implementation variants in an overall
system, since only the corresponding additional tem-
plates have to be developed for the different imple-
mentations.

The generic approach shifts a significant propor-
tion of the application implementation to the concep-
tual, technology-independent part - defined by on-
tologies - and therefore takes place at a higher level
of abstraction. As a result, design decisions like
those mentioned in the preceding paragraph can be
made later or realized in parallel and comparatively
with minimum effort. The only prerequisite for this
is the development of one or more corresponding
technology-specific templates (see Figure 3).

In addition, once the software generator has been
fully developed, it is easier to involve technical ex-
perts in the creation of new application systems, as
discussions can take place at a purely conceptual level
and the target architecture is generated by the genera-
tor and the templates already developed at this stage.

We plan to make the generator we have developed
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Figure 6: Flowchart of the activities we have defined and are implementing.

available to the FAIR community as open source.
This will enable researchers around the world to use
our tool by using their ontologies as input for the gen-
erator and generating the domain-specific application
for linking data and metadata.

This application can then be integrated into the re-
spective laboratory infrastructure and used, for exam-
ple, as an electronic laboratory notebook and, on the
other hand, make the step towards publishing their re-
search results much easier.

However, the functionality of the generated ap-
plication can easily extend by developing new gen-
erator templates or adapting the templates to your
own requirements. This is not particularly compli-
cated if you use the existing generator templates as a
blueprint.

5 CONCLUSION AND OUTLOOK

The enrichment of data with associated metadata is
seen as a necessary step to make research results re-
producible, to verify scientific experiments or to build
on the results of these. In this context, we pre-
sented the conceptual framework FAIRlead, which is
designed to support scientists in enriching data with
metadata. To support people from different domains,
we have chosen a model-driven approach that gen-
erates software artifacts to enrich data with metadata
based on an ontology description of the domain.

The functionality of the generated software in-
cludes the specification of a scientific experiment

based on the concepts defined in the ontology and
their relationships to each other as well as the link-
ing to the actual data. Now that we have defined the
conceptual framework for our future work, we will
next carry out a reference implementation based on
the PV ontology we have developed in order to derive
our generator templates, which form the core of the
FAIRlead generator. An important future step is the
establishment of a clean interface architecture in the
generated application so that different possible im-
plementation variants can be easily exchanged. The
same applies to the interface for connecting the busi-
ness logic and external systems.
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Abstract: A body of knowledge (BoK) can be defined as the comprehensive set of concepts, terminology, standards, and
activities that facilitate the dissemination of knowledge about a specific field, providing guidance for practice
or work. This paper presents a methodology for the construction of a body of knowledge (BoK) based on
knowledge-based artificial intelligence. The process begins with the identification of relevant documents and
data, which are then used to capture concepts, standards, best practices, and state-of-the-art. These knowledge
items are then fused into a knowledge graph, and finally, query capacities are provided. The overall process
of knowledge collection, storage, and retrieval is implemented with the objective of supporting a trustworthy
machine learning (ML) end-to-end engineering methodology, through the ML Engineering BoK.

1 RATIONALE

Systems and products are developed in competitive,
volatile, uncertain, complex and ambiguous contexts,
influenced by external factors such as regulations
and societal expectations. Artificial Intelligence (AI)
technologies, in particular Machine Learning (ML)
approaches, improve product quality and production
efficiency (Li et al., 2017). Reliability is crucial for
critical systems to remain reliable throughout their
lifecycle and to evolve cost-effectively. However,
the rapid adoption of AI technologies is leading to
a specialization of engineers and a dispersion of the
required skills. Current demographics are making
highly skilled and experienced engineers scarce, lead-
ing to a lack of project support and mentorship. In ad-
dition, the complexity of AI-based solutions and past
trends in each component require the management of
AI engineering knowledge and general engineering
practices. This highlights the need for effective man-
agement of AI engineering knowledge and practices.
Knowledge management and knowledge engineering
(KE) are often used interchangeably, with ”manage”
referring to executive leadership and ”engineer” to
planning, construction, or design activities. The main
difference is that the knowledge manager sets the
process direction, while the knowledge engineer de-

velops the means to achieve it. The Confiance.ai1

program’s end-to-end methodology serves as a foun-
dational framework for knowledge management in
trustworthy AI engineering (Awadid et al., 2024). It
addresses non-functional requirements for successful
implementation of ML-based components in critical
systems (Adedjouma et al., 2022). The methodol-
ogy covers various process levels and aligns with in-
dustrial best practices. It is essential to define the
scope and position of the methodology in relation to
other engineering disciplines. KE is a sub-field of AI
that focuses on understanding, designing, and imple-
menting methods for representing information effec-
tively (Shapiro, 2006). It facilitates the management
of all types of knowledge based on labelled graphs
and provides guidance for resolving ML engineering-
related issues. In order to address these issues, Confi-
ance.ai program put forth the argument that there is a
need to consolidate the AI engineering field’s largely
fragmented body of knowledge (Mattioli et al., 2024),
which encompasses data engineering, algorithm engi-
neering, software and system engineering, safety and
cyber-security, similar to the SWEBOK definition of
software engineering (Robert et al., 2002).

1www.confiance.ai/en
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Figure 1: AI/ML deployment induces some (engineering) challenges.

2 KNOWLEDGE ENGINEERING

From this perspective, Knowledge Engineering (KE)
represents a sub-field of AI that is concerned with the
understanding, design and implementation of meth-
ods for representing information in a manner that
enables computers to utilize it effectively. In other
words, the objective of KE is the understanding and
subsequent representation of human knowledge in the
form of data structures, semantic models (conceptual
graph of the data in relation to the real world) and
heuristics (or rules). The induced process comprises
three principal elements: a) knowledge acquisition,
representation, and validation; b) inference; and c)
explanation and justification. It is evident that ap-
proaches to knowledge representation, such as on-
tologies, taxonomies, thesauri, and vocabularies, can
be employed to support a diverse array of activities.
Techniques that could be used for such purpose in-
clude:

• Using a taxonomy that is well-known and ac-
cepted by the organization in work-products;

• Using patterns to help a computer “understand”
the content of work-products;

• Encoding the breakdown structures that represent
well-established knowledge within the organiza-
tion;

• Using inference rules to reason about the quality
of the content of different work-products.

An organization must manage knowledge about its
systems and engineering practices, known as a Body
of Knowledge (BoK). The BoK provides a compre-
hensive description of ML system engineering con-
tents and practices, establishing a foundation for cur-
riculum development and creating a coherent curricu-

lum for qualification towards certification.

3 ML ENGINEERING BoK

A body of knowledge (BoK) is”structured knowl-
edge that is employed by members of a discipline to
inform their practice or work” (Ören, 2005). It is used
to define concepts and activities, such as accuracy
in data engineering, machine learning models and
system-level applications. The core components of a
BoK include concepts, knowledge, skills, standards,
terminology, guidelines, practices and activities. It
serves as the ”ground truth” for ML engineering ac-
tivities, covering various domains such as data engi-
neering, algorithm engineering, software engineering,
systems engineering, cyber-security, safety, and cog-
nitive engineering.

3.1 The BoK Design

The BoK design is an iterative process involv-
ing knowledge acquisition, fusion, storage, and re-
trieval. Knowledge is acquired from structured, semi-
structured, and unstructured data, with extraction fo-
cusing on entities, attributes, and relations. Knowl-
edge fusion requires ongoing ontology construction
and quality evaluation. Currently, knowledge is typ-
ically stored in KG databases. Confiance.ai BoK
(fig 2) is a comprehensive guide for engineers on
the lifecycle of AI-based critical systems. It offers
guidance and support throughout the development,
maintenance, and evolution of these systems. The
guide defines trustworthy ML engineering concepts
and provides an outline of essential knowledge, skills,
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Figure 2: Trustworthy ML engineering Body-of-Knowledge - https://bok.confiance.ai/.

and practices, covering all fundamental competencies
required by professionals in the field. The initial step
of the ML Engineering BoK design is to identify the
domain of application and compile a list of relevant
knowledge sources. Secondly, a conceptual model
will be devised with the objective of gathering to-
gether the entities of interest, their inter-relationships
and the categories. A valuable resource for concep-
tual modeling is Capela©, which is a model-based en-
gineering solution that has proven effective in numer-
ous industrial contexts. Thirdly, the logical and phys-
ical models will provide a logical representation and
assertions for the entities and relationships that have
been collected. Fourthly, the technical development
and implementation must take into account the cod-
ing language to be employed (for example, RDF and
OWL), as well as the serialization formats (such as
RDF/XML, Turtle and JSON-LD). The final stage is
the deployment of the BoK as a service, thereby facil-
itating reuse and enabling the engineering community
to provide feedback. In essence, this process entails
the transformation of knowledge held by engineering
experts and end-users into a machine-readable format.
Designing a ML Engineering BoK induces some gen-
eral issues:

• Raw Data Acquisition. How to select the rele-
vant data and information to be fed into the BoK?

• Knowledge Extraction, Representation and
Validation. How do we represent human knowl-
edge as it currently exists in state of the art reports,
scientific articles, standards and norms, Engineer-
ing best practices, and the minds of the experts in
terms of data structures that can be processed by

a computer? How to determine the best represen-
tation for any given engineering problem?

• Knowledge Integration and Fusion. How do we
use these knowledge item to generate useful infor-
mation in the context of a ML engineering?

• KG Design. How to manipulate the knowledge to
provide explanations to the engineer/user?

• Knowledge Query. How do we use these abstract
knowledge structures to generate useful informa-
tion in the context of a specific case?

3.2 Step 1: Raw Data Acquisition

BoK developers create knowledge bases from scratch,
dealing with diversity and heterogeneity of knowl-
edge representation formalisms and mismatch of dif-
ferent knowledge items. Knowledge engineers focus
on modeling structural use cases and expert knowl-
edge concepts. The first step is to define a taxonomy
of the ML engineering domain aligned with ISO/IEC
DIS 5338 standard for AI systems and safety and reli-
ability standards. This taxonomy is the classification
of concepts induced by Trustworthy ML Engineering
activities. The operational definition of trustworthy
AI includes a taxonomy and keywords that define core
domains such as AI Engineering, Data Engineering,
and Safety Engineering, covering the entire life cycle
of AI-based critical systems. This framework aids in
harmonizing design and support activities, including
monitoring and maintenance, and serves as a founda-
tion for the Confiance.ai methodology, which outlines
requirements and recommendations. The initial stage
is devoted to the identification of data sources, as this
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has a significant impact on the entire knowledge graph
(KG) development process, as well as on the selection
of knowledge extraction techniques. Definitions have
been collated from various sources, including Euro-
pean and worldwide standardization bodies (ISO/IEC
5338, Aerospace Standard 6983, IEEE 7000...), Na-
tional and European projects (Confiance.ai, DEEL
project2, JRC Flagship on AI3), scientific publica-
tions and working groups (e.g. the HLEG or the AI
Safety Landscape initiative4), as well as other relevant
sources. The working group responsible for the state
of the art sourced definitions from external literature
in most cases. Sometimes the existing literature did
not match the scope of ML Engineering. We created
a new definition. This phase was also based on data
about making AI reliable. This includes making AI
reliable through design, data engineering for trusted
AI, IVVQ Strategy (Integration, Verification, Valida-
tion and Qualification), and targeted embedded AI.

3.3 Step 2: Knowledge Extraction,
Representation and Validation

The extraction of knowledge from semi-structured
sources is easier than from unstructured sources,
which hold more information. The second phase fo-
cuses on extracting knowledge from unstructured data
to create and enhance knowledge graphs, identify-
ing entities and relationships. This process involves
natural language processing (NLP) and knowledge
representation technologies to automatically extract
structured information from various data types, fa-
cilitating the effective use of external data. An en-
tity represents the most fundamental unit of a knowl-
edge graph. It represents a concept. Furthermore,
the quality of knowledge graph construction is contin-
gent upon the accuracy and integrity of its extraction.
Subsequently, relationship extraction entails the iden-
tification of associations between entities, thereby es-
tablishing semantic relations and forming a knowl-
edge network. These types of graphs embed a struc-
tured representation of facts, consisting of entities,
relationships, and semantic descriptions, which are
modeled with an RDF (Resource Description Frame-
work) structure. An RDF model is a flexible data rep-
resentation model comprising three-element tuples,
with no fixed schema requirements. It is a graph-
based model for the description of entities and their
relationships on the Web. Many researchers prefer

2https://www.deel.ai/
3https://joint-research-centre.ec.europa.eu/jrc-mission-

statement-work-programme/facts4eufuture/artificial-
intelligence-european-perspective/future-ai en

4https://www.aisafetyw.org/ai-safety-landscape

to conceptualize RDF as a set of triples, although
it is commonly described as a directed and labelled
graph, each consisting of a subject, predicate and ob-
ject in the form of < sub ject, predicate,ob ject >. In
this context, the predicate represents the relationship
between the subject and the object. For example:
< Data Engineering, is an activity,MLOps >. The
triples are stored in a triple store and can be queried
using the SPARQL query language. In comparison
to both inverted indices and plain text files, triple
stores and the SPARQL query language facilitate the
formulation of sophisticated queries, enabling users
to satisfy complex information needs. Although a
model is required for representing data in triples (sim-
ilar to relational databases), RDF enables the expres-
sion of rich semantics and supports knowledge infer-
ence (Hertz et al., 2019). Like any model, such a
BoK is only an approximation of reality. New ob-
servations based on ML engineering use-cases can
guide the further acquisition of knowledge. There-
fore, an evaluation of the represented knowledge with
respect to reality is indispensable for the creation of
an adequate model. These limitations relate to the
so-called symbol grounding problem (Harnad, 1990),
and concern the extent to which representational ele-
ments are hand-crafted rather than learned from data.
The most common methods employed include pat-
tern matching, machine learning, and semantic rule
extraction. Furthermore, generative models such as
large language models (LLMs) can play a pivotal
role in the construction of knowledge graphs by ex-
tracting entities, relationships, and attributes from un-
structured text data (Meyer et al., 2023). They can
be pre-trained through the structurally consistent lin-
earization of text, which facilitates the transition from
traditional understanding to structured understanding
and increases knowledge sharing (Wang et al., 2022).
In contexts with Named Entity Recognition (NER),
as demonstrated by (Straková et al., 2019), the pro-
posed generative method implicitly models the struc-
ture between named entities. This approach effec-
tively avoids the complexity inherent to multi-label
mapping. Similarly, extracting overlapping triples in
relation extraction is also challenging to address for
traditional discriminating models (Zeng et al., 2018),
introducing a new perspective for addressing this is-
sue through a general generative framework. More-
over, several features must be taken into account when
developing a BoK:

• Redundancy: Are there identical or equivalent
knowledge items that is a special case of another
(subsumed)?

• Consistency: Are there ambiguous or conflict-
ing knowledge, is there indeterminacy in its ap-
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plication? Is it intended? Are several outcomes
possible, for example, depending on the strategy
(the order in which the knowledge models are or-
dered)?

• Minimality: Can the knowledge set be reduced
and simplified? Is the reduced form logically
equivalent to the first one?

• Completeness: Are all possible entries covered by
the knowledge of the set?

Thus, a good BoK must have properties such as:
• Representational Accuracy: It should represent all

kinds of required knowledge.
• Inferential Adequacy: It should be able to ma-

nipulate the representational structures to pro-
duce new knowledge corresponding to the exist-
ing structure.

• Inferential Efficiency: The ability to direct the in-
ferential knowledge mechanism into the most pro-
ductive directions by storing appropriate guides.

• Acquisitional Efficiency: The ability to complete
with new knowledge easily using automatic meth-
ods.

Peer reviews with various stakeholders (data scien-
tists, software and system engineers, safety and cyber-
security engineers...) were carried out to assess the
appropriateness and quality of the acquired knowl-
edge in relation to the ML engineering end-to-end
methodology (Adedjouma et al., 2022).

3.4 Step 3: Knowledge Integration and
Fusion

For (Sowa, 2000), “Knowledge Representation is the
application of logic and ontology to the task of con-
structing software models for some domain”. There-
fore, the way a knowledge representation is con-
ceived reflects a particular insight or understanding
of how people reason. The selection of any of the
currently available representation technologies (such
as logic, knowledge bases, ontology, semantic net-
works...) commits one to fundamental views on the
nature of intelligent reasoning and consequently very
different goals and definitions of success. As we ma-
nipulate concepts with words, all ontologies use hu-
man language to ”represent” the world. Thus, ontol-
ogy is expressed as a formal representation of knowl-
edge by a set of concepts within a domain and the
relationships between these concepts. Nevertheless,
the ”fidelity” of the representation depends on what
the knowledge-based system captures from the real
thing and what it omits. If such system has an im-
perfect model of its universe, knowledge exchange
or sharing may increase or compound errors during

the ML Engineering process. As such, a fundamen-
tal step is to establish effective knowledge represen-
tation (symbolic representation) that can be used for
query. The sheer complexity, variety and volume of
data available today presents a significant challenge
to achieving efficient and accurate knowledge graph
fusion. The process of integrating disparate sources
of knowledge, also known as knowledge fusion, en-
tails the elimination of redundancies, inconsistencies,
and ambiguities from the integrated corpus. The field
of engineering is one in which knowledge is typically
subject to updates. In the majority of cases, users
will have the capacity to supplement existing exter-
nal knowledge graphs with external knowledge. Thus,
the objective of knowledge fusion is to merge seman-
tically equivalent elements, for example, the concepts
of ”accuracy” and ”machine learning accuracy”, with
the intention of integrating novel forms of knowledge
within existing conceptual frameworks or factual as-
sertions. The sub-tasks of knowledge fusion include
the alignment of attributes, the matching of entities
with small-scale incoming triples, and the alignment
of entities with a complete knowledge graph. This
stage is beneficial for both the generation and com-
pletion of knowledge graphs. We employ the knowl-
edge graph representation for knowledge fusion, as
proposed by (Laudy et al., 2007), which is based on
the conceptual graph model. This representation is
used to store and combine knowledge. The approach
is to examine observations with domain knowledge
and graph operators. This removes any bias from
translating data from one format to another with dif-
ferent models. We suggest using it for a high-level in-
formation fusion approach based on the Maximal Join
operator, which is an aggregation operator on concep-
tual graphs (Laudy, 2011).

3.5 Step 4: Knowledge Graph

At worst, the effort involved in specifying the rele-
vant knowledge forces us to think more deeply about
the relevant ways of characterizing the ML engineer-
ing models that we as researchers implicitly construct
anyway. The use of Knowledge Graphs (KG) as
a means of representing knowledge is becoming in-
creasingly prevalent. Their versatility in terms of rep-
resentation allows for the integration of diverse data
sources, both within and across engineering bound-
aries. Therefore, our primary strategy to support
this step in practice was the creation of a knowledge
graph, which collects information about each ML de-
velopment activity, the artifacts and processes used
in the entire ML-based system lifecycle, the end-to-
end methodology, and the motivation behind the key
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design decisions. Several replications have been car-
ried out in this way, contributing to a growing body
of knowledge about ML engineering techniques. By
employing the graph architecture, KGs are capable of
modeling a range of relationship types (edges) and
entities (nodes) (Chen et al., 2020). KGs comprise
an additional embedded layer, designated a reasoner
(or inference engine), which enables them to extract
implicit information from existing explicit concepts,
in contrast to plain graph or non-relational databases.
The most well-known examples of knowledge graphs
(KGs) – DBpedia, Freebase, Wikidata, YAGO, and so
forth – encompass a diverse array of domains and are
either derived from Wikipedia or created by volunteer
communities (Heist et al., 2020). The Google Knowl-
edge Graph is one of the largest and most comprehen-
sive KGs in existence, aiming to model and link all
structured information found on the internet, includ-
ing persons, organizations, skills, events, products,
and more. This is one of the reasons why the Google
search engine is so effective. A graph-based knowl-
edge representation and reasoning formalism derived
from conceptual graphs has been formalized as finite
bipartite graphs, as outlined in (Mugnier and Chein,
1992). In this formalism, the set of nodes is divided
into concept and conceptual relation nodes. In such
a graph, concept nodes represent classes of individu-
als, and conceptual relation nodes illustrate the rela-
tionships between the aforementioned concept nodes.
This is in accordance with the findings of (Sowa,
1976). As outlined in (Ehrlinger and Wöß, 2016),
a KG acquires information and integrates it into an
ontology, subsequently applying a reasoner to derive
new knowledge. Furthermore, in accordance with
the definition provided by (Ji et al., 2021), KGs are
”structured representations of a fact, consisting of en-
tities, relations, and semantics.” Entities may be either
real-world objects or abstract concepts. Relationships
represent the relationship between entities, and se-
mantic descriptions of entities and their relationships
contain types and properties with defined semantics.
Property graphs, in which nodes and relations possess
properties or attributes, or attribute graphs, are exten-
sively employed. All of these facets rely on a knowl-
edge inference over knowledge graphs, which repre-
sents one of the core technologies in the design of our
ML engineering BoK. The Semantic Web community
has reached a consensus on the use of RDF to repre-
sent a knowledge graph. Then, RDF model also al-
lows for a more expressive semantics of the modeled
data that can be used for knowledge inference. As a
result, a KG is a set of interconnected information on
a specific set of facts that includes characteristics of
many data management paradigms:

• Database: Structured queries can be used to ex-
plore data in a database.

• Graph: KGs can be analyzed in the same way that
any other network data structure can be.

• Knowledge Base: Formal semantics are encoded
in KGs, which can be used to understand data and
infer new facts.

3.6 Step 5: Knowledge Query

In this context, a body of knowledge (BoK) is con-
ceptualized as a graph of knowledge, as proposed
by (Mattioli et al., 2022). Ultimately, the utility of the
ingested, transformed, integrated and stored knowl-
edge is contingent upon the efficiency with which an-
swers can be retrieved by users in an intuitive man-
ner. At the present time, keyword queries and spe-
cialized query languages (e.g. SQL and SPARQL)
represent the prevailing approaches to information re-
trieval. However, in order to facilitate the search for
a specific ML engineering knowledge by querying
the KG and selecting the set of relevant engineering
views to perform specific ML engineering activities,
it is necessary to enable the identification of simi-
larities between Confiance.ai documents by search-
ing for isomorphisms between the graphs represent-
ing the knowledge extracted from the text. A num-
ber of algorithms have been defined which implement
subgraph isomorphism; however, the subgraph iso-
morphic problem is an NP-complete problem. The
initial component is a generic sub-graph matching
mechanism that functions in conjunction with fusion
schemes. This component is responsible for ensur-
ing the structural consistency of the merged informa-
tion with respect to the structures of the initial docu-
ments throughout the fusion process. The fusion ap-
proach is constituted by the similarity and compatibil-
ity functions applied to the members of the graphs to
be fused. The generic fusion algorithm can be adapted
to suit the context in which it is used by adopting these
strategies. The knowledge graph fusion method offers
two additional operations, contingent upon the fusion
strategies employed. Information synthesis is the col-
lection and organization of data on a subject. Infor-
mation is then put together into a network through
information synthesis, where any repetitions are re-
moved. Fusing techniques are used to combine in-
formation about the same thing, even though it is in
different forms. When different sources of informa-
tion are used to create a representation of something,
inconsistencies may appear. This function finds all
the information in a network that follows a specific
pattern. The structure of the query graph must match
that of the data graph. To find the information query
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function, look for a one-to-one mapping between the
query graph and the data graph.

4 ILLUSTRATION ON ML
ROBUSTNESS EVALUATION

The utilization of keyword-based queries has become
a prevalent methodology for enabling non-technical
users to access expansive RDF data sets. At the
present time, the user is able to select an engineering
activity within the graph that utilizes the end-to-end
methodology, and the underlying knowledge will then
be presented to them. The ML Engineering BoK is a
trustworthy ML end-to-end engineering guideline that
engineers should follow throughout their activities. It
is based on a comprehensive set of descriptions, en-
gineering knowledge, metrics, and key performance
indicators, which are capitalized in the BoK. These
elements enable engineers to assess both functional
and non-functional properties. For example, an engi-
neer is seeking information on the assessment of ML
model robustness in the context of the activity of eval-
uating an ML model in order to analyze and charac-
terize the system’s sensitivity to changes in the input,
with a view to determining its overall resilience. For
this engineering activity, the BoK suggests a strategy
made of two successive phases: 1) Robustness test by
sampling and perturbation (empirical evaluation) and
2) Formal verification of robustness (formal evalua-
tion). Each step is described by a Capela model and
a textual content. It consists in selecting the most ap-
propriate tool for this robustness test. To make this se-
lection, the key criteria are: the ML Model Algorithm,
the type of data (images, time series, and language),
the type of perturbation and its intensity (examples
of perturbation include image luminance, image blur-
ring, geometric transformation of plane position), and
the target level of robustness. There may be differ-
ent tools for data perturbation and for execution of
the test., or it can be the same tool. With the selected
tool, the specified perturbation is applied on the Test
Dataset and the ML Model is executed on this per-
turbed dataset and the resulting behavior of the ML
Model is captured.

5 CONCLUSIONS

The objective of building a Trustworthy ML Engi-
neering Knowledge Graph is to facilitate more ef-
fective specification, design, comprehension, mon-
itoring, and maintenance of ML-based systems for

system design engineers and ML-based system op-
erations personnel. Ultimately, this should enhance
safety, cyber security, reliability, and performance,
while also improving availability. The construc-
tion of a reliable ML engineering framework en-
tails the utilization of an array of data sources and
artificial intelligence methodologies, encompassing
knowledge representation, knowledge graphs, seman-
tic networks, high-level information fusion, graph
theory, and numerous other techniques. Confi-
ance.ai’s methodological contributions span the entire
development process of an ML-based system, from
initial specification and design through to the com-
missioning and subsequent supervision of operational
deployment, and even to the embedding of the latter
in other systems. These contributions are manifold
and include:

• A taxonomy used in trustworthy AI;
• A complete documentation of the process, in-

cluding modeling of activities and roles, with
elements enabling corporate engineering depart-
ments to implement it;

• A first development of a Trustworthy AI ontology,
linking the main concepts of the process and the
taxonomy;

• And a “Body-of-Knowledge” which brings to-
gether all these elements and makes them accessi-
ble on the website of the same name.

Furthermore, the ML-engineering BoK provides sup-
port to stakeholders across the ML value chain, of-
fering invaluable assistance in the elicitation, valida-
tion, and verification of safety and cyber-security rel-
evant quality attributes. Based on the Confiance.ai
end-to-end methodology, it is able to guarantee that
the heterogeneous requirements of stakeholders are
met, thereby further consolidating its status as a fun-
damental element in the field of safety within the con-
text of Machine Learning. While the deployment of
these methodological instruments does not inherently
guarantee the compliance of ML-based systems with
regulatory requirements, it may serve as a basis for
justifying such compliance, particularly in light of the
prevailing standards set by the notified bodies respon-
sible for verification. Furthermore, this ML Engineer-
ing BoK serves as a valuable resource in addressing
the following key challenges:

• How to design AI models, so that, by construc-
tion, they satisfy trustworthy properties (accuracy,
robustness, etc.)?

• How to characterize these AI models, for exam-
ple, to understand and explain their behavior and
their adequacy to the operational domain?

• How to implement and embed those AI models on
hardware, by making them fit for the target with-
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out losing their trustworthy properties.
• What are the data engineering method to apply in

order to manage important volumes of data, ac-
count for the evolution of the operational domain,
etc.?

• What are the appropriate verification, validation,
and certification processes to consider for AI-
based systems?
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Abstract: Traffic accidents and risky driving behaviour are among the deadliest problems worldwide. This statement 

becomes an undeniable fact, thanks to the grim statistics of the World Health Organization, according to 

which more than 1 million people die on the roads every year. Road accidents are also among the leading 

causes of death among children and young people aged 5 to 29. Against this background, a number of studies 

look for a link between the emotional intelligence of motor vehicle drivers and the potential prevention of 

risky driving. Building on the scientific knowledge generated up to this point, the present study suggests a 

prototype of an AI-based model that aims, through ongoing assessment and subsequent training, to enhance 

the emotional intelligence of both future and current motor vehicle drivers who are prone to risky behaviour 

on the road. Through simulated scenarios in a virtual environment, the model aims to improve the ability of 

drivers to recognise and manage their own and other people's emotions and to react adequately to different 

situations on the road. The expectation is that the model will reduce the manifestations of aggression and 

intolerance on the road and ultimately lead to safer roads.

1 INTRODUCTION 

Risky driving is a recognised factor in road traffic 

accidents. Driving behaviour significantly influences 

the occurrence of traffic accidents and fatalities. 

Intentional dangerous behaviours, such as exceeding 

speed limits or driving under the influence of 

substances, are among the predominant contributing 

reasons for traffic accidents. It is estimated that 

between 90% and 95% of traffic accidents worldwide 

are the result of human error (Aniah, 2021; Ahmed et 

al., 2022). Given the serious and often fatal outcomes 

associated with risky driving practices, certain 

behaviours can seem confusing when viewed from a 

rational perspective. In this context, theories of risky 

decision-making emphasise the influence of emotions 

on an individual's actions in dangerous situations 

(Megías-Robles et al., 2022). 

Emotionally agitated drivers may approach 

hazards with impaired attention and thus – 

unintentionally or not – engage in reckless driving. 

Therefore, the tools by which drivers can exercise 
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control over their own emotions and thus prevent 

risky driving are vital to getting drivers safely from 

point A to point B. Emotional control over oneself, as 

well as over others, is imperative in driving situations 

(Ahmed et al., 2022).  

According to Megías-Robles et al. (2022), the 

driver's emotional state is a critical factor in 

explaining risk-taking propensity. The authors also 

claim that an adequate ability to perceive, understand, 

and manage emotions would allow drivers to have 

better control over their emotional condition and their 

perception of other road traffic participants. As a 

result, it would help to reduce participation in risky 

behaviours and the number of road accidents. 

The relationship between emotional intelligence 

(EI) and driving behaviour is the subject of increasing 

interest in the aspect of risky and aggressive driving 

behaviour, especially in the context of young drivers 

(Aniah, 2021). Drivers' emotions have been found to 

be among the main factors contributing to dangerous 

driving behaviour. Emotions can be measured, 

understood and regulated most effectively through EI. 
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To varying degrees, large-scale studies have 

confirmed the link between EI and dangerous driving 

behaviour (Ahmed et al., 2022). Emotion affects 

drivers due to its influence on the degree of self-

control, thus also affecting the driving method 

(Aniah, 2021). A 2019 study also found that people 

who drive every day have poor EI, which hinders safe 

driving. The study suggests that training drivers in 

emotional regulation can contribute to safer roads 

(Parameswaran and Balasubramanian, 2020). 

Taking into account the studies already carried out 

on the subject, the present study aims to develop an 

algorithm that will help develop the EI of vehicle 

drivers. The report is structured as follows: 1) 

Literature review of studies looking for a link 

between EI and driving; 2) Presentation of the 

research methodology; 3) Presentation of the 

developed model for evaluating and increasing EI; 4) 

Conclusion. 

2 THEORETICAL 

BACKGROUND 

At the end of 2023, the World Health Organization 

announced that around 1.19 million people die 

worldwide due to road traffic accidents annually. 

Road traffic accidents alone are the leading cause of 

death for children and young people between 5 and 

29 years of age (WHO, 2023).  

Similarly, in the United States, the National 

Highway Traffic Safety Administration states that in 

2018, more than 2.7 million people were injured, and 

36,096 people died in motor vehicle crashes. The data 

are frightening and show beyond doubt that it is 

imperative to identify the factors contributing to road 

accidents and to take measures to reduce them. Such 

factors may include vehicle defects and 

environmental obstructions, i.e. road and weather 

conditions, but dangerous driving behaviour also 

emerges as a significant factor. The latter is defined 

as any inappropriate driver activity that increases road 

hazards and the likelihood of a vehicle crash (Ahmed 

et al., 2022). 

At the same time, drivers engage in dangerous 

driving for a variety of reasons, including fatigue, 

distraction, and driving under the influence of alcohol 

or drugs. A number of psychological factors, such as 

personality traits and emotions, have also been found 

to contribute to dangerous driving behaviour (Owsley 

et al., 2003). Research has alerted to the fact that 

drivers' emotions can particularly strongly influence 

their destructive driving behaviour. Previous research 

has also emphasised the correlation between different 

emotions (e.g., feelings of frustration, anger, and 

sadness) and aggressive driving (Ahmed et al., 2022). 

According to Aniah (2021), physiological and 

psychological variables such as gender, experience, 

age, and emotions inevitably influence the behaviour 

of drivers. The author defines driving as a 

psychomotor ability because it consists of body 

movement and a cognitive task. This ability can take 

many forms, but the technique a driver uses depends 

on their personality and behavioural profile. 

In a broad sense, EI is a construct that 

encompasses all of a person's emotional abilities. In 

this regard, a number of studies have sought and 

found a relationship between EI and risky driving 

behaviour (Ahmed et al., 2022). The results are of 

varying degrees of certainty due to the existence of 

different approaches to EI in the literature. The self-

report ability model understands EI as a mental ability 

and focuses on the emotional skills included in a 

conceptualisation of EI. It uses self-report measures 

to assess these abilities. The performance-based 

ability model also views EI as a set of emotion-related 

abilities but assesses them using performance-based 

tests. Finally, the mixed model conceptualises EI as a 

broad construct combining both emotion-related 

skills and personality factors that are evaluated 

through self-report instruments (Megías-Robles et 

al., 2022). 

The primary motivation to look for a link between 

EI and driving is that it is the driving style of many 

drivers that is responsible for the significant number 

of accidents that occur (Aniah, 2021). The results of 

a study by Megías-Robles et al. (2022) found that 

higher self-reported EI, especially the ability to 

regulate emotions, was associated with a lower 

propensity for risky driving. According to the authors, 

emotion regulation and evaluation of the emotions of 

others are EI abilities that may predict the number of 

potential accidents. EI, which is explained as a 

person's ability to recognise, identify, use, express, as 

well as regulate their own and others' emotions, has 

been empirically proven to influence driving 

behaviour (Aniah, 2021).  

Such a conclusion is hardly surprising to anyone. 

Emotions are a fundamental part of human behaviour 

– they guide an individual's attention, memory, 

motivation, and even decision-making process. In 

risky contexts, however, emotions are essential, given 

the time (momentary) pressure and substantial 

emotional consequences these situations often 

involve. The integration of emotional factors in the 

processing of risky behaviour has also been 

demonstrated at the neural level, including in the 
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context of driving (Hernandez et al., 2014). Driving 

is an activity in which emotions often arise – traffic 

jams, accidents, risky traffic participants, etc. – all 

these situations can cause fear, as well as retaliatory 

aggression, intolerance, and dangerous behaviour. In 

many cases, these emotions underlie human 

behaviour, but their consequences in risky driving are 

particularly significant (Megías-Robles et al., 2022). 

There is no doubt that emotion can arise at any 

particular moment while driving and can have a 

different emotional impact on the driver's behaviour. 

Therefore, various emotional states can affect driving 

differently because people differ in how they react to 

situations. This makes emotional control of self and 

others imperative in driving conditions (Owsley et al., 

2003).  

Aniah (2021) opined that driving behaviour is 

usually a pattern chosen by the driver himself. 

Therefore, it is argued that the specific style and skills 

that a motor vehicle driver applies at a given place 

and time are strongly influenced by his emotions and 

the relationship between stimulus and response. The 

link between stimulus and response, or rather the 

bridge between them, represents the individual's EI. 

The above gives reason to generalise that drivers 

with reported higher EI scores engage in less 

dangerous driving, which is reflected in fewer crashes 

and fatalities. Therefore, as reported by Ahmed et al. 

(2022), promoting and improving EI can be helpful in 

preventing risky driving among non-professional 

drivers. Incorporating EI training into driver training, 

on-the-job training, and licensing procedures can help 

develop safer drivers.  

The problem with this type of evaluation of EI and 

training is the human factor, i.e. the private interest or 

the subjective opinion of the trainer, which can be a 

prerequisite for intentional or unintentional mistakes 

and corrupt practices in such an essential field as road 

safety. With the help of large language models and 

the incorporation of AI during the learning stage of 

driving for young adults, it can be very beneficial for 

them to be assessed and trained based on their EI. 

Their behaviour can be evaluated and then compared 

to “ideal” behaviour, which can help them nip the 

negative traits in the beginning stages before passing 

their driving test and becoming experienced drivers. 

Such negative behaviour is challenging to be 

subjected to change, if not impossible, after years and 

years of driving experience. 

That motivated the authors of the present study to 

develop a prototype model based on AI that would 

balance, without removing, the human factor and 

minimise the associated risks. In addition, a central 

place in the developing AI model is precisely the 

emotions and, more specifically, the ability of the 

individual to recognise (empathy) and regulate 

(self/control) both his own and others' emotions. The 

key thing about these two elements is that, although 

worded differently, they are involved in the different 

models of EI, which makes them generalisable to the 

EI personality. 

3  METHODOLOGY  

The methodology of the study includes three main 

stages: 1) Literature review (introduced in the section 

"Theoretical background"), 2) Determination of 

assessing variables (described in the section 

"Methodology", and 3) Explanation of the 

construction of the developing AI model (described 

and analysed in "Results" and "Discussion" sections): 

elements selection, model structure, action algorithm, 

process analysis. 

Based on the theoretical analysis, the research 

methodology introduces three basic variables, which, 

with the help of information and communication 

technologies (ICT) and human control, will be 

prioritised for research, analysis and improvement: 

emotion regulation or self-control (x), emotion 

recognition (in others and self) or empathy (y), and 

evaluation of the EI as a construct (z). 

The measurement and evaluation of variable z 

will follow one of the three schools of EI: cognitive 

ability, personality trait, or mixed model. The choice 

is yet to be refined and validated. Based on the 

selected overall construct, additional variables will 

be introduced, such as self-knowledge or social skills 

(elements of the mixed EI model).  

The need to introduce baseline variables in the 

first place is justified by existing research on the 

subject of the relationship between the baseline 

variables specified and the driving pattern applied by 

the individual. Implementation of additional variables 

will look for underestimated or so far neglected 

correlations between EI components and driving 

behaviour. At this stage, these variables are not built 

into the model and its algorithm. 

The developed AI model is tied to risky driving, 

which is why the algorithm will look for correlations 

between the basic and potential additional variables 

introduced so far and the characteristics of the motor 

vehicle driver identified in the background literature, 

influencing the genetic driving style. These key 

variables are: aggression (a), intolerance (b), and 

risk-taking (c). 

An interdisciplinary team of Bulgarian university 

scientists with expertise in management, risk 

Developing an Artificial Intelligence Model to Enhance the Emotional Intelligence of Motor Vehicle Drivers for Safer Roads

341



management, entrepreneurship, social sciences, and 

ICT participated in developing the methodology and 

AI model. The goal is to specify as much as possible 

the main elements of the model, the algorithm, and 

the overall process from development to 

implementation and validation of the AI model. 

4 RESULTS  

From the perspective of the ICT that build the model's 

algorithm, the research introduces a toolkit of three 

technologies: artificial intelligence (AI), virtual 

reality (VR), and blockchain technology (BT). Table 

1 describes the need for their applicability. 

Table 1: Type and applicability of implemented ICT. 

Source: own development. 

Technology Applicability 

Artificial 

Intelligence (AI) 

Definition: It focuses on the creation 

of intelligent agents, i.e., systems 

capable of perceiving their 

environment, reasoning, and acting 

to achieve specific goals. AI models 

strive to mimic and sometimes even 

surpass human cognitive abilities 

such as learning, problem-solving, 

pattern recognition, and natural 

language understanding (Antonova 

et al., 2021; Gignac & Szodorai, 

2024). 

Applicability: AI models can 

analyse large amounts of data faster 

and more accurately than human 

raters. At the same time, in big data 

sets, AI models can detect complex 

patterns that are difficult or even 

impossible for humans to spot. In 

addition, while there is still debate 

about their accuracy, AI models also 

offer greater objectivity. They are 

less susceptible to subjective bias, 

which reflects in more objective 

results. These two advantages, along 

with automating the evaluation 

process and saving time and 

resources, make AI models an 

adequate substitute for human 

resources. 

Virtual reality (VR) 

Definition: VR is a technology that 

creates immersive and interactive 

environments that simulate real or 

imagined scenarios. VR users wear 

headsets that display 3D images and 

sounds and sometimes use 

controllers or gloves to interact with 

the virtual world. VR can create 

realistic and engaging experiences 

that can stimulate emotions, 

thoughts, and behaviours (Susindar 

et al., 2019). 

Applicability: Well-developed EI is 

largely believed to result from an 

individual's experience, which is 

why parallels between EI and 

wisdom are often sought and found. 

Through VR technology, the 

participant will be placed in 

situations that mimic real life and 

are known to help develop EI 

competencies. 

Blockchain 

Technology (BT) 

Definition: A distributed database 

that records transactions in a way 

that is secure, transparent, and 

resistant to change. Information in 

the blockchain is organised into 

blocks that are linked together by 

cryptographic hashes. Once added, 

information on a blockchain is 

virtually impossible to change, 

making it highly reliable. This 

technology is decentralised, meaning 

there is no one central authority to 

control the network. Instead, 

blockchain networks are managed 

by multiple computers, making them 

resistant to censorship and 

manipulation (Tripathi et al., 

2023). 
Applicability: Implementing the BT 

on the AI model is necessary to 

preserve the confidentiality of each 

training participant's data. 

Personality test results do not 

constitute medical information by 

themselves. However, the fact that 

they provide personal and sensitive 

information for the individual 

requires a more serious commitment 

to their preservation. 

 

The developed model for increasing the EI of 

drivers is based on three AI models: machine 

learning, deep learning and natural language 

processing, and more specifically: 

1) Machine Learning: Classification, Regression, 

Clustering  

The classification will serve to classify participants' 

responses into different personality types or traits, 

such as "extroverted" or "introverted." Regression 

will be applied to predict the values of the entered 

(baseline, additional, and key) variables related to the 

learner's personality. Clustering will be applicable 

when grouping participants with similar personality 

profiles. 
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2) Deep Learning: Neural Networks, Recurrent 

Neural Networks 

Neural networks will simulate the workings of the 

human brain and can detect complex patterns in data. 

They are used for natural language analysis, pattern 

recognition and processing large amounts of 

unstructured data. Recurrent neural networks, on the 

other hand, are suitable for analysing sequential data, 

such as text responses to questions in personality 

tests. They can pick up on contextual information and 

extract deeper meanings. 

3) Natural Language Analysis: Sentiment 

Analysis, Keyword Extraction, Semantic 

Content Analysis, Personalised 

Recommendations  

AI models will be used to analyse large amounts of 

text responses to personality test questions to identify 

keywords, phrases and emotional responses that are 

characteristic of certain personality traits. In some 

cases, AI models will operate to analyse facial 

expressions, gestures and other non-verbal signals to 

gain additional information about an individual's 

personality. As a result, AI will create personalised 

recommendations for an individual's EI development 

based on test results, as well as for the virtual 

experiences that will be most relevant to the object, 

subject and purpose of the learning. 

Figure 1 presents the algorithm of the developed 

AI model. The whole process is divided into four 

main Stages: I) Measurement and evaluation of the 

introduced basic (x, y, z), key (a, b, c) and additional 

variables; II) Verification of the results obtained by a 

person; III) and IV) Depending on the results of Stage 

II – respectively unsatisfactory or satisfactory from 

the point of view of human evaluation, in the next 

stage either a human specialist makes a new 

measurement and evaluation of the variables, or the 

AI determines the virtual experience that the object to 

be subjected to. 

The model introduces four working agents: (A) – 

learner, (B) – training/evaluating AI, (C) – 

training/assessing/supervising specialist persons, and 

(D) – AI-defined the virtual experience. In Stages I 

and III, blockchain encryption of the data generated 

from the tests to measure the sought variables was 

introduced. This, as stated at an earlier stage, is 

imperative from the point of view of the object's 

confidentiality and to protect its data. The results of 

such tests, if publicly available, may have an adverse 

impact on an individual's personal and professional 

development in the future. Also, blockchain 

technology will neutralise the possibility that the 

records of the results can be tampered with and 

manipulated. 

The role of virtual reality, on the other hand, is to 

act as an imaginary learning environment, where 

learning does not mean learning phrases or 

behavioural responses (Han & Lorenzo Najord, 

2024). On the contrary, the goal is a rapid 

accumulation of life experience, but in a protected 

(virtual) environment, with this experience directly 

related to developing the basic variables – self-

regulation and empathy, and reducing the key 

variables – aggression, intolerance, propensity to risk. 

In fact, in virtual reality, the individual will be trained 

to respond most effectively to the stimulus-response 

interdependence that Aniah (2021) also talks about. 

This effective response is due to a developed EI 

capability. 

 

 

Figure 1: Working algorithm of the developed AI model for 

evaluating and improving the EI of motor vehicle drivers 

for safer roads. Source: own development. 

In their study, Susindar et al. (2019) demonstrate 

that the use of VR can be an effective emotion-

inducing method when investigating emotion-
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influenced decision-making. As stated in the 

theoretical background, this is highly inherent to 

drivers of motor vehicles who are daily exposed to 

emotionally arousing situations and have to make 

immediate decisions and respond to the stimulus-

response relationship according to their momentary 

mood. Susindar and his co-authors' research focused 

on extracting and generating situations that evoke fear 

and anger – emotions that drivers also face on the 

road. At the same time, the authors of the cited study 

add that it is not entirely clear how the virtual 

environment affects performance (or learning) and 

the degree to which emotions are evoked. This means, 

on the one hand, that it is not categorically clear 

whether an individual would react in the same way in 

a real and virtual environment and, on the other hand, 

that more in-depth research is needed in this direction. 

However, the latter in no way belittles VR technology 

capabilities, as evidenced by similar studies on the 

topic (Marques et al., 2022; Mancuso et al., 2023; 

Hariyady et al., 2024).  

Considering the rapid growth of technology in 

every aspect, people are more and more concerned 

about how to improve user experience rather than the 

construction of the experience itself. Giving people 

the opportunity to experience this in virtual reality 

would allow them to see their mistakes and correct 

them in their free time in a safe environment, making 

them better on the road without the risks of actually 

being there. This would help them improve their EI 

time and time again, improving the quality of their 

driving skills, thus improving the overall quality of 

driving for the other drivers on the road around them. 

As the graph (Figure 1) shows, the process does 

not stop after the learner's experience in virtual 

reality. New measurements and evaluation of the 

basic variables, as well as the additional and key 

variables adopted in the Methodology, are needed. 

Therefore, the algorithm starts again from Stage I. 

The subsequent steps, i.e. whether to stop or continue 

training, depend on the evaluation of agents B and C 

and the decision of agent B. Realistically, the process 

of increasing EI may never stop and even apply to 

refresher driving courses (similar to the periodically 

conducted psychological tests) of experienced drivers 

of motor vehicles. 

Although still unproven categorically, some EI 

researchers believe that this ability and its inherent 

competencies have the potential to develop positively 

over time, one of the reasons being precisely the 

accumulated life experience. The AI model 

developed and presented in the present study is based 

precisely on the statement that EI can be developed 

and that it undergoes evolution with age (Gilar-Corbi 

et al., 2019). 

5 DISCUSSION 

When analysing the algorithm, the logical question 

arises: What necessitates human monitoring and 

control of the evaluation of the AI model? 

Conversely, if this activity is entirely within a 

human's capabilities, why is it necessary to introduce 

the use of AI? 

First of all, the potential of AI to process vast 

amounts of data at a speed beyond the reach of a 

human being has already been repeatedly tested and 

proven. However, not only is speed essential, but so 

is the refinement of the results. Subjectivity and 

unintentional omissions in data analysis are human. 

But the same goes for imperfect (yet) AI, which, like 

its creator, is also not immune to biases and errors in 

its algorithm. In fact, the AI model being developed 

to increase the EI of drivers shows precisely how 

natural and artificial intelligence should collaborate – 

in a balanced synergy, but also with a good-natured 

mistrust of the abilities of one or the other. 

On the other hand, it is essential to note that AI 

models cannot and are not expected to replace human 

raters. In the overall model, the human factor is equal 

to the involvement of AI. This further justifies the 

intervention of blockchain technology in the 

algorithm. The encryption of the data from the 

conducted tests and training will guarantee the 

confidentiality and objectivity of the process. 

Therefore, AI models should be used as an additional 

tool to justify and support decision-making. To 

ensure the validity and reliability of AI-based test 

results, careful validation studies need to be 

conducted. 

Attention to detail throughout the process is 

significant as irreparable damage can be done to the 

learner's psyche, which is not the purpose of the AI 

model. It is extremely crucial to create and apply the 

"training" in virtual reality according to the test 

results of the entered variables. A hypersensitive 

person would accept such experiences in one way, 

and a more selective individual in his feelings would 

have a radically different perception of what is 

happening. Therefore, every AI-proposed and 

human-approved virtual learning environment in EI 

must be perfect and maximally adapted to the 

personal qualities of the respective learner. 

It is equally important to explain why the basic 

variables, such as empathy and self-regulation, are set 

in the algorithm rather than examining only the EI 
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construct as a whole. Or why the general construct EI 

is asked at all, and not only the connections between 

empathy and self-regulation of motor vehicle drivers 

and their aggressive and angry behaviour that puts 

them in risky situations are investigated. As stated 

earlier, self-regulation and empathy are part of the 

general EI construct. Although in the pilot presented 

AI model, as well as numerous other studies, they are 

studied as independent competencies, in reality, it is 

not possible to fully develop these two abilities 

without the other EI competencies, regardless of 

which of the three EI models will be followed. For 

example, the mixed model includes self-regulation 

and empathy, as well as self-knowledge, motivation, 

and social relationships. Goleman himself, one of the 

creators of the model, points out that it is not possible 

to achieve self-regulation without self-awareness 

since each of the sub-competencies of self-

management steps on self-awareness (Goleman and 

Chernish, 2023). This necessitates the study, 

evaluation and improvement of the general EI 

construct by examining the construct's constituent 

components separately, i.e., it is crucial to approach 

the problem deductively. 

 

Limitations of the Study 

A significant limitation of the study and the 

introduced model is the lack of definitive data on the 

effectiveness of some of the applied ICT. The 

analyses and tests carried out so far are scarce, and 

the results are contradictory. Therefore, the 

application of the described technologies does not 

guarantee the desired result. 

Another limitation of the study is the lack of data 

from the practical application of the developed 

model. The presented model is purely theoretical and 

has not been validated empirically, which limits the 

ability to conclude its reliability and predictive 

validity. To overcome this limitation, it is necessary 

to conduct an empirical study in which the model is 

tested on a large and heterogeneous sample of 

participants. The formed interdisciplinary team needs 

to conduct considerable research and testing in this 

direction, but the model aims to make a start. 

On the other hand, implementing such an 

algorithm in a seemingly state-controlled but 

apparently private-interest-dominated environment, 

such as driving schools, requires considerable will 

and agreement from multiple (dis)interested parties. 

In this sense, just creating the AI model is not enough. 

Therefore, the author collective's future efforts will be 

directed to the experimental introduction of the model 

and the search for validation of the algorithm and the 

expected results. 

Applicability 

The goal of the research team is to apply the algorithm 

as a priority in the courses for acquiring driving skills. 

It is an environment in which the individual most 

actively reveals himself – as more aggressive, more 

intolerant, more selfish or vice versa. Bulgaria is first 

in the EU in terms of road deaths in 2023. The 

European Commission published preliminary data for 

last year – the EU average is 46 deaths per million 

inhabitants. In Bulgaria, the ratio is 82 victims per one 

million inhabitants (Apostolova, 2024). In this sense, 

the developed AI model is expected to lead to 

significantly greater self-awareness and self-

regulation of their own emotions in both 

inexperienced and seasoned drivers on the roads. 

At the same time, the developed AI model can 

also be used in a number of other areas where weak 

self-regulation of emotions leads to conflict situations 

or where reducing the levels of aggression is 

necessary. The results of the implementation will 

validate the results and allow the model to be 

embedded in educational programs and its application 

in the fight against hate speech, intolerance of 

differences, selfishness, cruelty to the weaker, etc. 

This will be the subject of future research by the 

authors. 

6 CONCLUSION 

Death on the roads as a result of serious road traffic 

accidents is one of the saddest facts of our time, which 

we must either accept or overcome. Over 1 million 

people die on the road, not a small number of them 

children and young people. The purpose of the 

developed AI model to increase the EI of drivers is 

precisely this – fighting statistics, risky driving, but 

above all, saving lives before they are even in danger. 

It is essential to clarify that in this "battle", neither 

EI nor AI is a panacea. The human factor remains a 

significant unknown, along with the cultural and 

social characteristics of one or another country. 

However, suppose it is almost impossible to change 

the cultural and social conditions. In that case, only 

the way in which the individual responds to the 

stimulus-response relationship is within his 

capabilities. 

In conclusion, the developed AI model is a small 

step towards achieving high EI drivers of motor 

vehicles and reducing risky behaviour on the road. 

Although further research and efforts are needed to 

implement this technology, it is essential to find a 

way to save human lives and reduce the socio-

economic costs directly related to traffic accidents.  
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Abstract: Cyber incidents and business interruptions rank as the foremost business risks. With Early Warning Systems 

(EWS), that work in parallel with other cyber mechanisms, organisations can independently manage cyber-

sensitive intelligence-related data. This article provides a qualitative multi-case study analysis. The data 

consists of systematic reviews and cross-case conclusions of six (n = 6) case studies on information sharing.  

EWS is a valuable tool that can help critical infrastructure providers protect against cyberattacks. EWS can 

provide a platform for sharing information and resources. This can help improve situational awareness, 

enhance incident response, and facilitate collaboration. between critical infrastructure providers, as critical 

infrastructure operators and relevant Law Enforcement Agencies (LEA) can share information on cyber 

incidents and monitor cyber incident progress. EWS can be used to exchange cyber threat intelligence and 

information sharing can be facilitated with a common reference library where alerts can be shared as tickets. 

This would enable information exchange in both directions.

1 INTRODUCTION 

Cyber Threat Intelligence (CTI) can be aided by an 

Early Warning System (EWS) to provide any type of 

organisation with an increased capability to share 

information needed to detect and respond to cyber 

incidents. An EWS is a security operation support 

tool that enables the coordination and sharing of 

cyber-incident information in near real-time. An 

EWS will help provide timely and accurate 

information to all involved parties.  

The development of EWSs can be rooted in 

information sharing and trust models from within the 

cyber domain as well as models from other domains 

(Rajamäki & Katos, 2020).  

This article provides a qualitative multi-case 

study analysis consisting of systematic reviews and 

cross-case conclusions of six (n = 6) case studies on 

information sharing among partners. This analysis 

provides a deeper understanding of how EWS can 

enable cyber incident information sharing across 
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organisational boundaries between critical 

infrastructure operators and Law Enforcement 

Agencies (LEA).  

An EWS for cyber intelligence can serve as a 

security operations support tool in that it enables all 

network members to share information and 

coordinate their responses in near real-time 

(Rajamäki & Katos, 2020), e.g., connect critical 

infrastructure and service providers with law 

enforcement authorities (Almén et al., 2022).  

With EWS stakeholders can retain their 

independent management of cyber-sensitive 

intelligence and related data management, while the 

EWS will work parallel with other cyber mechanisms 

(Rajamäki & Katos, 2020).  

The ECHO project (European network of 

Cybersecurity centres and competence Hub for 

innovation and Operations) was one of four Pilot 

projects launched by the European Commission to 

establish and operate a Cybersecurity Competence 

Network focused on the ECHO Early Warning 

System (E-EWS) and ECHO Federated Cyber Range 
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(E-FCR) and related inter-sector prototypes (ECHO 

project, 2021).  

The development of EWS can be traced to 

information sharing and trust models within the cyber 

domain (Rajamäki & Katos, 2020). Project ECHO 

conducted demonstration activities that highlighted 

e.g., the benefits of the features and capabilities of the 

E-EWS, and promoted the technology roadmaps for 

E-EWS, E-FCR, and inter-sector prototypes to show 

their value in multi-sector scenario requirements and 

demonstration cases (ECHO project, 2021). 

This study's research question (RQ) is: How can 

an Early Warning System enable the sharing of cyber 

incident information between critical infrastructure 

operators and law enforcement agencies? 

2 LITERATURE 

According to the Allianz Risk Barometer 2023 cyber 

incidents and business interruptions rank as the 

foremost business risks (Allianz Global Corporate & 

Specialty SE, 2023). Today’s critical infrastructure 

operators face critical incidents and cyber-attacks. 

Organisations need to reconsider their approaches to 

information-sharing-based resilience-building 

(Pöyhönen et al., 2020).  

Organisations operating critical infrastructures or 

providing critical services for society are more and 

more dependent on complex and interlinked cyber 

systems and their interconnections (The International 

Chamber of Commerce, 2024). 

2.1 Resilience  

(Vos, 2017) defines resilience as the ability to adapt 

to a changing environment and mitigate emergency 

crises. Resilience can be demonstrated as flexibility, 

endurance, and an ability to recover from adverse 

events or to adapt to an after-crisis new normal 

(Cauffman, 2018). Crises are often caused by external 

risks, while the resilience of an organisation will also 

include many internal priorities, such as preventive 

behaviours, and preparing guidelines and procedures 

to when a response to a critical event may be needed 

(Linkov et al., 2014).  

Four event management cycle phases (plan, 

absorb, recover, and learn/adapt) can be combined 

with the domains of physical, information, cognitive, 

and social can help understand resilience in the fields 

of Information Technology (IT) and systems sciences 

(Linkov et al., 2013).  

“Resilient organizations or networks show 

organizational stability, agility, and a culture that 

promotes situational awareness to detect and identify 

clues that may indicate the realization of risks for 

appropriate mitigation and reaction” (Hytönen et al., 

2023, p. 163). 

Examples of threats against critical 

infrastructures and vital societal services include e.g., 

the attacks that impaired the functionality of the 

English National Health Service (NHS) in 2017 

(Ghafur et al., 2019), halted a hospital network in the 

Czech Republic in 2021 (Muthuppalaniappan & 

Stevenson, 2020), and stopped the movement of 

goods by a South African port and rail operator in 

2021 (Fitch Solutions, 2021). Similarly, an attacker 

stole the records of thousands of patients from the 

Finnish private psychotherapy service provider 

Vastaamo from 2018 to 2020 and tried to use the 

stolen files to blackmail individual patients 

threatening to expose documents that contained their 

personal identity codes and therapy session 

transcripts (Tuttle, 2021; Whitney, 2021). 

Promoting resilience calls for leadership, resource 

allocation, planning, and awareness (O’Rourke & 

Briggs, 2007).  Understanding how network members 

view a common problem can help enhance 

communication and understand interdependencies 

(Linkov et al., 2014). Systems that combine 

principles of business continuity with cyber threat 

warning systems can promote better preparedness and 

cyber resilience against cyber incidents (DYNAMO 

project, 2024).  

Transparent dialogue on resilience management, 

and potential risks, supported by innovative 

leadership, effective planning, and long-term 

commitment to allocate needed resources help build 

and maintain acceptance of resilience (Linkov et al., 

2014; O’Rourke & Briggs, 2007). Systems often 

show complex interactions between people, 

technologies, and processes (Vos, 2017), and the 

vulnerability of many of these socio-technical 

systems (combining human and technical aspects) 

have increased; understanding the mutual 

entanglement of material structures and human 

organisations help create practices to anticipate 

possible incidents and promote feedback and learning 

(Amir & Kant, 2018; Rajamäki & Ruoslahti, 2018).  

(Vos, 2017) states that organisational resilience as 

a framework can create tools and conditions to help 

reduce risks, understand issues, and mitigate crises.  

Resilience requires adaptive capacities and 

cooperation (Vos, 2017), where information on 

threats and vulnerabilities helps identify trends, 

understand risks, and determine preventive measures 

(Stanciugelu et al., 2013).  
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The resilience matrix integrates the phases of 

planning, absorbing, recovering, and 

learning/adapting combined with domains physical, 

information, cognitive, and social (Linkov et al., 

2013). Domains can be based on business continuity 

management (BMC), adding elements: risks, critical 

functions, key personnel, guidelines/procedures, and 

open communication (Ruoslahti, 2020). These 

principles are combined in the project DYNAMO 

matrix (Hytönen & Ruoslahti, 2023). 

2.2 Cybersecurity 

The growing numbers and increasing sophistication 

of cybersecurity threats and attacks are a reality and 

one of the foremost risks to business continuity 

(Michel & King, 2019). Continuity management for 

critical infrastructure operators and their networks 

rely on the interconnectivity between other networks 

and systems of systems (Linkov et al., 2013). 

Cybersecurity helps make the online secure and 

safe; cybersecurity uses technology and legislation to 

protect and manage information (Ruoslahti & 

Tikanmäki, 2022).  Cybersecurity can be seen as 

processes and measures that protect cyberspace, its 

systems, physical aspects, devices, and software, 

which have no geographical boundaries leaving only 

digital traces (Mohammed, 2015) from foreseen 

threats (Craigen et al., 2014). Cyber events can have 

very tangible effects though cyberspace in itself is 

intangible (Shoemaker & Conklin, 2011), and 

cybersecurity as well as security in general should be 

solidly embedded in all organisational processes 

(Kilani, 2020).  

New cyber threats and vulnerabilities are 

constantly emerging, so cybersecurity needs to be a 

consistent and continuous process (Cavelty, 2010). 

Cybersecurity is needed to protect applications and 

cyberspace from various threats that could 

compromise their safety (Craigen et al., 2014). 

Making cybersecurity part of comprehensive security 

and part of one’s organisational security culture 

shared by all builds situational awareness, defined 

direction and guidelines (Limnéll et al., 2014).  

Cybercrime internationally is one recognised 

threat to cybersecurity (Mohammed, 2015), and costs 

caused by cybercrime have continuously increased 

(Cavelty, 2010). Cybercrime is seen as all illegal and 

criminal acts against computer data, systems, 

unauthorised access, modification or impairment of 

digital or computer systems (Mohammed, 2015; 

Payne, 2020). 

ICT skills can upgraded through proper ICT 

training (Conkova, 2013; Isidro-Filho et al., 2013). 

Building skills and competencies aim at people to 

better navigate the cyber domain (Aaltola & Taitto, 

2019). With appropriate knowledge of ICT, workers 

can capture, store and share organisational knowledge 

that makes their expertise better available within the 

organisation (Im et al., 2013), and that organisations 

can develop the skills needed to absorb state-of-the-

art knowledge from external sources (Cupiał et al., 

2018). 

2.3 Information Sharing  

A secure barrier formed by cybersecurity can protect 

a most valuable organisational asset. Cybersecurity 

measures can enhance business continuity when well-

organised and widely applied. According to literature, 

business continuity is the primary focus of every 

organisation, and Figure 1 shows how cyber security 

can be seen as a circle surrounding it (Frisk et al., 

2022). 

 

 

Figure 1: Model of the dimensions of cybersecurity (Frisk 

et al., 2022). 

Cyber security is the key to achieving business 

continuity. The foundation for comprehensive cyber 

security combines appropriate levels of cyber skills 

and well-functioning trusted technical environments. 

Ethical configuration and use of technical 

environments are necessary to ensure privacy when 

using applications, as neither alone can guarantee 

security. Cyber security insight is provided by the 

company's IT applications, which have both digital 

and physical elements and are cyber-physical in 

nature. (Frisk et al., 2022). 

The Maritime Integrated Surveillance Awareness 

(MARISA) project’s user community's collaboration 
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was complicated due to its nature. The use cases of 

the MARISA project involved numerous actors from 

various sectors and countries. The complexity of the 

sector was further complicated by the presence of 

multiple authorities, such as police and gendarmerie, 

in some EU member states. (MARISA Project, 2017). 

Collaboration is a key factor in the development 

of knowledge (Pirinen, 2015), and it is necessary to 

work intensely (Ruoslahti, 2018, p. 115), including 

interdependence and resource integration (Ruoslahti 

& Tikanmäki, 2017). 

The consequence is the requirement to use 

resources belonging to others and generate exchange 

value: “Knowledge itself is an increasingly important 

source to competitive advantage and a key to the 

success of modern organisations and creative higher 

education, strengthening the collective expertise, 

industry-service clusters, employees and 

competitiveness in the global economy” (Pirinen, 

2015, p. 315). 

The dynamic interaction between several different 

actors with different interests must be highlighted in 

organisations' multi-stakeholder communication, 

including consortia of publicly funded innovation 

projects (Vos et al., 2014). Issues that hold the most 

significance to people are those that are central to them, 

as stated by (Luoma-aho & Vos, 2010). Problem-

solving arenas for exchanging practical, legal, and 

ethical issues are provided by authority communities, 

where actors work together to define and refine 

creative use cases. These arenas are also places where 

people compete for problem-solving and influence, 

with their decisions being influenced by both common 

agendas and one's activities (Vos, 2018).  

(Pirinen, 2017) states that sharing information and 

situational information is necessary to enhance 

resilience. Awareness and communication can help 

promote flexible networks (O’Rourke & Briggs, 

2007). To be effective in addressing resilience 

training, it is necessary to include all stakeholders, 

such as industry, industry associations, and decision-

makers (Ruoslahti et al., 2018). 

The importance of communication with 

stakeholders in terms of resilience is highlighted by 

(Linkov et al., 2014). Networked organisations are 

striving to enhance their resilience due to the 

vulnerability inherent in interdependencies. 

Building situational awareness and promoting 

collaboration requires the interaction between 

authorities and the sharing of information, which is 

important in increasing safety. Cooperation aims to 

enhance the situation by increasing recognition, 

exchanging best practices, enhancing 

interoperability, decreasing overlap, and promoting 

cooperation across borders and sectors. (Tikanmäki & 

Ruoslahti, 2017). 

Situational awareness is a crucial factor in 

resolving security incidents. Understanding the 

current situation and how their actions affect it is what 

it means to a person. Following an appropriate 

security policy can lead to a higher level of 

understanding and awareness. All employees are 

required to undergo training and continuous cyber 

security development as part of the security policy  

(Almén et al., 2022). 

Network disruption data sharing between critical 

infrastructure administrators and law enforcement 

authorities can provide them with a shared situational 

awareness of new threats. A more proactive defensive 

position can be achieved through the identification of 

attack patterns, emerging vulnerabilities, and 

potential targets through this cooperation. Potential 

attackers can be deterred by a robust information 

sharing framework. Preventing adversaries from 

targeting critical infrastructure by quickly detecting, 

sharing, and responding to any cyber intrusion. 

3 METHOD 

This study is a qualitative multi-case research 

analysis consisting of systematic reviews and cross-

case conclusions of six (n = 6) case studies on 

information sharing among partners.  

Table 1: Six (n = 6) case studies on information sharing 

among partners. 

Data sources  Title 

ECHO Deliverable D8.2  
E-EWS and E-FCR 

demonstration surveys 

Rajamäki & Katos, 2020 

Information Sharing Models 

for Early Warning Systems of 

Cybersecurity Intelligence 

Simola, J., & Lehto, M. 2020 

National cyber threat 

prevention mechanism as a 

part of the E-EWS. 

Rajamäki et al., 2024 

View of E-EWS-based 

Governance Framework for 

Sharing Cyber Threat 

Intelligence in the Energy 

Sector 

Hytönen, E., Rajamäki, J., & 

Ruoslahti, H., 2023 

Managing Variable Cyber 

Environments with 

Organizational Foresight and 

Resilience Thinking. 

Almén, C., Hagström, N., & 

Rajamäki, J., 2022 

ECHO Early Warning 

System as a Preventive Tool 

against Cybercrime in the 

Energy Sector. 
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The final analysis provides a deeper 

understanding of how EWS can enable cyber incident 

information sharing across organisational boundaries 

between critical infrastructure operators and Law 

Enforcement Agencies (LEA). 

4 ECHO EARLY WARNING 

SYSTEM  

Early Warning Systems (EWS) can help critical 

infrastructure providers share information on cyber 

threats in near real-time, which allows them to be 

more proactive in protecting their systems from 

attacks (Simola & Lehto, 2020).  

The ECHO Early Warning System (E-EWS) will 

allow the collection and preservation of evidence in a 

forensically sound manner through information 

sharing between CERTS/CSIRTS, Critical 

infrastructure and services providers, and LEA 

(Rajamäki & Katos, 2020). 

Table 2: EWS network partners. Modified from (Rajamäki 

& Katos, 2020). 

EWS User Role 

National/EU CERTS Protect critical infrastructure 

ISP CERTS Protect Internet and its services  

Organisational CERTS Protect organisation 

ICT Vendor CERTS Protect products 

Law enforcement 

Agencies 

Ensure public safety and security 

of society 

Critical infrastructure 

organisations 

Provide products and services 

critical to society 

Organisations, 

Individuals, Researchers 

Secondary users that may be 

involved when handling 

incidents.  

 

The E-EWS is a tool used to enhance proactive 

cyber defence through effective information sharing. 

It facilitates trusted cooperation among multiple 

parties in the cybersecurity domain, providing 

reliable incident handling and collaboration 

capabilities (Almén et al., 2022). 

Sharing essential information quickly between 

stakeholders requires automated information sharing. 

E-EWS is designed to provide a security support tool 

that facilitates the coordination and sharing of 

information among ECHO network members in near 

real-time (Simola & Lehto, 2020). Proactive cyber 

defence is improved and strengthened through 

efficient and effective information sharing through 

the E-EWS tool. A reliable cooperation between 

multiple parties on the cyber security scene is created 

by the tool. (Almén et al., 2022).  

Cyber-sensitive data management and related data 

management can be completely independent for 

ECHO partners in E-EWS. In the public safety 

environment, the early warning system functions as a 

supplementary component to other mechanisms. 

(Simola & Lehto, 2020). Collaboration and case 

handling are enhanced by its excellent and reliable 

features. These are suitable for use both at the start of 

attacks and during the duration of the attack (Almén 

et al., 2022). 

Critical infrastructure operators use command and 

control networks and systems – Industrial Control 

Systems (ICS) / Supervisory Control and Data 

Acquisition (SCADA) systems – designed to support 

industrial processes. Today, ICS and SCADA 

systems are widely used in many critical 

infrastructure sectors to help for process control, 

automation, and safety (Almén et al., 2022). 

The tool aims to aid and improve the performance 

of computer/cyber emergency response teams, 

including CIRTs and SOCs. Alerts are shared among 

partners and are the main source of information for E-

EWS. An enriched data model that can be accessed 

by both humans and machines is produced by 

analysing and using alerts. Alerts give access to a vast 

array of attributes for records that can be utilised. 

(Almén et al., 2022). Table 3 provides three specific 

examples of how the EWS can help critical 

infrastructure providers. 

Table 3: Examples of benefits of EWS to critical 

infrastructure. Modified from (Simola & Lehto, 2020). 

Example Possible actions 

Provider receives alert from 

the EWS about a new 

malware that is targeting 

critical infrastructure.  

Protect systems from 

malware, such as installing 

security patches or updating 

their antivirus software 

Provider receives alert from 

the EWS about a denial-of-

service attack that is targeting 

a specific critical 

infrastructure sector.  

Protect systems from the 

attack, such as increasing 

their bandwidth or 

implementing security 

measures to prevent the 

attack from succeeding 

Provider may participate in 

coordinated response to a 

cyber incident with other 

providers, government 

agencies, and other 

stakeholders.  

Sharing information about 

the incident, coordinating 

security measures, or 

developing a plan for 

recovery 

 

Firstly, as seen above (Table 3) a critical 

infrastructure provider receives an alert from the 

EWS about a new malware targeting critical 

infrastructure. The provider is prompted to take steps 

to protect their systems from the malware, e.g., by 
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installing security patches or updating their antivirus 

software, Secondly, a provider receives an alert from 

the EWS about a denial-of-service attack that is 

targeting a specific critical infrastructure sector. This 

would allow the provider to take steps to protect their 

systems from the attack by e.g., increasing their 

bandwidth or implementing security measures to 

prevent the attack from succeeding, Thirdly, a 

provider participates in a coordinated response to a 

cyber incident with LEA, government agencies, and 

other providers or stakeholders, involving e.g., 

sharing information about the incident, coordinating 

security measures, or developing a recovery plan. 

(Simola & Lehto, 2020). 

Projects ECHO and DYNAMO connect 

information sharing with the concept of situation 

awareness – understanding the current situation of a 

security incident and how one’s actions impact the 

situation – is an important element in solving critical 

infrastructure security incidents (Almén et al., 2022, 

pp. 17). Cyber situational awareness to support 

decision-making can be improved by combining 

systematic Cyber Threat Intelligence (CTI) and 

Business Continuity Management (BCM) (Hytönen 

et al., 2023). 

Early warning systems can be highly beneficial 

for users in countering potential threats and attacks 

(Simola, 2019). However, it's crucial to note that the 

effectiveness of these systems may be compromised 

if the users operating them are unsure of how to act in 

difficult circumstances (Matveeva, 2006). 

Cybercriminals and state-sponsored actors can 

exploit vulnerabilities in industrial control systems 

and SCADA systems (Alanazi et al., 2023). The E-

EWS, further developed at DYNAMO, offers the 

energy sector valuable resources to secure 

infrastructure availability and performance in the 

event of a cyber threat and prevent this type of attack 

(Rajamäki et al., 2024). 

The complexity of interdependencies and their 

impact on operational continuity is often forgotten 

during traditional risk assessments and information 

security management processes (Hytönen et al., 

2023). All company or organisation staff should have 

an understanding of cybersecurity-related issues and 

countermeasures (National Cyber Security Centre, 

2016). 

EWSs assist in orchestrating responses to cyber 

incidents, potentially reducing the impact of attacks 

and preventing their spread to other service providers 

(Simola, 2019). 

Fighting cybercrime requires a powerful 

combination of situation awareness and Early 

Warning Systems (Almén et al., 2022). Improving 

cyber security awareness, coordination, and response 

capabilities can be achieved through EWS, which can 

be an important instrument for safeguarding critical 

infrastructure against cyber threats (Ramaki & Atani, 

2016). 

5 CONCLUSIONS 

Providing a common platform for cybersecurity 

information sharing can help improve 

communication and collaboration between providers, 

government agencies, and other stakeholders. Early 

warning systems (EWS) can help raise awareness 

about cybersecurity threats and best practices among 

critical infrastructure providers (Almén et al., 2022; 

Rajamäki & Katos, 2020; Simola & Lehto, 2020). 

 

 

Figure 2: The concept to connect critical infrastructure 

operators and law enforcement agencies with Early 

Warning Systems to share cyber incident information (by 

author). 

Critical infrastructure operators and law 

enforcement agencies (LEA) can share information 

on cyber incidents and monitor cyber incident 

progress (Figure 2). The two entities would use an 

EWS to exchange cyber threat intelligence. 

Information sharing can be facilitated with a common 

reference library where alerts can be shared as tickets. 

This would enable information exchange in both 

directions. 

The security of critical infrastructure like power 

grids, water supplies, transportation systems, and 

communication networks has become crucial in an 

interconnected world. The breakdown of these 

systems is a significant risk to economic, social, and 

national security, as they are the backbone of modern 

society. Fostering strong collaboration between 

critical infrastructure operators and law enforcement 

agencies is a highly effective strategy for securing 

these vital assets. Our collective ability to detect, 

prevent, and respond to cyber threats is enhanced by 

this partnership, which enables us to share cyber 

incident information through EWS. 
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Cybercriminals and nation-state actors are 

attracted to critical infrastructure due to its central 

role in societal functioning. A cyber-attack that 

succeeds in attacking these systems can cause 

widespread outages, economic losses, and even death. 

The power grid may be disrupted by a cyber-attack, 

which can have an impact on hospitals, emergency 

services, and everyday operations. The protection of 

these systems is a national responsibility, not just a 

technical challenge. 

The investigation of cybercrimes, gathering 

intelligence on potential threats, and coordinating 

responses to cyber incidents are all carried out by 

LEA. The early detection of anomalies and potential 

cyber intrusions by critical infrastructure operators 

can be strengthened by timely and accurate 

information exchange with their efforts. 

Cyber threats are detected by early warning 

systems before they can cause significant damage. To 

identify and report suspicious activity, these systems 

utilise continuous monitoring, data analytics, and 

threat intelligence. Early warning systems can gain a 

broader perspective on the threat landscape by 

integrating inputs from multiple sources, such as 

critical infrastructure operators and LEAs. 

By sharing information, coordinating response 

can be achieved and all relevant parties can be 

informed to take appropriate action to mitigate 

impacts. The significance of this is amplified for 

critical infrastructure, as a delay in response can lead 

to significant consequences. 

EWS can help critical infrastructure providers 

improve their situational awareness with a more 

comprehensive picture of the cyber threat landscape, 

which can help them identify and prioritise risks. 

EWS facilitate collaboration by helping critical 

infrastructure providers to collaborate with each other 

and with LEA to share information and resources. 

EWS enhance incident response by providing them 

with access to information and resources. 

Our contribution to theory is the understanding 

that EWS can greatly facilitate cyber incident 

information sharing between critical infrastructure 

operators and LEAs, and the contribution to practice 

is, despite only providing a preliminary take on the 

subject, opening a practical discussion on how critical 

infrastructure operators and LEAs can better 

collaborate in cyber incident management. Further 

study is recommended to gain a more in-depth 

discussion of the practical ramifications and real-

world uses of EWS. These future studies should look 

to understand how different critical infrastructure 

operators and LEAs can use EWS as a common 

information-sharing environment in various practical 

settings and national structures that may differ 

between EU member states.  

Sharing cyber incident information through early 

warning systems with critical infrastructure operators 

and law enforcement is a crucial step in improving 

cybersecurity. Overcoming challenges associated 

with trust, standardisation, legal frameworks, and 

technical integration can result in more effective 

threat detection, better incident response, and a more 

resilient society through collaboration. As cyber 

threats progress, so do our methods to safeguard the 

vital systems that support our way of life. The overall 

security and stability of an interconnected world are 

strengthened through this collaborative approach, 

which not only secures critical infrastructure but also 

enhances its overall security and stability. 
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Abstract: Knowledge management is about providing the right information for the decision maker at the right time, in 
the right format. This is equally essential in public sector as in the private sector enterprises. However, it is 
often easier said than done where and how the development schemes are to be directed. More data and 
information is needed. Public sector’s social and health care has a number of data sources where knowledge 
management could make difference both in operational side, i. e. the care function and also in the management 
of the function, i. e. resource allocation. However, these are quite often planned some time ago and in the 
need of rethinking. The paper explores the possible points to be developed based on the knowledge 
management process, how to combine the two for a better outcome.    

1 INTRODUCTION 

Knowledge management (KM) is a holistic and 
systematic process that integrates technology and 
human aspects, enabling genuine dialogue in the 
management of organizations (Girard and Girard, 
2015). In the process of KM, different stages can be 
distinguished in which information and further 
knowledge are processed from data (Choo, 2002). 
Knowledge is collected, organized, stored, shared, 
and utilized in a way that improves the decision-
making and functioning of the individual and the 
organization (Vitt et al., 2002). However, there are 
several challenges in KM, due to, for example, 
technical infrastructure, poor quality data, human bias 
in thinking, reluctance to share knowledge, or 
inefficient practices and processes (Väyrynen et al., 
2017). Thus, the possibilities to develop the operation 
are case-specifically many. It is plausible to assume 
that costs are one centric way to guide the flow of 
scarce resources for process development, especially 
in the public sector, where the funds are from a shared 
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source and functions are regulated. Also there are 
often political pressures and ambitions in the way 
how the issues are to be approached. As the 
development towards improved efficiency but also 
‘better’ outcome  is concerned, the data regarding the 
costs are in a crucial role to direct development 
schemes. In retrieval of this knowledge a KM process 
will prove to be useful. 

The aim of this paper is to identify the 
development areas at different stages of the 
knowledge management process in social and health 
care sector (SHC). The article seeks to answer the 
empirically weighted research question “What kind 
of development areas in knowledge management 
SHC operations can be identified at different stages 
of the knowledge management process model?” The 
context of the article is social and health care sector 
and the empirical research has been conducted 
through a pilot case study in that area. Through the 
analysis of the pilot case, the article contributes to 
knowledge management process literature. However, 
as the empirical case of this study is highly 
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specialized in nature, further generalizations based on 
the results must be done with caution. 

The structure of the article is as follows: After the 
introductory chapter, Chapter 2 is followed by a 
concise theoretical overview of the basics of 
knowledge management. The focus of the article is on 
the presentation of empirical pilot case study and the 
analysis of the results, so the theoretical part is 
followed by Chapter 3, which presents the 
methodological choices and the pilot case study, and 
Chapter 4, which presents the main results of the case 
studies. Chapter 5 summarizes the results of the 
article and contains an evaluation of the study and 
presents topics for further research. 

2 KNOWLEDGE MANAGEMENT 
PROCESS 

The purpose of knowledge management (KM) is to 
collect, process, organize, store, share and utilize 
knowledge in a way that improves the decision-
making and activities of the individual and the 
organization (Jääskeläinen et al., 2020). With KM we 
can identify our organization’s tacit knowledge and 
combine it with explicit knowledge, also from 
external sources, thus supporting the organizational 
problem solving, decision making and strategic 
development. KM is a holistic and systematic process 
that integrates technology and human aspects 
(Valkokari and Helander, 2007).  

Knowledge, which is ultimately used in human 
decision-making and action, is processed from data 
through information into knowledge by adding 
structure and meaning to it (Choo, 2002; Thierauf, 
2001). This chain from data to knowledge emphasizes 
the need for data processing and the nature of 
enrichment. Thus, knowledge does not appear from 
scratch, but is created by enriching data and 
information. In order to make good, knowledge-based 
decisions, data and information must be of high 
quality and easily accessible in a form that is 
understandable to decision-makers as timely as 
possible (Vilminko-Heikkinen and Pekkola, 2017). 
To ensure the functioning of this chain, it is necessary 
to coordinate both the more technical side of KM and 
the more human side in organizational structures, 
processes, and practices (Jääskeläinen et al., 2020). 

One practical tool for this knowledge processing 
is the so-called knowledge process model, which is 
comprised of following six phases: Knowledge need 
identification; Knowledge retrieval and creation; 
Knowledge maintenance and storage; Knowledge 

sharing; Knowledge use; and Measurement and 
learning. 

The process usually begins with defining the 
knowledge needs. The knowledge needs are first 
identified so that they can later be met as well and 
efficiently as possible. At this stage, knowledge is 
obtained both from external sources (e.g. competitors 
and customers), and internal sources (e.g. information 
systems (IS) and communities of practice). The 
knowledge created and collected from different 
sources will be organized and maintained in the 
organization’s repositories. This means the stage of 
analyzing and organizing the knowledge, which 
facilitates the next stages of the process, i.e. 
knowledge sharing. However, knowledge only gains 
its final value when it is used, for example, applied in 
decision-making and operational development, and 
when real changes occur in the organization's 
operations. By assessing the changes that have taken 
place and learning from the proceedings and thereby 
identifying new development needs, the cycle starts 
over. It should be noted that the process is in fact an 
iterative process and that the variation between 
phases is not always straightforward.  

The process of KM presented above, and its 
various stages include both the technical and the 
human angle to knowledge (Jääskeläinen et al., 
2019). The model may be criticized as too a 
mechanistic way to structure such a complex 
phenomenon as KM is. In practice it is often the case 
that some basic model is needed to identify the 
challenges of knowledge management and to develop 
best practices. Nor does applying the process model 
of knowledge management to practice mean focusing 
on the process rather than dialogue. On the contrary, 
dialogue can be better built into organizations when a 
clear framework is built. The different stages of the 
process include both technical and human aspects, 
thus the model serves as a good analytical tool for 
identifying the challenges and opportunities of 
knowledge management (Hellsten and Myllärniemi, 
2019). The analysis of the stages in the process makes 
it possible to improve the understanding of public 
sector organizations of their own skills, knowledge 
and knowledge resources and to support the use of 
knowledge in problem solving, decision-making and 
strategic development, as stated in traditional KM 
literature (Dalkir, 2017; Grant, 1996; Hislop et al., 
2018). 
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3 METHOD 

Knowledge management (KM) process is studied 
through an empirical case from Finnish SHC.  The 
aim was to develop a practical tool for assessing the 
cost-effectiveness of utilising a gerontechnological  
application in home care for the elderly (Colnar et al., 
2020a). The starting point for the pilot was a 
previously developed cost-effectiveness assessment 
model (CEAM) (Sillanpää and Korhonen, 2022), 
which was to be tested and developed further. In the 
pilot planning, it was important to understand the 
purpose of home care, the services and operations, 
and where the expected impacts could be visible (for 
example, home care service processes or customer 
well-being). Secondly, it was necessary to find out 
where the data and information needed to assess the 
effectiveness of the gerontechnological application 
are located (e.g. the information system and the 
parties managing the data and information, or the 
entities producing data and information). A home 
care operating area that had been offering 
gerontechnology (medication dispensing robot) to its 
customers for a long time was chosen to act as a pilot. 
The home care administration selected the 
participants in the pilot.  

The next step was to identify changes that occur 
in the implementation or in the use of a new 
gerontechnological application by the customer. To 
explore the changes, three participatory workshops 
were conducted in spring 2022 for 70 healthcare and 
home care professionals. Based on the results, a 
critical question emerged as to what the core 
information is needed to verify technology-
influenced changes in the CEAM.  In addition, 
consideration was given to how the necessary data 
could be collected from the organisation's various 
IS’s. To find answers, seven semi-structured 
interviews were conducted with the management and 
professionals of the SHC support services. The 
interviews were recorded, transcribed and analysed 
using qualitative content analysis. After the 
interviews, more workshops were held in summer 
2022 with appropriate interviewees to find out how to 
refine the data and information needed. The next step 
was to define the indicators for the evaluation and to 
develop a CEAM together with researchers and city 
coordinators (financial planning representative, 
report designer and telecare technology expert). The 
pilot dealt with client and health data in home care for 
the elderly, so special attention was paid to the 
information security of technology and personal data; 
researchers were provided with anonymized data 

from which individual participants could not be 
identified. (Acosta et al., 2022)  

Indicators identified and utilised in the literature 
in assessing the cost-effectiveness of digital remote 
monitoring services include hospital days, clinical 
visits in primary or specialised health care, and the 
number and costs of first aid visits. In home care, cost 
indicators may include home visits by healthcare 
professionals (nurses), number of contacts, and direct 
costs of remote monitoring or remote access (e.g. 
technology rental costs, user fees, Internet access 
costs) (Polisena et al., 2009; Seto, 2008; Upatising et 
al., 2015). To identify the effects of digital services, 
in addition to direct costs, it is necessary to identify 
the process requirements for new home care practices 
and the costs related to process changes (Askedal et 
al., 2017).  

In the pilot, the indicators to be evaluated in the 
CEAM were identified from workshop results, 
interviews and literature, as well as from previous 
research by Sillanpää & Korhonen (2022). The 
researchers formulated guidelines for the use of the 
CEAM, and the model was ready to be piloted in 
home care for the elderly on the use of a medication 
dispensing robot. The pilot was carried out with data 
produced by the City, which made the actual data and 
reports on the use of home care services, the number 
of users of the technology and costs available for the 
whole year. The pilot consisted of ten users of 
medication dispensing robots (hereinafter  referred to 
as ‟medicine dispensing robot in use”) and ten 
respondents of not using the medicine dispensing 
robots (hereinafter  referred to as ‟medicine 
dispensing robot in NOT use). Customers with the 
same level of functional capacity were invited to 
participate in the pilot in both control groups 
medicine dispensing robot in use/medicine 
dispensing robot NOT in use), the selection was not 
based on defined medical diagnoses. The CEAM 
makes it possible to define a follow-up period (e.g. 
quarterly), which makes it possible to obtain 
information on the development of service 
production, operations and costs by means of 
visualization (e.g. graphic images) with the data of 
the monitoring period. 

4 EMPIRICAL RESULTS 

The basic idea of the model is to compare the cost-
effectiveness of a technology-assisted service for two 
elderly home care customer groups, a medicine 
dispensing robot: a medication dispensing robot for 
groups in use and a medicine dispensing robot not in 

KMIS 2024 - 16th International Conference on Knowledge Management and Information Systems

358



use. The costs were assessed from the service 
provider's point of view, and customer fees were 
excluded from the CEAM. The template is based on 
a spreadsheet program that contains three separate 
pages. The first page contains instructions on how to 
use the model: instructions to support the use are 
recommended so that the indicators to be evaluated in 
the model are understood and how the measurement 
is utilized (Jääskeläinen et al., 2020, 2013). The 
instructions are important for the measurement and 
the calculation principles of the background data to 
be the same regardless of the time of measurement or 
the person using the model. In addition, the page 
contains the indicators of the model, the sources of 
data or other information used (quantitative, 
qualitative, and financial information), instructions 
for calculating costs, the service provider's service-
specific price, and  the persons responsible for the 
information needed for the meters, which is used on 
page two of the spreadsheet program. 

There is also a form to which data and information 
from the organization's IS’s were added (e. g. McKlin 
et al., 2001), in the pilot the data were entered 
manually. The data and information needed to 
implement the pilot, instructions for obtaining the 
necessary information, and ownership of the data and 
information had to be defined. The indicators to be 
evaluated and entered were the use of home care 
services/number of clients (searchable from the 
patient IS), the number of home visits in physical 
home care and the costs of visits (to be retrieved from 
the service provider's financial administration). The 
home care did not separately record remote visits 
during the review period, but the remote visit was 
recorded as a physical visit, so remote home care 
visits as a separate examination were excluded from 
the pilot. Indicators were also the number and cost of 
emergency calls and the number of hospital days. 
Resource-based information from home care staff is 
important to illustrate how technology can support 
resources and reduce peak-hour physical home care 
home visits. Therefore, home care visit times had to 
be classified and the number of visits in the time 
frame had to be manually entered in the table. The 
operating costs of the medicine dispensing robot were 
classified into two categories: direct and indirect 
costs. Direct costs derive from the price of the 
equipment (e.g. lease or rental costs) and general 
costs of service activities (e.g. general IT costs). 
Indirect costs include technology support services for 
both home care staff and clients: training costs related 
to the use and administrative costs of the technology 
used by the customer (e.g. customer and service 

production data), as well as the number of service-
related calls or contacts.  

The number of clients working with home care 
services is essential information, and the customer 
months during the year may be of different lengths in 
the control group (e.g. not all clients are necessarily 
home care customers for the entire follow-up period, 
which was one calendar year). For this reason, the 
customer months had to be made commensurate with 
the calculation formula in the spreadsheet so that the 
number of customer months in the two groups being 
compared is proportionate. 

The aim of the pilot was to test the developed 
CEAM with the actual service usage and cost data of 
the home care service provider for the elderly, and to 
obtain preliminary results on the cost-effectiveness of 
the medication dispensing robot in home care for the 
elderly. The CEAM provides a tool for assessing the 
economic impact of the use of technology. However, 
evaluation is a combination of several indicators and 
the context of the evaluation influences the set 
indicators to be evaluated, and therefore the 
limitations of the model must be taken into account 
when considering the results. In general, technology 
is expected to have an impact on the well-being of the 
elderly and the well-being of employees at work. In 
the pilot, qualitative impacts were identified (e.g. RAI 
(Resident Assessment Instrument) system for 
mapping of clients' functional capacity and service 
needs, 15D indicator for assessment of the 
effectiveness of treatment, but the qualitative impacts 
were not measured in this pilot. The CEAM makes it 
possible to measure the economic and quantitative 
impacts of the use of technology, but qualitative 
assessment of client and home care personnel is also 
needed. 

5 DISCUSSION AND 
CONCLUSIONS 

Making the knowledge management process to work 
requires seamless cooperation between the technical 
infrastructure and human factors, so that knowledge 
management can truly create value for public 
administration actors and citizens (Jääskeläinen et al., 
2019). This means also simultaneously know-how 
requirement for the personnel and in our case also for 
the other side of the table, the customers as they are 
recently called. In addition to this, the process is 
advised to be familiar for the decision makers as the 
phases while interconnect often have their own 
features and actions that can offer improvement. In 
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summary both the overall picture is needed but also 
the individual phases need to be known. KM process 
model offers detailed enough picture to be used for 
further development targeting and possibly even 
schemes on issues in the practice.  

Much of the previous public sector knowledge 
management research has focused on issues related to 
either IS’s, data quality, or specific aspect of 
knowledge management. Less frequently, the various 
stages of the entire knowledge management process 
have been illustrated, from information needs to 
information acquisition, analysis and sharing, and its 
utilization to offer basis for process development. In 
this paper, we have sought to look at this whole 
process  of  knowledge  processing  and, through   the  

Table 1: Key empirical findings. 

KM  
process 

phase 

Development area 

Knowledge 
need 
identification 

Identification of qualitative 
data indicators, not only 
quantitative. On both clients 
and personnel.    

Knowledge 
retrieval and 
creation 

Permits process, various 
IS’s, data comparability, 
automation needed to retrieve 
data from different IS’s, newer 
data sources 

Knowledge 
maintenance and 
storage 

Automated systematic 
identification of customer 
relationship classification, data 
accessibility 

Knowledge 
sharing 

Data acquisition and 
information sharing between 
the parties, esp. decision-
makers, policies and 
procedures on the matter. 

Knowledge 
use 

Ownership, management 
and development must be 
designated.   

Measurement 
and learning 

Development and usage of 
the CEAM must be strategic, 
defined key performance 
indicators 

 

pilot case study, have identified development areas of 
knowledge management in SHC. The key empirical 
findings concerning each of the KM process phases 
are illustrated in next Table 1. 

The paper emphasizes the utilisation of data and 
information, especially in SHC and home care for the 
elderly, by showing that data can create value for 
organisations and employees if relevant data and 
information are identified from data flows, who in the 
organisation manages the data or owns the data, and 
also for what purpose the data and information is used 
and who benefits from the data and information. After 
identifying these elements, the CEAM described in 
this article can provide visualized information to 
support decision-making, and the information can 
guide the actors in the organization to react to 
situations in their daily operations. 

Although this study succeeded in presenting one 
example of a CEAM with illustrative results, the 
study has some limitations. First, the sample of the 
pilot study was small and limited to a specific location 
and a specific, individual gerontechnology in Finland. 
Secondly, home care for the elderly is publicly funded 
in Finland, although clients are charged for services. 
For this reason, the results cannot be widely 
generalised because, for example, the different 
wellbeing areas may have different service fees and 
the provision of services at different prices, or 
because the model may have to be modified, for 
example, for each wellbeing services sector (e.g. 
indicators defined differently regionally). In addition, 
the results cannot be compared with private sector 
healthcare service production, such as health 
insurance -based service production. In the future, 
research with a larger sample and the context of home 
care for older people at national level with uniform 
indicators will be needed to formulate larger picture 
of the development ideas. In future studies, it should 
also be taken into account that home care clients may 
use several gerontechnologies, and it would be 
important and interesting to be able to assess the use 
of several gerontechnologies and their combined 
impact on the client's health and well-being as well as 
the service provider's operating costs. However, this 
requires, among other things, the automatic 
identification of customer relationships from IS’s, 
which has been included in the development 
proposals. The aim of this study was to develop the 
previous CEAM towards a more extensive cost-
effectiveness assessment and to implement the 
evaluation in practice. The pilot identified several 
qualitative effects of technology on both home care 
clients and employees but measuring them at this 
stage proved challenging. However, the model can be 
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used to illustrate changes in operational capacity 
(RAI values, number of emergency visits), and thus 
the customers' ability to function in everyday life has 
been included in the model. More research is needed 
to add qualitative indicators alongside the economic 
factors of the CEAM (Colnar et al., 2020b; Colnar 
and Dimovski, 2020; McKlin et al., 2001). However, 
it would be at least as important to raise a debate on 
the issues of principle, such as policies, rules of the 
game, and processes that should change to enable 
genuine knowledge management. Moreover, it 
should always be borne in mind that knowledge 
management is not an end, but only a tool - the goal 
is to create value together and sustainably better than 
before. 
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Abstract: Generative AI is revolutionizing the way people and companies create, capture and access knowledge. This 

study is driven by problems and new opportunities related to knowledge work. We identify, organize, and 

prioritize generative AI use cases for knowledge management. Our analysis of business needs and in-depth 

interaction with companies is the main data source used to create insights into this study. In addition to the 

use cases, the research highlights the challenges of using generative AI for knowledge management and 

existing research tasks. Creating a reusable toolkit for Generative AI-enhanced knowledge management is 

proposed as the next step of applied research to address the identified use cases and challenges. 

1 INTRODUCTION 

Businesses have long recognized the importance of 

leveraging internal knowledge for success, and this 

has led to significant investment in this area in the 

past few decades. While precise and quick access to 

business knowledge has been a priority, knowledge 

management (KM) remains a labor-intensive and 

complex challenge. Despite several tools and 

technological advancements, companies still struggle 

to locate the right information at the right time. They 

often need to sift through various fragmented internal 

knowledge sources, including document management 

systems, databases, note-taking tools, internal 

repositories, file-sharing platforms, and emails (Khan 

et al., 2024). Knowledge workers spend too much 

time on information searches or duplicate efforts by 

recreating existing information. This situation leads 

to inefficiencies, increased operational costs, and 

delayed project timelines. 

While the sudden rise of generative AI (GenAI) 

was unprecedented and left many surprised, its 

potential to transform the field of KM was seen in the 

very beginning through capturing, creating, 

accessing, and streamlining knowledge governance 

processes (Murphy, 2023). Nowadays, GenAI’s role 
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in KM is also explored from an academic point of 

view (Alavi et al., 2024; Benbya et al., 2024; Pimentel 

& Veliz, 2024).  

The rapid progress in NLP (NLP), particularly 

through Large Language Models (LLMs), provides 

businesses with innovative methods to interact with 

vast amounts of structured and unstructured data. 

GenAI models enable users to engage with data 

through conversational interfaces, asking long-tail 

queries in natural language and receiving precise 

answers from large document sets. This has steered 

the current research to existing KM problems and 

new opportunities related to the way businesses 

create, capture, and access knowledge. GenAI 

showed potential to increase the productivity of 

knowledge work in various areas. For example, 

according to the US National Bureau of Economic 

Research, GenAI systems can increase productivity 

by 14% on average (as measured by issues resolved 

per hour), and by 34% for novice and low-skilled 

workers (Brynjolfsson et al, 2023). 

Despite GenAI’s immense potential, businesses 

face significant challenges in adopting GenAI for 

KM. These challenges are caused by a lack of 

knowledge and technical skills in the rapidly moving 

field of GenAI. While businesses recognize the 

potential of GenAI to empower employees and 
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enhance customer experience, the diverse range of 

GenAI solutions and the complexity of AI integration 

based on business size and type present significant 

challenges. Businesses struggle to leverage AI 

effectively due to concerns over data privacy, 

confidentiality, operations transparency, and the 

accuracy of GenAI solutions. While several existing 

GenAI solutions, such as Microsoft Co-pilot, attempt 

to address the challenge of precise knowledge access 

across scattered business documents, they often fall 

short in providing a tailored, customized, and holistic 

approach that meets modern businesses' unique and 

rapidly evolving needs. These solutions typically 

offer broad functionalities but lack the specificity 

required to handle the nuanced and domain-specific 

KM needs of businesses. 

In addition to these issues, businesses also face 

difficulties in developing and deploying complex 

GenAI solutions due to a lack of expertise and 

uncertainty about the appropriate level of AI 

integration. While they see the substantial potential of 

GenAI, they are often indecisive and/or lack the 

necessary resources to implement these technologies 

effectively. This gap results in underutilized data, 

inefficiencies, and missed opportunities for 

leveraging information to drive business growth and 

innovation 

Despite the growing potential of GenAI for 

business, its right application remains a challenge. 

The use of GenAI can even reduce productivity if 

applied incorrectly or to inappropriate tasks 

(Dell'Acqua et al, 2023). To obtain benefits from the 

application of GenAI and mitigate the respective 

risks, businesses must navigate a complex landscape 

of technologies and best practices for their 

implementation. The selection, integration, and 

deployment of specific GenAI technologies vary 

based on use cases, industry, the company’s AI 

readiness, integration levels, company-specific 

knowledge access needs, and several other critical 

issues.  

To develop a GenAI-enhanced KM solution, we 

performed a structured study in this paper, which 

analyzes the KM requirements of businesses and 

identifies the most relevant use cases. Subsequently, 

we investigate the development of a GenAI-KM 

toolkit that can be used to address these use-cases. We 

performed this study in collaboration with several 

companies and research institutes using a co-creation 

approach in which the companies underwent a 

detailed need analysis process. The research 

questions investigated in this study are as follows: 

 

1 https://www.fairedih.fi 

RQ1. How GenAI can transform KM? What are the 

GenAI use cases for KM? 

RQ2. What are the challenges of using GenAI for 

KM, and how can they be addressed?  

RQ3. What are the research tasks associated with 

applying GenAI for KM?  

RQ4. How to develop GenAI-enhanced KM 

solutions?  

The remainder of this paper is structured as 

follows: Section 2 explores how GenAI can transform 

KM by identifying, organising and prioritising 

corresponding use cases. This section combines 

theory-enhanced with industry-focused perspectives, 

data collection, analysis, and synthesis process are 

disclosed in the methodology part of section 2. 

Section 3 explores the challenges of using GenAI in 

KM and, specifically, in tackling the identified use 

cases. Section 4 outlines key research topics that must 

be addressed for effective implementation. Section 5 

discusses a reusable GenAI toolkit as a potential 

practical solution. Section 6 concludes the paper with 

future work. 

2 GENAI-BASED USE CASES 

FOR KNOWLEDGE 

MANAGEMENT 

2.1 Research Methodology 

To define, organize, and prioritize GenAI use cases 

for KM, we followed 3 steps (see Fig. 1).  

Step 1: The research presented in this study is 

driven by our experience in AI and KM by observing 

the needs and requirements of companies. The AI 

needs analysis and consultancy offered by Haaga-

Helia University of Applied Sciences to 60+ 

companies as part of the Finnish AI Region (FAIR) 

EDIH project1 shed light on the existing opportunities 

of GenAI for businesses and also revealed several 

challenges that companies face in adopting GenAI 

solutions. Then it became clear that addressing these 

challenges necessitates a comprehensive study both 

from academic and industry perspectives. 

Step 2: We identified and organized GenAI use 

cases based on the literature review. The result was 

an organized list of generic GenAI use cases 

(knowledge services). Since a dialogue with 

businesses is needed to define the specific use cases, 

the generic use cases were associated with specific 
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use cases from various application areas (sales and 

marketing, customer service, etc.).  

 

Figure 1: Methodology adopted to identify, organize, and 

prioritize the GenAI use cases for KM. 

Step 3: The third step aimed to elaborate the 

original description of GenAI use cases for KM via 

empirical analysis of companies’ needs and prioritize 

them. The main questions in this step included: “What 

are the most needed GenAI-based knowledge 

services, and how to formulate them in a business-

understandable way?”. Interaction with companies 

using different data collection and co-creation 

methods was the main approach here. Experts (e.g. 

from consulting) were also involved here to extend 

the list of generic use cases and define the most/least 

popular ones. 

2.2 Theory-Enhanced List of Use Cases 

The description of GenAI’s role in knowledge 

management was inspired and based on the work of 

Alavi et al (2024), where the authors examined how 

GenAI impacts the processes of knowledge creation, 

storage, transfer, and application, highlighting both 

the opportunities and challenges this technology 

presents. Various academic papers, research reports 

and business articles, such as (Murphy, 2023), were 

used to synthesize the list of use cases. 

Since the aim was to specify KM-related business 

needs in a way that would help to design and develop 

GenAI-based solutions, we decided to formulate the 

role of GenAI in KM in the form of knowledge 

services (Maier et al., 2009) arranged around 

knowledge processes. Such a service-based approach 

helps business users easily understand the 

functionality of KM solutions and gives IT specialists 

an understanding of what information systems should 

do. We named these GenAI-based services as generic 

ones to differentiate them from specific ones in 

various domains (content synthesis services vs. 

customer proposal generation). Such generic services 

allow us to see similarities across application domains 

and create reusable solutions that can be used in 

various application areas. These knowledge services 

correspond to activities, behaviors, or means 

supporting knowledge conveyance and 

transformation processes in ISO 30401:2018 

(Kudryavtsev, Sadykova, 2019; Carlucci et al, 2022). 

The theory-enhanced GenAI-based services (use 

cases) for the main knowledge processes: 

Knowledge Creation Services (Use Cases) 

1. Idea Generation Service: An AI service that 

generates new ideas, concepts, or solutions based 

on the analysis of existing data, trends, and 

patterns. It aids in sparking creativity and 

innovation. 

2. Content Synthesis Service: This service 

automates the synthesis of new knowledge 

content by integrating and reinterpreting existing 

information, research findings, and data analyses, 

generating comprehensive reports, articles, or 

research papers. 

3. Learning and Reflection aid Service: This 

service provides contextual examples and in-

depth explanations that help in understanding 

complex concepts, fostering a deeper level of 

creativity and innovation. 

Knowledge Capture and Organization Services 

(Use Cases) 

1. Knowledge Capture Service: This service helps 

knowledge workers to externalize their 

knowledge in the most convenient and easy way 

(e.g. by making notes, voice recording, or 

screencast) and convert this information into a 

suitable format for further processing (e.g. by 

transcribing audio into text). 

2. Automated Categorization and Tagging 

Service: This service uses AI to organize, tag, and 

categorize knowledge resources efficiently, 

enhancing the structure of knowledge repositories 

and making it easier to store vast amounts of 

information in a searchable and accessible 

manner. 

3. Knowledge Curation Service: Proactively 

manages the knowledge base by identifying and 

archiving content that has become obsolete or less 

relevant, ensuring the repository stays current and 

valuable. Simultaneously, it highlights areas in 

need of fresh insights or updates, guiding the 
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continuous growth and evolution of 

organizational knowledge. 

Knowledge Access Services (Use Cases) 

1. Conversational Interface (Chatbot): This 

service focuses on interacting with users through 

a conversational interface, employing NLP to 

understand and respond to queries in a natural, 

engaging manner. It's designed to facilitate easy 

access to information by answering questions, 

providing explanations, and guiding users through 

complex datasets or knowledge repositories, 

making the process more intuitive and user-

friendly 

2. Advanced/Enhanced Search Service: This 

service enhances traditional search functionalities 

by incorporating sophisticated NLP algorithms. It 

allows users to input search queries in their own 

words, including complex questions and 

conversational phrases, and employs AI to 

interpret these queries accurately. The service 

searches through extensive databases and 

knowledge repositories to find precise, relevant 

answers and information, significantly improving 

the efficiency and effectiveness of knowledge 

retrieval. 

3. Personalized Knowledge Feed Service 

(Tailoring knowledge): Delivers customized 

knowledge recommendations to users based on 

their roles, interests, and past interactions, 

ensuring they receive the most relevant and timely 

information. 

4. Expert Search and Recommendation: Utilizes 

AI to quickly identify and recommend experts 

within the organization based on specific queries 

or project needs. By analyzing employees' 

contributions, skills, and historical project 

involvement, this service facilitates efficient 

collaboration and knowledge sharing among team 

members. 

Domain-specific examples complemented the 

synthesized list of generic GenAI-based services (use 

cases), as they were necessary for communicating 

with companies. This level of generalisation is much 

more apparent to them. 

2.3 Data Collection, Analysis and  
Co-Creation 

The main focus of the research was on step 3, 

especially the analysis of business needs. 20+ 

companies from different sectors participated in 

interviews. In addition to interviews, we organized an 

awareness-raising seminar in May 2024 in Helsinki, 

Finland – “Generative AI-Enhanced Knowledge 

Management in Business”. Within this seminar, we 

presented our vision of GenAI use cases for KM and 

collected feedback from participants (representatives 

of various companies), including their own use cases. 

The panel discussion was a part of this seminar and 

included AI and KM experts from the industry. This 

discussion helped to extend the list of GenAI use 

cases for KM and organize them. The summary of the 

panel discussion was published in the article (Khan, 

Kudryavtsev, 2024). 20+ onsite participants and 20+ 

online participants attended the seminar. 

The most detailed analysis, description, and 

prioritization of the use cases were done together with 

6 Finnish companies that participated in co-creation 

sessions: Company 1:  ~60 persons, 

electric/automation/energy; Company 2:  ~120 

persons, demolition & hazard. material removal; 

Company 3:  ~10 persons, IT/software 

development/automation; Company 4:  ~360 persons, 

metal manufacturing; Company 5:  ~740 persons, 

IT/Accounting/HR; Company 6:  ~10 persons, 

healthcare. 

They facilitated in-depth need analysis by 

providing detailed information about their processes, 

challenges, and expectations.  

Simultaneously, we contacted research 

organizations specialising in KM, GenAI, NLP, and 

other relevant fields to incorporate cutting-edge 

insights and methodologies into the analysis of use 

cases and corresponding challenges. The University 

of Helsinki and Tampere University expressed strong 

interest in the study and contributed their in-depth 

expertise in LLMs and KM. Co-creation with these 

academic partners provided additional perspective 

during the formulation of use cases. 

2.4 Industry-Focused Prioritized List 
of Use-Cases 

The results of the elaboration and prioritization of use 

cases are presented in Table 1.  

The three most needed generic use cases were 

defined: 

1. AI assistance for talking to the company’s data 

and systems (“ChatGPT” for the company’s own 

documents/data) to support the knowledge access 

process; 

2. Report and document creation assistance 

(project reports, business proposals/offers) to support 

the knowledge creation process. 

3. Speech-to-structured document conversion to 

support the knowledge capture process. 

These generic use cases generalize company-specific 

use cases. 
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Table 1: The industry-focused prioritized list of the most needed GenAI use cases for KM.

Knowledge 

process 
Generic use cases Company-specific use cases 

Knowledge 

access  

1. AI assistance for 

talking to the 

company’s data 

and systems 

(“ChatGPT” for the 

company’s own 

documents/data)  

• Flexible chatbot-type search functionality for a collection of 

company-specific manuals and documentation  

• Conversational agent for dental video learning content  

• GenAI-based assistant on top of the existing 

scheduling/optimization software (platform).  

Knowledge 

creation   

2. Report and 

document creation 

assistance (project 

reports, business 

proposals/offers)  

• Sales order generation assistant 

• Reports generation assistant 

• Customer proposal/quotation generation assistant, including the 

proposal generation assistant for renewable energy systems 

• Write summary reports from project data (could be of multiple 

types, e.g., incidents or overall view)  

• Generate easy-to-read summaries of projects for customers 

(instead of complex tables and diagrams) 

• Verbal interpretation of financial reports using a wide range of 

language models 

Knowledge 

capture  

3. Speech to 

structured 

documents 

conversion 

• Automated incident reporting and analysis for safety and 

operational transparency to generate reports based on predefined 

templates and even interact with systems via text or phone calls to 

create reports 

• Extraction of Finnish transcripts from video learning content and 

their precise translations into English and Scandinavian languages 

• Generate diaries from speech without typing 

 

 

 

3 THE CHALLENGES OF USING 

GENAI FOR KM AND HOW TO 

TACKLE THEM 

To understand the challenges of implementing the 

identified use cases, we have combined a literature 

review with an empirical qualitative approach – the 

panel discussion with AI and KM experts (Khan, 

Kudryavtsev, 2024). We learned that companies face 

various challenges when transitioning to generative 

AI-based systems for KM. These are both technical 

and related to practical and management work. 

GenAI systems, which rely on probabilistic models 

rather than rule-based processes, differ fundamentally 

from traditional knowledge systems, leading to 

potential compatibility issues during integration. 

LLMs' ability to process and understand vast amounts 

of information makes them suitable for tasks closely 

aligned with knowledge management principles, but 

these models are also less predictable. One of the 

primary challenges lies in aligning these dynamic AI-

driven models with existing knowledge 

infrastructure, which is often structured and based on 

pre-defined rules. This paradigm shift requires 

organisations to rethink their entire KM 

infrastructure, which can involve costly overhauls of 

content management systems and staff retraining. 

Generative AI solutions also differ from traditional 

AI models (e.g., classification, regression, or 

clustering), where inputs and outputs remain well-

defined, and models can be trained and owned in-

house.  

There are many competing technologies for 

implementing GenAI in organizations; however, as 

the technology is still emerging, the situation is 

different from mature technologies. The selection, 

integration, and implementation of the specific 

GenAI technologies is not straightforward and 

depends on the use cases, industry, company’s AI 

readiness, and level of integration. Specialized 

expertise in GenAI is needed to navigate this 
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multitude of opportunities. At the moment GenAI 

relies heavily on foundation models from a few major 

technology providers (e.g., OpenAI, Google, and 

Microsoft) that own the most capable models. These 

models must be accessed via cloud service (API) and 

are closed source. While open-source models are also 

available, they remain less capable and weaker for 

tasks that require state-of-the-art reasoning skills and 

large contextual information capacity. Companies 

must balance between capability, usage costs, 

latency, geographical availability, and data storage 

constraints. Particularly, SMEs have limited IT 

resources and AI implementation maturity, which 

creates a dependency on technology providers.  While 

large organizations may have the resources to 

integrate GenAI into their KM systems effectively, 

SMEs may struggle with the costs associated with 

cloud-based AI services from major providers 

(Ghimire et al., 2024). These businesses must weigh 

the trade-offs between GenAI’s powerful capabilities 

and the high costs, potential latency issues, and 

geographical restrictions associated with cloud-based 

models (Kaczorowska-Spychalska et al., 2024). 

The main technical challenges are related to 

change management and integrating the new AI 

system with existing systems. This process can be 

complex and requires a strategic overhaul of current 

content management practices. The amount of 

content generation sources and channels is growing, 

and there is a need to deliver relevant content to 

various users at the right time and place. Companies 

might need to rebuild their content management 

systems to provide consistent and relevant content for 

various audiences. This rebuild is necessary to ensure 

that the content is up-to-date and valuable for 

different user groups. One of the primary challenges 

is the need to align the new AI capabilities with the 

established workflows and data structures in data 

infrastructure. Traditional KM systems are often 

designed around structured data and rule-based 

processes, whereas Generative AI relies on 

unstructured data and probabilistic models, which can 

lead to compatibility issues during integration. 

Organizations must adapt or overhaul their existing 

systems to ensure seamless interaction between these 

different paradigms. This requires extensive 

retraining of staff, who may be unfamiliar with the 

dynamic nature of AI-driven systems, resulting in 

potential resistance to adoption (Wu et al. 2024). 

Users need to trust the responses generated by 

chatbots or other GenAI tools when making critical 

decisions. Organizations, therefore, need to 

implement strong validation processes and 

techniques such as retrieval-augmented generation 

(RAG) which are gaining popularity to ensure that 

responses are grounded in verified, organizational-

specific knowledge sources (Earley, 2023).  

Businesses must navigate complexities related to data 

privacy, intellectual property, and ethical AI use 

when establishing governance frameworks for 

generative AI (Ghosh & Lakshmi, 2023). It is crucial 

to define clear policies regarding data access, 

ensuring that only authorized personnel can use AI 

tools and handle sensitive organizational knowledge 

(Ferrari, et al, 2023). A significant challenge lies in 

balancing innovation with compliance, as 

organizations must align their AI usage with global 

regulations like the GDPR or AI Act, particularly 

regarding data processing and consent management 

(Michael et al, 2024). Moreover, implementing robust 

audit trails and transparency protocols to monitor AI-

generated content is essential to ensure traceability 

and accountability, minimizing the risks of biased or 

misleading outputs (Pimentel & Veliz, 2024). 

Continuous oversight is necessary to prevent "model 

drift," where AI systems gradually produce less 

accurate or aligned outputs over time, potentially 

leading to business risks (Reuel & Undheim, 2024). 

Finally, organisations must prioritise educating 

employees on the ethical implications of AI use, 

fostering a culture that promotes responsible AI 

utilization and ongoing governance adjustments to 

address evolving legal and technological landscapes 

(Earley, 2023). 

The main problems with GenAI, particularly 

LLMs, are related to hallucination, bias, and limited 

real-world understanding (Naveed et al., 2023).  

Ensuring the privacy of a company’s information 

is the first and foremost concern highlighted by the 

companies. This requires secure mechanisms and 

regulatory sandboxes, as emphasized by the AI Act 

(European Commission, 2024) and compliance with 

GDPR. 

Scalable methods for acquiring, transforming, and 

integrating diverse kinds of input data are required. 

Hence, incremental updates are required that can 

either periodically be performed in a batch-like 

manner or in a more dynamic, streaming-like fashion. 

(Hofer et al., 2024) 

GenAI-based KM requires high-quality data. The 

difficulty of this task grows with the rising number 

and heterogeneity of data sources, especially if one 

relies on automatic data acquisition and data 

integration. This requires data cleaning at major steps 

in the construction pipeline so that the degree of dirty 

or wrong information entering the system is limited 

(Hofer et al., 2024).  
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Domain-specific knowledge models such as 

knowledge graphs (KG) hold good potential to 

address the limitations of LLMs (Deloitte 2023). 

Integrating KGs as a potential component may 

require constructing KGs from diverse data. LLMs 

are being increasingly used to construct KGs. While 

automated pipelines for KG construction have shown 

impressive performance, they are still prone to LLM's 

inherent limitation of hallucination and biases. At the 

same time, LLMs have also been found to show 

inferior performance for domain-specific knowledge 

(Ghanem et al., 2024), for instance, generating KG 

for a disease dataset, as they have been trained on 

generic datasets. These limitations can result in the 

omission of crucial entities and relationships, 

potentially leading to misinformation. Quality control 

measures must be used to ensure the reliability of the 

knowledge represented in KGs.  

Feedback from domain experts is crucial to ensure 

the accuracy and dependability of the causal 

relationships within the data (Zhou et al., 2024). 

Cleaned and verified data can be then used in building 

a knowledge graph.  

4 KEY RESEARCH AREAS FOR 

DEVELOPING A GENAI-KM 

SOLUTION 

We identify several research topics that need to be 

investigated to meet the business KM requirements 

through a holistic GenAI-KM solution. These topics 

are important to explore innovative approaches, 

design scalable solutions, and overcome the technical 

and practical challenges associated with 

implementing GenAI in KM.   

Identification of knowledge Tasks: Identifying the 

specific knowledge tasks that can benefit from GenAI 

is essential for maximizing its value in business 

applications. It is important to investigate where 

GenAI can automate or enhance these processes in a 

meaningful way, tailored to individual business 

needs. 

Developing Efficient Data Pipelines for LLM 

Integration: The effectiveness of LLMs depends on 

the quality and consistency of the data they process. 

Building processes for the collection, preparation, 

and continual updating of company’s structured and 

unstructured data will ensure that LLMs remain 

accurate and relevant.  

Creating and Integrating Domain-Specific 

Knowledge Graphs with LLMs: Domain-specific 

KGs provide a powerful way to integrate external 

business knowledge into LLMs. KGs enable LLMs to 

respond more effectively to complex queries by 

discovering both semantic and syntactic relationships 

among data points. This integration allows businesses 

to leverage GenAI not only for data processing but 

also for discovering relationships and generating 

insights that would be difficult to achieve with 

traditional methods. 

Designing Domain-Specific Architectures and 

Data Pipelines for LLMs: Domain-specific 

architectures and data pipelines ensure that LLMs are 

optimized for particular business environments. 

Efficient designs allow for the processing of domain-

relevant data which may lead to faster and more 

accurate knowledge management solutions. By 

focusing on tailored architectures, businesses can 

ensure that their GenAI implementations meet their 

unique operational needs. 

Ensuring System Scalability, Explainability, 

Traceability, and Accuracy: To maintain trust and 

effectiveness, GenAI systems must be scalable, 

explainable, and accurate. Developing methods to 

ensure that these systems can grow alongside the 

business while remaining transparent and traceable, is 

crucial.  

Regulatory and Ethical Compliance of KG-LLM 

Systems: As businesses adopt GenAI systems, 

compliance with regulatory frameworks and ethical 

standards becomes a key consideration. Ensuring that 

GenAI integrations align with data privacy laws, 

security standards, and ethical guidelines is important 

for maintaining trust and preventing misuse. It is 

important to find the right balance between 

innovation and responsibility to ensure that GenAI 

solutions are used in an ethical and legally compliant 

manner. 

5 MAKING GENAI-ENHANCED 

KM A REALITY 

Through our rigorous analysis of modern KM 

requirements by the businesses and the underlying 

challenges, we propose developing a GenAI-

enhanced toolkit to improve the three knowledge 

processes: how companies create, synthesize, and 

access critical business knowledge. 

This toolkit can provide several smart services for 

both internal business processes and the enhancement 

of the customer experience. It can enable companies 

and technology providers to develop easy-to-deploy 

knowledge management solutions using business 
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data. The toolkit's main, user-friendly components 

include: 

o Software components: customized products, 

code library, 

o Method components: guidelines, process 

models, templates, 

o Content components: reusable knowledge 

models. 

From the technology perspective, we are 

considering advanced RAG combined with 

a knowledge graph (GraphRAG). However, we plan 

to assess the need for these technologies for the 

selected industrial use cases (see section 2.3). Since 

the integration of advanced technologies should be 

justified for each case, therefore, the toolkit will also 

include a decision-making guide. This guide will help 

companies select when they should utilize certain 

technology, e.g., when to use simple RAG and when 

to utilize GraphRAG.  

Since the companies involved in this study 

showed strong interest in such a toolkit, this toolkit 

can be tested and evaluated within the target 

companies. For this purpose, a working 

demo/prototype of GenAI tools can be created and 

deployed. The recommendations on how to transform 

them into companies’ own production-grade AI 

services can be provided. 

Developing this toolkit involves understanding 

and documenting the specific KM requirements of 

businesses to ensure the effective integration of 

GenAI solutions. It also requires gathering 

stakeholder insights to identify where GenAI could 

enhance knowledge processes. Building on this, an 

evaluation of existing GenAI technologies must be 

done to assess their applicability and effectiveness for 

identified use cases. This is also important to select 

the technologies that best address the KM challenges, 

ensuring scalability, accuracy, and adaptability.  

6 CONCLUSIONS 

In this study, we highlight the transformative 

potential of GenAI in addressing longstanding 

challenges in KM. We highlight the key knowledge 

processes: knowledge capture, access, and synthesis, 

that could be enhanced through GenAI and could lead 

to significant improvements in productivity and 

decision-making. In addition, this study highlighted 

the challenges involved in adopting GenAI, including 

integrating GenAI with existing KM systems, 

ensuring data privacy and accuracy, and overcoming 

technical and resource limitations. The co-creation 

approach with companies allowed us to identify 

specific business needs, highlighting the requirement 

of a GenAI-KM toolkit which could be used to 

develop company-specific use cases. This toolkit 

holds the promise of streamlining KM systems by 

offering scalable and customizable solutions for 

diverse business contexts. 

A key insight from this research is the importance 

of a domain-specific approach when integrating 

GenAI into KM systems. Generic solutions, while 

useful, often fall short of addressing the unique needs 

of businesses. By focusing on domain-specific 

knowledge graphs and adaptable data pipelines, the 

proposed toolkit can effectively overcome the 

limitations of current GenAI solutions. 

Future work will focus on developing the GenAI-

KM toolkit, extending its application to more diverse 

sectors, and ensuring its scalability and other features, 

such as explainability and traceability, to ensure 

trustworthiness. Additionally, research will explore 

methods to enhance the toolkit's compliance with 

regulatory frameworks to ensure data privacy and 

security. 
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Abstract: This work focuses on the prediction of agricultural product and supply prices using historical data and 

artificial intelligence methods. Agricultural product and supply prices are important for the economy and 

growth of agriculture. Using modern data analysis and deep learning methods, a forecasting model was 

developed to help us predict future price trends. The data used include the sales prices of crop products and 

the purchase prices of agricultural inputs. The developed forecasting methods exhibit high accuracy for 

predicting the actual prices of products and supplies, with error margins ranging from 0.29% to 9.8%, while 

they can also predict price rises and falls, with respective success rates ranging from 73.29% to 84.96%.  

1 INTRODUCTION 

In recent years there has been an explosion in data 

collection. Developments in internet technology have 

led more and more organisations, both private and 

public, to organise the collection and dissemination 

of their data. Some of this data is posted on open-data 

portals for public use.  

Machine learning (ML) frameworks offer a clear 

knowledge of the process by analysing the massive 

amounts of data and interpreting the information 

extracted. These technologies are employed in the 

construction of models that delineate the connections 

between elements and actions. Furthermore, ML 

models can be utilised to predict future actions in a 

specific scenario (Rashid et al., 2021). 

Precision farming uses algorithmic approaches 

and data to improve productivity, by predicting 

weather conditions, soil analysis, crop 

recommendations, and fertilizer and pesticide usage. 

It uses advanced technologies like IoT, Data Mining, 
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and Machine Learning (ML) to collect data and train 

the respective systems. This approach reduces manual 

labour and increases productivity. Farmers face 

challenges like crop failure and soil infertility (Durai 

& Shamili, 2022).  

Artificial Intelligence (AI) is being used in 

agriculture to improve crop production, disease 

prediction, supply chain management, operational 

efficiency, and water waste reduction (Pallathadka et 

al., 2023). Machine learning (ML) and deep learning 

(DL) are commonly used for data prediction, disease 

prediction, water irrigation optimisation, sales 

growth, profit maximisation, inventory management, 

security, fraud detection, and portfolio management. 

Various ML approaches can be utilised for crop 

price prediction, including regression-based methods, 

time series forecasting techniques, ensemble 

methods, DL strategies, and hybrid models (Singh & 

Sindhu, 2024). ML approaches have strengths, 

limitations, and practical applications. However, 

there are challenges like data accessibility, feature 
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selection, model interpretability, scalability, and 

generalisation (Cravero et al., 2022). 

Many works provide insights for researchers, 

practitioners, and policymakers, facilitating informed 

decision-making in agricultural contexts 

(Assimakopoulos et al., 2024). ML and IoT-enabled 

farm machinery are key components of the next 

agriculture revolution. ML applications in agriculture 

focus on soil parameters, crop yield prediction, 

disease detection, and species detection. ML with 

computer vision can monitor crop quality and yield 

assessment. This approach can enhance livestock 

production, predict fertility patterns, diagnose eating 

disorders, and reduce human labour. Knowledge-

based agriculture improves sustainable productivity 

and product quality (Sharma et al., 2021). 

Smart farming, utilising AI, addresses 

agricultural sustainability challenges (Akkem et al., 

2023). ML, DL, and time series analysis are crucial 

for crop selection, yield prediction, soil compatibility 

classification, and water management. These 

algorithms classify soil fertility, crop selection, and 

forecast production. Time series analysis helps 

predict demand, commodity price, and crop yield. As 

population growth increases, crop production 

forecasting is crucial to overcome food insufficiency. 

Using ML and DL techniques, crop recommendations 

can be made based on time series analysis to reduce 

future food insufficiency (Benos et al., 2021). 

The purpose of this paper is to develop a model 

for forecasting agricultural commodity prices using 

historical data. The development includes the entire 

process flow, from data collection to the evaluation of 

the results using performance metrics of our 

forecasting model. Data analysis and the use of 

advanced ML techniques will enable the prediction of 

future prices of these products and the future 

agricultural production. 

For the purposes of this work, data from Eurostat 

were used, as well as ancillary data of other 

parameters from other internet sources. Eurostat's 

open data portal offers us in a user-friendly and 

structured way information relating to the European 

Union and figures concerning a wide range of sectors 

and activities in its area of competence, including data 

relating to agricultural production. 

In the remainder of the paper, Section 2 discusses 

the related work in ML and other related technologies 

for precision agriculture. Section 3 presents the data 

used and the preprocessing and integration methods 

that were applied to construct the training dataset. 

Section 4 presents the price forecasting methods that 

were implemented, while section 5 presents and 

discusses the results obtained. Finally, section 6 

concludes the paper and outlines future work. 

2 RELATED WORK 

Agricultural data, economy data (market, local 

economy, wholesale), and world data are but a few 

domains that are useful for price prediction of 

agricultural goods. The data provide a strong 

foundation for innovative agricultural economic 

management and contributes to scientifically sound 

price prediction, as well as decision making in 

precision agriculture (Su & Wang, 2021). 

Kumar et al. researched crop yield prediction 

using historical data to forecast crop yields, 

considering factors like temperature, humidity, and 

rainfall. The approach found that the Random Forest 

(RF) algorithm provides the best predictions, 

considering the least number of models, making it 

useful in the agriculture sector (Kumar et al., 2020). 

Zhao used a wavelet method to smooth multiple 

sources of data and build a model to process the 

hierarchical information after signal decomposition 

(Zhao, 2021). Another study compared predictive 

accuracies of various ML techniques, focusing on 

GRNN, with the Autoregressive integrated moving 

average (ARIMA) model (Paul et al., 2022). Results 

showed GRNN outperforms other techniques in all 

seventeen markets, while RF is comparable in four. 

The Diebold-Mariano test confirmed these superior 

performances. Other techniques like SVR, GBM, and 

ARIMA are not as effective. 

Xu & Zhang investigated corn cash price 

forecasting using univariate neural network (NN) 

modelling and bivariate NN modelling with futures 

prices. Results show high accuracy for one-day ahead 

horizons, with futures prices benefiting cash price 

forecasting. The framework was deemed easy to 

deploy and can be generalised to other commodities 

(Xu & Zhang, 2021). 

Oktoviany et al. proposed a two-step hybrid 

model using ML methods to incorporate external 

factors in price changes (Oktoviany et al., 2021). The 

model assigns price states to historical prices and 

predicts future price states using short-term 

predictions. The model is applied to real corn futures 

data and generates price scenarios through Monte 

Carlo simulations. The simulations can be used to 

assess price risks in risk management systems or 

support trading strategies under different price states. 

Another research used supervised ML for 

intelligent information prediction analysis to improve 

farming efficiency and profitability (Shakoor et al., 
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2017). The approach suggests area-based beneficial 

crop rankings, based on static data from previous 

years. This happens before the cultivation process. It 

indicates the crops that are cost effective for 

cultivation for a particular area of land. The study 

used Decision Tree Learning-ID3 and K-Nearest 

Neighbours Regression algorithms. 

Time-series and ML models have also been 

deployed to predict monthly areca nut prices using 

SARIMA, Holt-Winter's Seasonal method, and 

LSTM neural networks (NNs). The LSTM NN model 

was found to be the best fit for the data (Sabu & 

Kumar, 2020). ANNs have also been used to predict 

soybean harvest area, yield, and production, 

comparing it with classical methods of Time Series 

Analysis (Abraham et al., 2020).  

The work in (Purohit et al., 2021) proposed two 

additive hybrid methods and five multiplicative 

hybrid methods to predict the monthly retail and 

wholesale prices of three commonly used vegetable 

crops in India: tomato, onion, and potato (TOP). 

Extensive statistical analyses confirmed the 

superiority of the hybrid methods against existing 

statistical models, ML models, and existing hybrid 

methods in predicting TOP prices. 

An alternative method that addresses the 

nonlinearity problem if time series approaches is 

wavelet transformation in generating hybrid models 

for predicting monthly prices markets. This hybrid 

model approach significantly improved over 

conventional techniques, utilising a combination of 

ANN and ML techniques (Paul & Garai, 2021). 

Xu & Zhang investigated the use of nonlinear 

autoregressive neural networks (NARNN) and 

NARNN with exogenous inputs (NARNN–X) for 

price forecasting soybeans and soybean oil for 

periods that spanned over fifty years. The models 

exhibited accurate and stable performance, with 

relative root mean square errors of 1.701% and 

1.777% for soybeans and 1.757% for soybean oil, 

respectively. Also, the approach can be generalised 

for other similar commodities (Xu & Zhang, 2022). 

Menculini et al. examined various techniques for 

forecasting sale prices in an Italian food wholesaler, 

comparing ARIMA models, Prophet, which is a 

scalable forecasting tool from Facebook, and deep 

learning models, such as LSTM and CNNs. Results 

showed that ARIMA models and LSTM neural 

networks perform similarly, while the combination of 

CNNs and LSTMs achieved the best accuracy but 

requires more tuning time. Prophet was quick and 

easy to use but less accurate (Menculini et al., 2021). 

3 DATA AND PREPROCESSING 

Agricultural price prediction is a highly complex task, 

due to the fact that prices depend on numerous 

factors, both within the agricultural value chain and 

in the macroeconomic environment. Besides building 

a comprehensive dataset, encompassing the widest 

possible range of factors affecting prices, the quality 

and trustworthiness of data are of critical importance, 

in order to achieve high prediction accuracy. In the 

following paragraphs we describe the data sources 

used, as well as the integration and preprocessing 

methods used to formulate the training datasets. 

3.1 Data Sources 

Two key datasets for this research were obtained from 

Eurostat. These datasets are as follows: 

1. Selling prices of crop products. These data 

cover the historical dimension of agricultural 

sales, supporting the dimension of analysis, 

which assumes that future patterns of 

agricultural prices will follow similar 

patterns, already been observed in the past. 

2. Purchase prices of agricultural production 

means. The analysis considers this data, since 

the selling prices of agricultural products 

obviously depend on the prices of the means 

used for their production. 

These datasets contain information spanning from 

1969 to 2023; each dataset is provided in two parts, 

with the first covering the period 1969-2000 and the 

second spanning from 2001 to 2023. Since our price 

data is sourced from Eurostat, they contain only data 

for EU countries, hence price predictions in our 

experiments are limited to member states of the EU. 

Energy cost is an important factor in the cost of 

agricultural production since oil is extensively used to 

operate motorised equipment, such as tractors and 

tillers, and is thus involved in the production cost. 

Consequently, we take Brent oil prices into account, 

in our predictions. It is considered as the most 

important indicator of energy spent in agricultural 

production, since its two main fuels, diesel and 

gasoline, are used to drive motorised equipment with 

internal combustion engines. Data concerning Brent 

oil prices were obtained from statista.com. At this 

stage of our research, Brent oil price is used as an 

overall indicator for energy cost. The inclusion of 

more detailed energy costs, notably electricity costs, 

is considered as part of our future research. 

Land use data, from the World In data website, 

were also considered in our work. This dataset 

provides information on overall land use, cropland 
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land use, grazing land use and built-up area, per 

country and year. 

The availability of human resources in 

agricultural production is also a factor impacting the 

prices of agricultural production. These data were 

obtained from Eurostat and cover the period from 

1973 to 2023. The dataset provides a detailed 

breakdown of the total labour force to salaried and 

non-salaried workers. In our work, we consider all 

types of employees and hence we maintained only the 

sum of these two categories. 

In our work, we also consider indicators of 

economic nature, concerning agriculture. From the 

Economic Accounts for Agriculture dataset, sourced 

from Eurostat, we extract and use the following data: 

(a) Production Value at Basic Price, (b) Subsidies on 

Products, (c) Tax on Products, and (d) Production 

Value at Producer Price. 

3.2 Preprocessing and Integration 

The data obtained from the above listed data sources 

were not directly utilisable for model training, 

necessitating preprocessing and integration activities.  

Preprocessing activities concern the handling of 

missing data, noisy data, inconsistent data, encoding 

and value range discrepancies, and handling of 

textual data. In the following paragraphs, we outline 

the specific activities taken to address these issues. 

Missing Data. Some attribute values may be 

missing due to an error, either in the registration 

process or because they were not provided by the 

relevant agency. For these cases, we considered 

firstly to find supplemental datasets that provided the 

missing values and integrate them into our dataset. 

Values that were still missing, we applied 

imputers to fill in the missing values. For each data 

element, different imputers were considered and the 

effectiveness of the use of each imputer to predict a 

data element on the accuracy of the predictions was 

assessed. Experimental results demonstrated that the 

most accurate results were obtained by using the 

following imputers: (a) for Brent oil prices, backward 

fill (i.e. if a price is missing, use the price for the next 

known data point); (b) for the labour workforce, 

linear regression. For the agricultural economic 

accounts, a KNN-based imputer was applied, using 

N=20 (N denotes the number of nearest neighbours 

considered for computing a missing value). 

For the cases which after the use of imputers data 

were still missing (because the imputers could not 

calculate the missing data due to the sparsity of the 

original dataset), the relevant records were dropped. 

Noisy data: Data containing errors or outliers, 

which are highly deviant from the normal pattern, 

were discarded, since their use affected negatively the 

accuracy of predictions. The interquartile distance 

method (Vinutha et al., 2018) was used for 

identifying potential outliers and subsequently visual 

verification was conducted using graphs. 

Inconsistent Data. Either duplicate values or data 

providing different values for a specific data element, 

for the same country and period. Data that were 

verified to be duplicates were discarded. 

Differences in Units. Due to the currency change 

in many European countries, our data contained 

prices in both Euros and the previous local currency. 

For the algorithm to have comparable data at its 

disposal, price conversions to Euro were performed 

for countries that underwent currency changes. 

Differences in Encoding. The price datasets 

obtained from Eurostat used different codes for 

agricultural products and supplies for the period 

1969-2000 than for the period 2001-2023. To produce 

the integrated dataset, the product/supplies codes for 

the data concerning the period 1969-2000 were 

replaced by the respective codes used for the period 

2001-2023. A fuzzy match on the names of the 

products was used to perform the mapping. 

Handling of Textual Data. AI-based regression 

methods that were used for price prediction mainly 

work with numeric data and not textual data. Our 

datasets contain multiple cases where textual data are 

present, e.g., country names/codes and agricultural 

products/supplies names and codes For these cases, 

label encoding was employed, i.e., each distinct value 

of the respective data element was mapped to a 

unique integer, and only the mapped value was 

considered in the prediction process. 

Different Scales. Different data elements had 

highly divergent scales (e.g. land availability and 

Brent oil prices), and this aspect negatively affected 

the accuracy of the predictions, due to overfitting. To 

mitigate this issue, each data column (except encoded 

labels and prices) was normalized to the range [0,1] 

using the Min Max Scaler; the normalized value NV 

produced by the Min Max Scaler for a value V is 

computed as 𝑁𝑉 =
𝑣𝑎𝑙𝑢𝑒−𝑀𝑖𝑛𝑉𝑎𝑙

𝑀𝑎𝑥𝑉𝑎𝑙−𝑀𝑖𝑛𝑉𝑎𝑙
, where MinVal and 

MaxVal are the minimum and maximum values for 

the specific column, respectively. 
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4 PRICE FORECASTING 

METHODS  

In the previous section we presented the data 

collection, preprocessing and integration process. 

Following the above, all input data have been 

formulated in two comprehensive datasets: 

• The crop products selling prices dataset, 

• The agricultural production means dataset. 

Each of these two datasets contains records with 

the following data elements: (i) country, (ii) 

agricultural product or means of production, (iii) year, 

(iv) price, (v) availability of labor in agricultural 

production, (vi) purchase and rental prices of the land, 

(vii) Brent oil prices and (viii) economic indicators of 

agricultural production (production value at basic 

price, subsidies on products, tax on products, and 

production value at producer price). These datasets 

can be used to train ML algorithms to perform 

predictions. 

Since multiple AI-based methods and 

configurations are available for performing 

predictions, and each of these can be tuned through a 

number of hyperparameters, we resorted to the use of 

automatic machine learning (autoML) toolkits which 

underpin the tasks of method selection and 

hyperparameter tuning. To this end, the Autokeras 

and the TPOT autoML toolkits were used. 

AutoKeras (https://autokeras.com/) is an open-

source ML library, based on Keras and Tensorflow, 

which aims to build and optimise NNs automatically. 

In its basic function, the user only specifies whether a 

classification or a regression model is required, and 

the columns that are used for training, designating the 

target column for prediction.  

TPOT (https://epistasislab.github.io/tpot/) is an 

open-source library that explores the performance of 

ML models in an automatic way, as well. It allows to 

search for the most efficient ML algorithm for the 

dataset used each time. 

The hyperparameters used for the 

autoconfiguration process performed by the 

AutoKeras toolkit are as follows: 

• Tries. The number of attempts AutoKeras 

will perform to arrive at the most efficient 

model. In this work we will experiment with 

25 attempts for each dataset. 

• Test Size. The percentage of training data that 

we will use for testing, in order to avoid 

Overfitting. In this work we will experiment 

with 30% of the data. 

• Number of Training Epochs: i.e. the number 

of iterations in which each of our models is 

trained to approach the best result. In this 

work we will experiment with 30 seasons. 

Table 1 illustrates the topology of the NN. This 

topology is designated as optimal for both price 

prediction tasks (agricultural products and supplies). 

Table 1: The topology of the neural network. 

Layer (type)  Output Shape 
Parameter 

value   

input_1 (InputLayer)  (None, 20)   0 

multi_category_encoding 

(MultiCategoryEncoding)   
(None, 20) 0 

normalization (Normalization) (None, 20) 41 

dense (Dense) (None, 32)  672 

re_lu (ReLU) (None, 32)  0 

dense_1 (Dense) (None, 128)  4224 

re_lu_1 (ReLU)  (None, 128)  0 

regression_head_1 (Dense) (None, 1)    129 

Table 2: Parameters for the Random Forest regressor. 

Parameter  Value 

n_estimators (The number of trees in the 

forest) 
100 

max_features (number of features to 

consider when looking for the best split) 

75% of the number 

of input features 

min_samples_leaf (τhe minimum number of 

samples a leaf node must contain) 
7 

min_samples_split (minimum number of 

samples required to split an internal node) 
19 

Table 3: Parameters for the Gradient Boosting regressor. 

Parameter  Value 

loss (Loss function used in optimization; the value 

huber combines squared error and absolute error) 
huber 

alpha (The alpha-quantile of the huber loss function 

and the quantile loss function) 
0.8 

learning_rate (moderates the contribution of each tree) 0.1 

max_depth (moderates the maximum number of nodes 

in a tree, setting the maximum depth of the individual 

regression estimators) 

7 

max_features (number of features are considered in 

each split; value 1 indicates that all features are taken 

into account) 

1.0 

min_samples_leaf (the minimum number of samples a 

leaf node must contain) 
1 

min_samples_split (minimum number of samples 

required to split an internal node) 
11 

n_estimators (number of boosting stages that will be 

performed) 
100 

Subsample (percentage of samples used for fitting the 

individual base learners) 
0.65 

 

For the TPOT toolkit, the number of generations 

was set to 15, while the population size was set to 15. 

The population size refers to the number of 

individuals in each generation that retain their 

characteristics, as compared to the previous 
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generation. The output of the TPOT toolkit 

determined that the optimal prediction method for 

agricultural product price prediction would be the 

random forest regression method, under the 

parameters illustrated in Table 2. Agricultural 

supplies prices, on the other hand, are more 

accurately predicted using Gradient Boosting, under 

the parameters listed in Table 3. 

In the following section, the results and evaluation 

of this work will be presented and analysed. 

5 RESULTS AND EVALUATION 

In this section, the results and evaluation of this work 

are presented and analysed. 

The prediction accuracy of our model can be 

assessed using performance metrics, which evaluate 

the closeness between the prediction result and the 

actual result. The metrics used in this work, are 

widely used in related research works that measure 

prediction The metrics are illustrated in Table 4, 

along with their respective formulas. 

Table 4: The performance metrics used in our work. 

Metric Name Formula 

Root Mean Square Error 

(RMSE)  √∑ (𝑦𝑖 − 𝑦�̂�)
2𝑛

𝑖=𝑖
𝑛⁄  

Mean Average Error (MAE) 
1

𝑛
× ∑ |𝑦𝑖 − 𝑦�̂�|

𝑛

𝑖=𝑖
 

Normalized MAE (NMAE) 
(

1
𝑛

× ∑ |𝑦𝑖 − 𝑦�̂�|
𝑛
𝑖=𝑖 )

(
1
𝑛

× ∑ |𝑦𝑖|
𝑛
𝑖=𝑖 )

⁄  

 

The RMSE metric boosts the significance of large 

deviations between the prediction result and the 

actual result, while the MAE handles all errors 

uniformly. The NMAE has the property of amortizing 

differences in the scale of the predicted variables, 

however, when the actual values are very small, 

errors are over-emphasised. In all the aforementioned 

metrics, lower values indicate smaller divergence and 

hence more accurate predictions. 

In addition to the above, in this work, we include 

an additional performance metric, namely the 

Percentage of Successful Predictions (PSP); this 

metric computes the percentage of predictions that are 

deemed to be ‘successful’, and a price prediction yî 

for time point i is considered successful iff 
(y𝑖 − y𝑖−1) ∗  (yî − y𝑖−1) > 0 

where y𝑖 and y𝑖−1 are the actual prices at time points 

i and i-1, respectively. Effectively, a prediction is 

considered to be successful iff either (a) a rise in the 

price is predicted and a rise actually occurred or (b) a 

drop in the price is predicted and a drop actually took 

place, otherwise the prediction is deemed 

unsuccessful. The percentage of successful 

predictions metric can be useful for assessing the 

utility of the approach for investment decisions, e.g., 

to invest on a particular product. 

Tables 5 and 6 depict the accuracy metrics 

obtained from our experiments regarding the 

prediction of agricultural product sale prices and 

agricultural supplies, respectively. 

In Table 5 we can observe that the NN optimised 

and proposed by AutoKeras achieves predictions that 

deviate from the actual prices by 6.6% on average (c.f. 

the NMAE metric), surpassing the accuracy of the 

Random Forest predictor proposed by TPot (average 

deviation 9.8%). The AutoKeras NN also achieves 

superior performance in predicting price rises or 

drops (80.96% vs. 73.29%). 

In Table 6 we notice that both the AutoKeras NN 

and the gradient boosting predictor, proposed by TPot, 

formulate predictions with very small deviations from 

the actual prices (2.7% and 0.29%, respectively). 

While the gradient boosting predictor estimates actual 

prices better than the AutoKeras NN, it lags behind 

concerning the prediction of price rises or drops.  

Table 5: Prediction accuracy for agricultural product sale 

prices. 

Metric  
Neural network 

(AutoKeras) 
Random forest (Tpot) 

RMSE  28.66 29.69 

MAE 11.76 11.49 

NMAE 0.0659 0.098 

PSP 80.96% 73.29% 

Table 6: Prediction deviation agricultural supplies prices. 

Metric  
Neural network 

(AutoKeras) 

Gradient boosting 

(TPot) 

RMSE  10.60 10.08 

MAE 3.66 2.84 

NMAE 0.0269 0.0029 

PSP 84.96% 79.34% 

 

The performance recorded for price predictions in 

our experiment surpasses the price prediction 

accuracy recorded for the works surveyed in section 

2, which exhibit deviations from actual prices ranging 

from 12% to 26%. Since our experiment is limited to 

EU countries only, involving only countries for which 

historical data of high accuracy and ample time depth 

are available, more experimentation is required to 

fully compare the proposed algorithm against 

approaches proposed in the literature. This is 

considered a part of our future work. 
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Finally, in our experiments we can observe that 

prices of the means of agricultural production are 

predicted with higher accuracy than prices of 

agricultural products. This may be attributed to a 

dependence of agricultural product prices to 

additional factors than the ones considered in our 

work, while these factors suffice for the prediction of 

prices of means of agricultural production; this aspect 

will also be examined in our future work. 

6 CONCLUSION 

In this paper, we have presented a model for 

forecasting agricultural product and supply prices 

using historical data. We analysed the entire process 

flow, including data selection, preprocessing and 

integration, model training and algorithm tuning, as 

well as performance metrics and model evaluation. 

The proposed model exhibits high accuracy for 

price predictions, especially for agricultural supplies, 

while it is also able to predict price rises or drops. 

Thus, the proposed algorithm can be used for 

budgeting production, estimating earnings and 

investment planning.  

As richer datasets become available, especially 

with the advent of IoT, additional data can be taken 

into account for performing price predictions. Yet, 

developing countries are still challenged regarding 

the availability and accuracy of data. These aspects 

will be surveyed in our future work, elaborating on 

methods and techniques that are able to achieve high 

prediction accuracy over more sparse datasets. 

ACKNOWLEDGEMENTS 

This research was funded by project SODASENSE 

(https://sodasense.uop.gr) under grant agreement No. 

MIS 6001407 (co-financed by Greece and the EU 

through the European Regional Development Fund). 

REFERENCES 

Abraham, E. R., Mendes Dos Reis, J. G., Vendrametto, O., 

Oliveira Costa Neto, P. L. D., Carlo Toloi, R., Souza, 

A. E. D., & Oliveira Morais, M. D. (2020). Time Series 

Prediction with Artificial Neural Networks: An 

Analysis Using Brazilian Soybean Production. 

Agriculture, 10(10), 475. https://doi.org/10.3390/ 

agriculture10100475 

Akkem, Y., Biswas, S. K., & Varanasi, A. (2023). Smart 

farming using artificial intelligence: A review. Eng. 

Appl. of Artificial Intelligence, 120, 105899. DOI: 

10.1016/j.engappai.2023.105899 

Assimakopoulos, F., Vassilakis, C., Margaris, D., Kotis, K., 

& Spiliotopoulos, D. (2024). The Implementation of 

“Smart” Technologies in the Agricultural Sector: A 

Review. Information, 15(8), 466. 

https://doi.org/10.3390/info15080466 

Benos, L., Tagarakis, A. C., Dolias, G., Berruto, R., Kateris, 

D., & Bochtis, D. (2021). Machine Learning in 

Agriculture: A Comprehensive Updated Review. 

Sensors, 21(11), 3758. DOI: 10.3390/s21113758 

Cravero, A., Pardo, S., Sepúlveda, S., & Muñoz, L. (2022). 

Challenges to Use Machine Learning in Agricultural 

Big Data: A Systematic Literature Review. Agronomy, 

12(3), 748. https://doi.org/10.3390/agronomy12030748 

Deepa, S., Alli, A., Sheetac, & Gokila, S. (2023). Machine 

learning regression model for material synthesis prices 

prediction in agriculture. Materials Today: Procs., 81, 

989–993. https://doi.org/10.1016/j.matpr.2021.04.327 

Durai, S. K. S., & Shamili, M. D. (2022). Smart farming 

using Machine Learning and Deep Learning 

techniques. Decision Analytics Journal, 3, 100041. 

https://doi.org/10.1016/j.dajour.2022.100041 

Falah, R. A., & Rachmaniah, M. (2022). Price Prediction 

Model for Red and Curly Red Chilies using Long Short 

Term Memory Method. Indonesian Journal of Statistics 

and Its Applications, 6(1), 143–160. 

https://doi.org/10.29244/ijsa.v6i1p143-160 

Ge, Y., & Wu, H. (2020). Prediction of corn price 

fluctuation based on multiple linear regression analysis 

model under big data. Neural Computing and 

Applications, 32(22), 16843–16855. 

https://doi.org/10.1007/s00521-018-03970-4 

Ghutake, I., Verma, R., Chaudhari, R., & Amarsinh, V. 

(2021). An intelligent Crop Price Prediction using 

suitable Machine Learning Algorithm. ITM Web of 

Conf., 40, 03040. DOI: /10.1051/itmconf/20214003040 

Hegde, G., Hulipalled, V. R., & Simha, J. B. (2021). Price 

Prediction of Agriculture Commodities Using Machine 

Learning and NLP. 2021 Second International 

Conference on Smart Technologies in Computing, 

Electrical and Electronics (ICSTCEE), 1–6. 

https://doi.org/10.1109/ICSTCEE54422.2021.9708582 

Im, J.-J., Kim, T.-W., Lim, J.-S., Kim, J.-H., Yoo, T.-Y., & 

Lee, W. J. (2022). A Design and Implement of Efficient 

Agricultural Product Price Prediction Model. Journal of 

the Korea Society of Computer and Information, 27(5), 

29–36. https://doi.org/10.9708/JKSCI.2022.27.05.029 

Kumar, Y. J. N., Spandana, V., Vaishnavi, V. S., Neha, K., 

& Devi, V. G. R. R. (2020). Supervised Machine 

learning Approach for Crop Yield Prediction in 

Agriculture Sector. 2020 5th Intl. Conf. on Comm. and 

Electronics Systems (ICCES), 736–741. 

https://doi.org/10.1109/ICCES48766.2020.9137868 

Kurumatani, K. (2020). Time series forecasting of 

agricultural product prices based on recurrent neural 

networks and its evaluation method. SN Applied 

Sciences, 2(8), 1434. https://doi.org/10.1007/s42452-

020-03225-9 

Predicting Agricultural Product and Supplies Prices Using Artificial Intelligence

377



Lanjewar, M. G., Parate, R. K., & Parab, J. S. (2022). 

Machine Learning Approach with Data Normalization 

Technique for Early Stage Detection of 

Hypothyroidism. In M. K. Ahirwal, N. D. Londhe, & 

A. Kumar, Artificial Intelligence Applications for 

Health Care (1st ed., pp. 91–108). CRC Press. 

https://doi.org/10.1201/9781003241409-5 

Li, J., Li, G., Liu, M., Zhu, X., & Wei, L. (2022). A novel 

text-based framework for forecasting agricultural 

futures using massive online news headlines. 

International Journal of Forecasting, 38(1), 35–50. 

https://doi.org/10.1016/j.ijforecast.2020.02.002 

Luo, J., Zhao, C., Chen, Q., & Li, G. (2022). Using deep 

belief network to construct the agricultural information 

system based on Internet of Things. The Journal of 

Supercomputing, 78(1), 379–405. 

https://doi.org/10.1007/s11227-021-03898-y 

Mahto, A. K., Alam, M. A., Biswas, R., Ahmed, J., & Alam, 

S. I. (2021). Short-Term Forecasting of Agriculture 

Commodities in Context of Indian Market for 

Sustainable Agriculture by Using the Artificial Neural 

Network. Journal of Food Quality, 2021, 1–13. 

https://doi.org/10.1155/2021/9939906 

Mamoudan, M. M., Mohammadnazari, Z., Ostadi, A., & 

Esfahbodi, A. (2024). Food products pricing theory 

with application of machine learning and game theory 

approach. International Journal of Production 

Research, 62(15), 5489–5509. https://doi.org/10.1080/ 

00207543.2022.2128921 

Menculini, L., Marini, A., Proietti, M., Garinei, A., Bozza, 

A., Moretti, C., & Marconi, M. (2021). Comparing 

Prophet and Deep Learning to ARIMA in Forecasting 

Wholesale Food Prices. Forecasting, 3(3), 644–662. 

https://doi.org/10.3390/forecast3030040 

Mohanty, M. K., Thakurta, P. K. G., & Kar, S. (2023). 

Agricultural commodity price prediction model: A 

machine learning framework. Neural Computing and 

Applications, 35(20), 15109–15128. 

https://doi.org/10.1007/s00521-023-08528-7 

Oktoviany, P., Knobloch, R., & Korn, R. (2021). A machine 

learning-based price state prediction model for 

agricultural commodities using external factors. 

Decisions in Economics and Finance, 44(2), 1063–

1085. https://doi.org/10.1007/s10203-021-00354-7 

Pallathadka, H., Mustafa, M., Sanchez, D. T., Sekhar Sajja, 

G., Gour, S., & Naved, M. (2023). Impact of Machine 

Learning on Management, Healthcare and Agriculture. 

Materials Today: Proceedings, 80, 2803–2806. 

https://doi.org/10.1016/j.matpr.2021.07.042 

Paul, R. K., & Garai, S. (2021). Performance comparison of 

wavelets-based machine learning technique for 

forecasting agricultural commodity prices. Soft 

Computing, 25(20), 12857–12873. 

https://doi.org/10.1007/s00500-021-06087-4 

Paul, R. K., Yeasin, Md., Kumar, P., Kumar, P., 

Balasubramanian, M., Roy, H. S., Paul, A. K., & Gupta, 

A. (2022). Machine learning techniques for forecasting 

agricultural prices: A case of brinjal in Odisha, India. 

PLOS ONE, 17(7), e0270553. https://doi.org/10.1371/ 

journal.pone.0270553 

Purohit, S. K., Panigrahi, S., Sethy, P. K., & Behera, S. K. 

(2021). Time Series Forecasting of Price of 

Agricultural Products Using Hybrid Methods. Applied 

Artificial Intelligence, 35(15), 1388–1406. 

https://doi.org/10.1080/08839514.2021.1981659 

Rashid, M., Bari, B. S., Yusup, Y., Kamaruddin, M. A., & 

Khan, N. (2021). A Comprehensive Review of Crop 

Yield Prediction Using Machine Learning Approaches 

With Special Emphasis on Palm Oil Yield Prediction. 

IEEE Access, 9, 63406–63439. https://doi.org/10.1109/ 

ACCESS.2021.3075159 

Ribeiro, M. H. D. M., & Dos Santos Coelho, L. (2020). 

Ensemble approach based on bagging, boosting and 

stacking for short-term prediction in agribusiness time 

series. Applied Soft Computing, 86, 105837. 

https://doi.org/10.1016/j.asoc.2019.105837 

Sabu, K. M., & Kumar, T. K. M. (2020). Predictive 

analytics in Agriculture: Forecasting prices of 

Arecanuts in Kerala. Procedia Computer Science, 171, 

699–708. https://doi.org/10.1016/j.procs.2020.04.076 

Shakoor, Md. T., Rahman, K., Rayta, S. N., & Chakrabarty, 

A. (2017). Agricultural production output prediction 

using Supervised Machine Learning techniques. 2017 

1st International Conference on Next Generation 

Computing Applications (NextComp), 182–187. 

https://doi.org/10.1109/NEXTCOMP.2017.8016196 

Sharma, A., Jain, A., Gupta, P., & Chowdary, V. (2021). 

Machine Learning Applications for Precision 

Agriculture: A Comprehensive Review. IEEE Access, 

9, 4843–4873. DOI: 10.1109/ACCESS.2020.3048415 

Singh, N., & Sindhu, R. (2024). Crop Price Prediction 

Using Machine Learning. Journal of Electrical 

Systems, 20(7s), 2258–2269. DOI: 10.52783/jes.3961 

Su, Y., & Wang, X. (2021). Innovation of agricultural 

economic management in the process of constructing 

smart agriculture by big data. Sustainable Computing: 

Informatics and Systems, 31, 100579. 

https://doi.org/10.1016/j.suscom.2021.100579 

Vinutha, H. P., Poornima, B., & Sagar, B. M. (2018). 

Detection of Outliers Using Interquartile Range 

Technique from Intrusion Dataset. In S. C. Satapathy, 

J. M. R. S. Tavares, V. Bhateja, & J. R. Mohanty (Eds.), 

Information and Decision Sciences (Vol. 701, pp. 511–

518). Springer Singapore. https://doi.org/10.1007/978-

981-10-7563-6_53 

Wang, J., Wang, Z., Li, X., & Zhou, H. (2022). Artificial 

bee colony-based combination approach to forecasting 

agricultural commodity prices. International Journal of 

Forecasting, 38(1), 21–34. https://doi.org/10.1016/ 

j.ijforecast.2019.08.006 

Wang, L., Feng, J., Sui, X., Chu, X., & Mu, W. (2020). 

Agricultural product price forecasting methods: 

Research advances and trend. British Food Journal, 

122(7), 2121–2138. DOI: 10.1108/BFJ-09-2019-0683 

Xu, X. (2020). Corn Cash Price Forecasting. American 

Journal of Agricultural Economics, 102(4), 1297–

1320. https://doi.org/10.1002/ajae.12041 

Xu, X., & Zhang, Y. (2021). Corn cash price forecasting 

with neural networks. Computers and Electronics in 

KMIS 2024 - 16th International Conference on Knowledge Management and Information Systems

378



Agriculture, 184, 106120. https://doi.org/10.1016/ 

j.compag.2021.106120 

Xu, X., & Zhang, Y. (2022). Soybean and Soybean Oil 

Price Forecasting through the Nonlinear Autoregressive 

Neural Network (NARNN) and NARNN with 

Exogenous Inputs (NARNN–X). Intelligent Systems 

with Applications, 13, 200061. https://doi.org/10.1016/ 

j.iswa.2022.200061 

Yin, H., Jin, D., Gu, Y. H., Park, C. J., Han, S. K., & Yoo, 

S. J. (2020). STL-ATTLSTM: Vegetable Price 

Forecasting Using STL and Attention Mechanism-

Based LSTM. Agriculture, 10(12), 612. 

https://doi.org/10.3390/agriculture10120612 

Zhang, D., Chen, S., Liwen, L., & Xia, Q. (2020). 

Forecasting Agricultural Commodity Prices Using 

Model Selection Framework With Time Series Features 

and Forecast Horizons. IEEE Access, 8, 28197–28209. 

https://doi.org/10.1109/ACCESS.2020.2971591 

Zhao, H. (2021). Futures price prediction of agricultural 

products based on machine learning. Neural Computing 

and Applications, 33(3), 837–850. 

https://doi.org/10.1007/s00521-020-05250-6 

Predicting Agricultural Product and Supplies Prices Using Artificial Intelligence

379





AUTHOR INDEX

Agudelo, O. . . . . . . . . . . . . . 197
Akmal, M. . . . . . . . . . . . . . . 137
Alkanova, O. . . . . . . . . . . . . 130
Alves-Souza, S. . . . . . . . . . . 175
Andersen, A. . . . . . . . . . . . . 151
Antakli, A. . . . . . . . . . . . . . . . 26
Argôlo, M. . . . . . . . . . . . . . . 163
Ariyahchatraweekul, N. . . .287
Asif, S. . . . . . . . . . . . . . . . . . 137
Assimakopoulos, F. . . . . . . 371
Azeroual, O. . . . . . . . . . . . . . 187

Barbosa, C. . . . . . . . . . . . . . . 163
Bašaragin, B. . . . . . . . . . . . . . 15
Bassi, C. . . . . . . . . . . . . . . . . 175
Boissier, F. . . . . . . . . . . . . . . 120
Botman, L. . . . . . . . . . . . . . . 197
Bui, V. . . . . . . . . . . . . . . . . . . 230

Cantat, L. . . . . . . . . . . . . . . . 331
Caymazer, O. . . . . . . . . . . . . 137

De Moor, B. . . . . . . . . . . . . . 197
de Souza, L. . . . . . . . . . . . . . 175
Dionissopoulos, I. . . . . . . . . 371
Dotzki, F. . . . . . . . . . . . . . . . 256

Gama, J. . . . . . . . . . . . . . . . . . . .9
Gavrilova, T. . . . . . . . . . . . . 130
Großmann, D. . . . . . . . . . . . 137
Guruge, N. . . . . . . . . . . . . . . 206

Hagenmeyer, V. . . . . . . . . . . 316
Helander, N. . . . . . . . . . . . . . 356
Hellsten, P. . . . . . . . . . . . . . . 356
Herr, P. . . . . . . . . . . . . . . . . . 280

Ibujés-Villacís, J. . . . . . . . . . . 48

Kaitosalmi, J. . . . . . . . . . . . . 246
Karlsen, R. . . . . . . . . . . . . . . 151
Kauttonen, J. . . . . . . . . . . . . 362
Khan, U. . . . . . . . . . . . . . . . . 362
Khlaisang, J. . . . . . . . . . . . . 287
Kiiskilä, P. . . . . . . . . . . . . . . 238

Knollmeyer, S. . . . . . . . . . . .137
Kocak, S. . . . . . . . . . . . . . . . 108
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