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General Information

Challenges 2024

The international school & conference on current challenges in chemical physics and theoreticalchemistry Challenges 2024 aims at bringing together quantum chemists and physicists acrossvarious multidisciplinary fields of science. The conference themes span from the development ofmodern electronic structure theorymethods to their application in classical and quantummoleculardynamics simulations, astrophysics, linear and nonlinear molecular spectroscopy. Key lectures onapplication of machine learning techniques in high-tech production and on innovation technologiesfor high-performance computing will be delivered by industrial representatives. To complement amore traditional program, which will include plenary and invited talks as well as poster sessions,round-table discussions on hot topics will be organized. This event will be an excellent opportunityto engage in new collaborations with scientific groups across Russia and abroad, as well as withindustrial partners.

Summer school

The summer school on modern electronic structure theory methods and high-performance com-puting will be held within the conference. The participants of the school will be granted certificatesof advanced training from the MSU School of Advanced Engineering Studies.

Themes

• Quantum Theory• Computational and Theoretical Chemistry• Machine Learning and High-Performance Computing• Molecular Spectroscopy and Physics of Planetary Atmospheres• Radiative Aspects of Climate Modeling and Remote Sensing• Photoinduced Processes in Molecules

Round-table discussions

• Classical and quantum dynamics in molecular spectroscopy• Modern Software for Modeling Electronic Structure and Properties of Molecular Systems• Science and industry collaboration• Photoinduced nonadiabatic molecular dynamics
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Organizers

• Joint Stock Company RT-Techpriemka, Moscow• Department of Chemistry, Lomonosov Moscow State University, Moscow• Institute of Quantum Physics, Irkutsk• Petersburg Nuclear Physics Institute, Gatchina• Moscow Institute of Physics and Technology, Dolgoprudny• Obukhov Institute of Atmospheric Physics Russian Academy of Sciences, Moscow
Program committee

Anastasia V. Bochenkova Lomonosov Moscow State University, Moscow, Russia, co-chair
Andrei A. Vigasin Obukhov Institute of Atmospheric Physics, Russian Academy ofSciences, Moscow, Russia
Nadezhda M. Vitkovskaya Irkutsk State University, Irkutsk, Russia
Konstantin V. Kazakov Obukhov Institute of Atmospheric Physics, Russian Academy ofSciences, Moscow, Russia; Institute of Quantum Physics of IrkutskNational Research Technical University, Irkutsk, Russia, co-chair
Alexander P. Kouzov Saint Petersburg State University, Saint Petersburg, Russia
Alexander V. Mitin Moscow Institute of Physics and Technology, Dolgoprudny, Russia
Igor V. Ptashnik Zuev Institute of Atmospheric Optics, RussianAcademyof Sciences,Tomsk, Russia
Andrey V. Stolyarov Lomonosov Moscow State University, Moscow, Russia
Leonid A. Surin Institute of Spectroscopy of Russian Academy of Sciences, Troitsk,Moscow Region, Russia
Anatoly V. Titov Konstantinov Petersburg Nuclear Physics Institute, NRC "Kurchatovinstitute", Gatchina, Leningrad region, Russia
Mikhail Yu. Tretyakov Federal research center Gaponov-Grekhov Institute of AppliedPhysics, Russian Academy of Sciences, Nizhny Novgorod, Russia

Organization committee

Denis V. Kononchuk Joint Stock Company RT-Techpriemka, industrial coordinator
Anastasia V. Bochenkova Lomonosov Moscow State University, co-chair
Konstantin V. Kazakov Institute of Quantum Physics, co-chair
Artem A. Finenko Lomonosov Moscow State University, scientific secretary
Daniil N. Chistikov Lomonosov Moscow State University, scientific secretary
Vladimir E. Bochenkov Lomonosov Moscow State University, IT support administrator
Denis A. Firsov Lomonosov Moscow State University, IT support administrator
Ksenia I. Vlasova Irkutsk National Research Technical University, designer
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List of Abstracts – Invited Talks

How true are our estimates of PES based on experimental data:
A theorist’s view of internal rotation barriers

V.A. Bataev1

Department of Chemistry, Lomonosov Moscow State University, Moscow, Russia
In the experimental studies of the structure and conformational dynamics of non-rigid moleculesbased on the methods of vibrational or electron-vibrational spectroscopy, the heights of barriersto conformational transitions and potential functions of internal rotation are obtained by solvinginverse vibrational problems.
In this case, the vibrational Schrödinger equation is solved using the variational principle, andthe desired structural information (conformer energy differences and conformational transitionbarriers) is obtained from the optimal effective potential functions. The described problems aremathematically incorrect: they usually do not have a unique solution and, moreover, their solutionsare often unstable with respect to small variations in the initial data.
The described approach remains productive only if the set of coordinates used (in practice it isusually one coordinate — a one-dimensional approximation) for constructing the PES (PotentialEnergy Surface) sections properly represents the selected nuclear motions of the molecular system.Analysis of the shape of the PES often allows one to qualitatively evaluate the adequacy of thechosen coordinate to the problem being solved, for example, by the degree of curvature of theminimal energy path without much effort. The data on the shape of the PES are obtained fromquantum-chemical calculations, and largely due to this, the use of quantum chemistry methodsin the processing of experimental data from molecular spectroscopy has become the modernstandard for such studies.
However, the kinetic part of the Hamiltonian does not lend itself to such a simple analysis. Anexample of insufficient consideration of the features of the kinetic part of the Hamiltonian is thealmost twofold discrepancy in the estimates of the barrier to internal rotation in the benzaldehydemolecule, obtained by various methods of quantum chemistry and from three sets of experimentaldata [1].
Using the example of molecules containing planar fragments (benzene, furan, and others rings),the report discusses the structural features of molecular systems in which internal rotation canhave a multimode character due to the relatively large off-diagonal elements of the matrix ofkinematic coefficients B. The author presents an attempt, by comparing the results of one- andtwo-dimensional vibrational problems based on quantum-chemically calculated PES cross sections,to evaluate possible errors in the one-dimensional model and the stability of the inverse problemfor internal rotation, which has a complex character.
References
[1] Godunov I. A., Bataev V. A., Abramenkov A. V., et al., 2014, J. Phys. Chem. A, 118, 10159
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Current state of the coupled cluster method in quantum chemistry: present
situation, objectives, and challenges

D.S. Bezrukov1

1 Lomonosov Moscow State University, Faculty of Chemistry
In today’s literary realm, it is a common notion that the coupled cluster method serves as anoptimal tool for calculating the ground state energy of molecular systems composed of severaldozen atoms. Over the past decade, we’ve witnessed a surge in theoretical research focusing on theevolution of this method to enable calculations involving excited states or systems encompassinghundreds of atoms.
The first portion of this report presents a comprehensive overview of the method’s basic principlesand the current status quo. The challenges of dimensional consistency, the incorporation ofan exponential ansatz, and the derivation of the method’s operative equations are highlighted.Evolution of the method, in terms of quantum computing and machine learning implementations,is depicted. The progression towards f12 and EOM approaches, as well as the orbital localizationmethod to lessen computational complexity, is also detailed.
The secondary part centers around the issue of molecular systems’ property calculations. Giventhe fact the original design of the coupled cluster method is not intended for calculating the wavefunction, in practical terms the linear response method is utilized to compute properties thusobtaining density matrices of the necessary order. An explanation follows regarding the principalstrategies for these mathematical entities’ calculation and their subsequent analysis.
The final portion discloses unique results derived from our research team studies. A technique forcalculating the operational expressions for arbitrary order’s coupled clusters methods is unveiled,this extends to both the excitation operator amplitudes and single particle densitymatrix calculationcoefficients. The procedure involved in numerical optimization of the computation algorithmthrough intermediate expression calculation is delineated. The demonstration of using a twoparticle density matrix to analyze basis completeness in van der Waals system calculations isshown.
Funding The author is grateful to the Russian Science Foundation for financial support of project22-23-01180.

7



Radiolabeled carbon-based nanostructures for targeted delivery to tumor cells

A.A. Borisenkova1,2

1 St. Petersburg State Technological Institute (Technical University); 190013, St. Petersburg, Russia
2 Petersburg Nuclear Physics Institute named by B.P. Konstantinov of National Research Centre«Kurchatov Institute»; 188300, Gatchina, Russia
Despite significant advances in therapeutic and diagnostic approaches, successful cancer treatmentremains challenging. Cancer treatments such as surgery, chemotherapy, ionizing radiation therapy,immunotherapy, hyperthermia, photodynamic therapy, hormonal therapy, and combination ther-apy have several critical disadvantages, such as low efficacy, unfavorable pharmacokinetics andpoor bioavailability, serious side effects, low specificity, and , as a result, toxicity to healthy cells.Carbon-based nanomaterials (CBN), which are complex multifunctional structures, can improve theeffectiveness of traditional cancer treatment methods [1]. CBN can act as carriers for the delivery ofsignificant quantities of radionuclides, as well as agents for targeted delivery by attaching variousligands. Various types of CBN, including carbon nanotubes [2], graphene [3], fullerenes [4], havebeen used to improve radionuclide delivery and even as theranostic systems.
In our study, folic acid (FA) functionalized fullerenes are used as a carrier of the radioactive isotope
177Lu. FA has been used as a vector for folate receptors (FR) overexpressed by certain types oftumor cells. Polyvinylpyrrolidone (PVP) was used as a biocompatible linker that increases thesolubility of fullerene and FA in water.
The synthesized FA-PVP-C60 conjugate has the parameters necessary for use in therapy or diagnos-tics, namely, it has good biocompatibility and stability both in aqueous solutions and in culturemedia containing salts, amino acids, proteins and other components of biological fluids. In addi-tion, the increased accumulation of the conjugate in cells with overexpression of folate receptorsindicates the possibility of using it for delivery to target cells. At the same time, the accumulationof the drug does not lead to a decrease in the viability of FR-positive cells compared to FR-negativeones, since the conjugate demonstrates the absence of toxicity for the different types of cells usedin our study. Despite the fact that our data contradict previously obtained information about theincreased toxicity of C60 towards tumor cells, this fact opens up a good opportunity for furthermodification of the obtained conjugate as a means for photodynamic therapy or as a targetedradiopharmaceutical.
Funding The work is supported by the Russian Science Foundation grant no. 23-73-01085.
References
[1] Jaymand M., Davatgaran Taghipour Y., Rezaei A., et al., 2021, Coord. Chem. Rev., 440, 213974[2] Wang J. T.-W., Spinato C., Klippstein R., et al., 2020, Carbon, 162, 410[3] Swidan M. M., Essa B. M., Sakr T. M., 2023, Cancer Nanotechnol., 14, 6[4] Peng Y., Yang D., Lu W., et al., 2017, Acta Biomater., 61, 193
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Applications of quantum chemistry for mapping electron transfer pathways in
photoinduced DNA repair

T. Domratcheva

Chemistry Department, M.V. Lomonosov Moscow State University, Moscow, Russia
Absorption of UV photons by DNA leads to the formation of photodimes between the adjacentpyrimidine bases which is detrimental for DNA biological function. In some organisms thesephotodimers are inverted by photolyase enzymes operating by means of photoinduced electrontransfer. Photoexcited flavin cofactor of photolyases serves as an electron donor to the photodimes.The quantum yield of the repair reaction is determined by competing forward and backwardelectron transfer reactions. Studies of photolyases [1] are focused on identifying electron transferpathways that control the repair quantum yield. Determination of the photolyase 3D structure

(1)

(2)

(3)

Figure 1: Electron transfer pathways of photoinduced DNA repair. Flavin photoexcitation initiatesDNA repair (1), the excited flavin donates an electron to the DNA lesion (2), back electrontransfer from the DNA lesion to flavin reduces the repair quantum yield (3). Multireferencequantum chemistry calculations provide excitation energies and dipole moments forevaluating electron transfer rates.
initiated computational investigations of the DNA photorepair reactions. One issue to be addressby computational studies is evaluation of electron transfer rates to facilitate comparison withexperimental findings. We apply multireference quantum-chemistry calculations for characterizingelectron transfer between the flavin and DNA lesion (see Figure). In particular, themaximal electrontransfer rates are estimated from the excited state calculationswith the help of generalizedMulliken-Hush scheme. The obtained maximal rates map the most probable electron transfer pathways andrender some previously suggested pathways [1] to be inconsistent with experimental observations.The analysis of maximal rates establishes that energy tuning, e.g. via electrostatic interactions, iscrucial for increasing the repair quantum yield. The obtained results pave the way to evaluatingcontroversial proposals and to eventually establishing the mechanism of photoinduced DNA repairby combining computational and experimental results.
Funding The work is supported by the Russian Science Foundation grant no. 22-23-00418.
References
[1] Yamamoto J., Plaza P., Brettel K., 2017, Photochem. Photobiol., 93, 51
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Electronic cylindrical waves in nanotubes

P.N. D’yachkov1

1 Quantum Chemistry Laboratory, Kurnakov Institute of General and Inorganic Chemistry, RussianAcademy of Sciences, Moscow, Russia,
Nanotubes are the nanometer-scale chemical compounds with cylindrical geometry having differ-ent compositions and structures. All the single-walled nanotubes can be constructed by rolling upa monoatomic sheet and can differ in their chiralities and diameters. They are currently the focusof intense multidisciplinary studies because of their unique physical and chemical properties andtheir prospects for practical applications in molecular electronics and spintronics that are perhapsthe most intriguing area of nanotechnology. Particularly, the carbon nanotubes are the aromaticconjugated compounds, and theoretical simulation of their electronic structure has received muchattention since 1992, when the first calculations for the band structures of all-carbon nanotubeswere done using the π-electron tight-binding techniques. We are developing a linearized aug-mented cylindrical wave (LACW) method for the nanotubes band structure. The LACW method isan extension for the one-dimensional multiatomic systems with tubular structure of the linearizedaugmented plane wave (LAPW) theory well-known for the bulk materials. Now the LAPW techniqueand calculations have reached the point at which, with the aid of computers, a solution of the bandstructure problem may be obtained for particular nanotubes, including those with heavy metalslike the gold tubules. The main argument for using cylindrical waves is to account for the cylindricalgeometry of the nanotubes in an explicit form that offers the obvious advantages.
Here we give the physical basis and detailed exposition of the LACWmethod. The experimentaldetection of spin-orbit gaps in the nanotubes stimulated an interest to the spin-dependent bandstructure calculations of tubules, and a relativistic version of LACW theory is presented. The nan-otubes may have various atomic-scale point impurities, which can appear during the nanotubegrowth or can be created by external action in order to change the nanotubes composition andproperties. Based on the LACW and Green’s function techniques, a method for calculating theelectronic structure of the point substitutional impurities in nanotubes was developed. This ap-proach is closely related to the Green’s function method designed for the point defects in thebulk materials. The LACW method was used to study the electronic structure of double-walledcarbon nanotubes and single-walled tubules embedded in a crystal matrix. Similar to the LAPWmethod, the LACW technique is also applicable to non-carbon inorganic compounds up to the goldand platinum tubules; the calculations of non-carbon systems do not require any new methodicalreceptions [1].
We demonstrate the results of application of the LACW method to the various carbon and non-carbon, achiral and chiral, pure, intercalated, and doped single-walled, double-walled, and embed-ded nanotubes and nanowires [1, 2, 3, 4, 5, 6, 7]. These results are used for a deeper understandingof the properties of specific materials and their practical use in nanoelectronics. Particularly, wepredict a formation of a Rashba effect in the nonchiral hexagonal and gear-like armchair and zigzagsilicon nanotubes (SiNTs) [2]. We determine the spin-dependent band structures as well as theelectron and spin transport and formation of magnetic field in the single-walled chiral gold andplatinum nanotubes [3, 4, 5, 6, 7]. It is shown that very large electromagnetic fields can be realizedin the nano-volumes using the gold nanotubes solenoid nanoantennas and that the eigenfrequen-cies of field components lie in the x-ray range. We show that spin transport and chirality inducespin selectivity in nanotubes can be controlled by the twisting, stretching, and compression oftubules.
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Funding The study was supported by a grant from the Russian Science Foundation No. 24-23-00037,
https://rscf.ru/project/24-23-00037/.
References
[1] D’yachkov P., 2019, Quantum Chemistry of Nanotubes: Electronic Cylindrical Waves. CRC Press, Taylorand Francis: London and New York[2] D’yachkov E. P., D’yachkov P. N., 2019, J. Phys. Chem. C, 123, 26005[3] D’yachkov P. N., D’yachkov E. P., 2022, Appl. Phys. Lett., 120, 173101[4] D’yachkov P. N., 2021, Chem. Phys. Lett., 782, 139032[5] D’yachkov P. N., 2020, Nanotechnology Engineering[6] D’yachkov P. N., 2020, Chem. Phys. Lett., 752, 137542[7] D’yachkov P. N., Krasnov D. O., 2019, Chem. Phys. Lett., 720, 15
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High resolution infrared spectroscopy as a tool to study the Mars’ and Venus’
atmospheres
A. Fedorova1

1 Space Research Institute RAS, 84/32 Profsoyuznaya str., Moscow 117997, Russia
Mars and Venus are our nearest neighbors and, in contrast to Earth, they have the CO2 atmosphere(∼96%) with other gases, such as Ar, N2, CO, O2, H2O, HCl, O3, as minor species. The investigationof their climate system, the dynamical phenomena and a composition are in priority of spacemissions and large ground-based telescopes. The effective tool to decide these tasks is the infraredspectroscopy, benefiting from ro-vibrational spectral bands of atmospheric gases in the IR range.
High-resolution spectroscopy occupies a special place here, since it allows to search trace gases,measure isotopic ratios and study the atmospheric structure. It has a long history of providingthe compositional discoveries on both planets. The ground-based telescopes with high resolutionspectrometers like CRIRES, TEXES, SCHELL, NIRSPEC and others [1], allowed mapping of waterdistribution, HDO/H2O ratio on both planets, H2O2 onMars and SO2 on Venus, discovered methaneon Mars.
The first orbital high-resolution IR spectrometer on Venus was SOIR onboard Venus-Express workingfrom 2006 to 2015 and provided information about vertical distribution of many gases in Venus’mesosphere at latitudes from 70 to 110 km and atmospheric density and temperature [2]. OnMars, the first high resolution IR spectrometers were delivered in frame of Trace Gas Orbiter (TGO)Exomars mission. The Atmospheric Chemistry Suite (ACS) [3] and NOMAD [4] cover the spectralrange from visible to long-wavelength infrared and provide 3D spatial distribution and temporalvariations of atmospheric constituents from nadir and solar occultation measurements. Amongtheir discoveries: the first detection of HCl and its seasonal variations in the Martian atmosphere,first observation of the magnetic dipole CO2 absorption band at 3.3 µm, study of carbon andoxygen isotopes in H2O and CO2 and seasonal and spatial variations of HDO/H2O ratio as a tracerof water evolution on Mars, hunting for methane, phosphine and volcanic gases, study of aerosols,thermal structure and water vertical distribution in the wide range of altitudes from troposphereto thermosphere , seasonal cycles of non-condensable CO and O2.
The success of TGO and Venus-Express has shown that high-resolution IR spectrometers are veryeffective in studying the atmosphere from orbit. Recently selected new missions to Venus, whichplan to be launched next decade, include such kind of spectrometers. VenSpec-H spectrometer forEnVision (the new European mission to Venus) and VIKA, a set of near and mid-IR spectrometers,for Venera-D will continue a study of the CO2 atmosphere of Venus from its orbit.
Based on the success in the Solar System, the ground-based high-resolution spectrometers are beingconsidered as a promising tool for detecting molecules in atmospheres of terrestrial exoplanets.Together with James Webb telescope (JWST) instruments launched in December 2021 they opennew challenges in discovering of exoplanetary atmosphere composition.
References
[1] Encrenaz T., 2022, Icarus, 376, 114885[2] Vandaele A., Chamberlain S., Mahieux A., et al., 2016, Adv. Space Res., 57, 443[3] Korablev O., Montmessin F., Trokhimovskiy A., et al., 2018, Space Sci. Rev., 214, 7[4] Vandaele A. C., Lopez-Moreno J.-J., Patel M. R., et al., 2018, Space Sci. Rev., 214, 24
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Fractional Fourier Transform and distributions in the phase space

M.E. Gorbunov1,2, O.A. Dolovova1

1 A.M.Obukhov Institute of Atmospheric Physics, Russian Academy of Sciences, Pyzhevsky per. 3,Moscow 119017, Russia
2 Hydrometcenter of Russia, Bolshoy Predtechensky per. 13, building 1, Moscow, 123376, Russia.
The concept of the phase space plays a key role in the analysis of oscillating signals. For a 1-D signal,the coordinates of the 2-D phase space are the observation time and the instant frequency. Formeasurements of propagating wave fields, the time and instant frequency are linked to the spatiallocation and wave normal, defining a ray. In this case, the phase space is also termed the ray space.Distributions in the ray space find important applications in the analysis of radio occultation (RO)data because they allow the separation of interfering rays in multipath zones. Examples of suchdistributions are the spectrogram, Wigner distribution function (WDF), and Kirkwood distributionfunction (KDF). In this study, we analyze the application of the fractional Fourier transform (FrFT)to the construction of distributions in the ray space. The FrFT implements the phase space rotation.We consider the KDF averaged over the rotation group and demonstrate that it equals the WDFconvolved with a smoothing kernel. We give examples of processing simple test signals, for whichwe evaluate the FrFT, KDF, WDF, and smoothed WDF (SWDF). We analyze the advantages of theSWDF and show examples of its application to the analysis of real RO observations.
Consider a generic signal ψ(x) as a function of coordinate x. This signal can be both u(t)/ur(t) or
û(p). If the signal is quasi-monochromatic, it can be written as follows:

ψ(x) = A(x) exp

(
ik

∫
ξ(x)dx

)
,

where ξ is the momentum conjugated to the coordinate x, and k is the wavenumber in wavepropagation problems, or the inverse Planck constant 1/h̄ in quantum mechanics. More generally,
k is a problem-specific scaling factor. In the general case, the signal is a superposition of quasi-monochromatic signals. The dependence ξ(x) in the simplest case, or the set of dependencies
ξj(x) for multiple quasi-monochromatic components of the signal, specify the structure of the raymanifold.
In the interpretation of RO data, we have observations of ψ(x) and we need to recover the compli-cated structure of ray manifold [1, 2]. There are different approaches to this problem. One of themuses the linear representations of wave fields implemented by FIOs [1]: thewave field is transformedinto the representation of the impact parameter, which in most cases ensures the single-valuedprojection of the ray manifold. The other approach uses the non-linear representations of wavefields and operates with the pseudo-density in the whole phase space. The maximums of thepseudo-density follow the ray manifold, regardless of the type of its projection to any specificcoordinate axis. In this study, we follow the latter approach.
The distribution function in the ray space is the symbol of the quantum density operator. Becauseoperators ξ̂ and x̂ do not commute, the symbol depends on the chosen ordering of these operators.If we choose the symmetric, or Weyl ordering, we arrive at the WDF [2, 3]:

ρW (x, ξ) =
k

2π

∫
ψ
(
x− s

2

)
ψ∗

(
x+

s

2

)
exp (iksξ) ds,
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where ψ∗ is the complex conjugate of ψ. If, however, we choose the x̂ξ̂ ordering, we arrive at theKDF [4, 5]:
ρK (x, ξ) =

√
−ik
2π

exp (−ikxξ) ψ (x) ψ̃∗ (ξ) ,

where ψ̃(ξ) is the Fourier transform of ψ (x).
There is a relationship between these two distributions [5]:

ρK (x, ξ) = ρW (x, ξ) ∗ TK
W (x, ξ) , , TK

W (x, ξ) =
k

π
exp (−2ikξx) .

where the asterisk denotes convolution.
Consider the rotation of the phase space (x, ξ) → (y, η) by angle α. The corresponding FIO hasthe following form [5]:

ψ̃α (y) = F̂αψ (y) =
1√

2πi sinα

∫
exp

(
i
y2 cosα− 2xy + x2 cosα

2 sinα

)
ψ (x) dx.

This transform is termed the fractional Fourier transform (FrFT) [6]. For α = π/2 it turns into theFourier transform, and it possesses the group property:
F̂α+β = F̂αF̂β.

From the tomographic definition of the WDF [2] it follows that it is invariant with respect to phasespace rotations:
ρWα (y (x, ξ, α) , η (x, ξ, α)) = ρW (x, ξ) .

Unlike the WDF, the KDF does not possess such a nice property. However, we can consider itsaveraging over phase space rotations. Then, using the fact that convolution commutes withrotations, we can infer
1

2π

∫ 2π

0

ρKα (y (x, ξ, α) , η (x, ξ, α)) dα = ρW (x, ξ) ∗ 1

2π

∫ 2π

0

TK
W (y (x, ξ, α) , η (x, ξ, α)) dα.

The integral in the right-hand part evaluates analytically:
1

2π

∫ 2π

0

TK
W (y (x, ξ, α) , η (x, ξ, α)) dα =

1

π
J0(x

2 + ξ2),

where J0 it the Bessel function. Therefore, the averaging of the KDF evaluated for the FrFTs ofthe signal, with different rotation angles, results in the WDF convolved with the smoothing kernel,which is close to the Fresnel transform of the WDF [7]. We will denote the smoothed WDF (SWDF)
ρWK
α . Figure 1 shows an examples of processing COSMIC-2 data. We chose RO events withdeep penetration, indicating a complicated multipath propagation structure. The analysis wasperformed in the time domain. For the analysis, we chose the tropospheric part of the signal.COSMIC-2 observations have a sampling rate of 100 Hz. We down-sampled the signals to 50 Hzbecause in most cases the signal spectrum lies within a 50 Hz band [8]. We plotted the WDF andSWDF in the time–frequency coordinates, where the frequency is understood as the differencebetween the Doppler frequencies of the measured signal and the reference one. According to thesampling rate, the frequency lies between −25 and 25 Hz. In all the cases, the WDF indicates a
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Figure 1: COSMIC-2 setting RO event observed on 15 May 2020 UTC 12:29, 0.65◦N 167.78◦E. Left:WDF, right: SWDF.
complicated structure, where the ray manifold is traced at a high resolution, but it is mixed witha lot of additional oscillating structures. The SWDF allows a significantly clearer visualization ofthe ray manifold and suppresses most of the additional oscillating structures. This is achieved at aprice of a lower resolution.
Funding The work is funded by the state assignment of A.M.Obukhov Institute of AtmosphericPhysics (FMWR-2022-0016).
References
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Modern predictive quantum chemical calculations for thermochemistry and ki-
netics: procedures and limitations

V.G. Kiselev1,2,3
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2 Novosibirsk State University, 1 Pirogova Str., 630090 Novosibirsk, Russia
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Highly accurate theoretical values of formation enthalpies, bond energies, and activation barriersof elementary reactions are crucial for reliable quantitative modeling of reaction mechanisms andmany related issues (e.g., estimations of the detonation parameters of energetic materials, EM).However, due to the prohibitive computational cost, high-level ab initio calculations had beenimpractical for a large number of "medium-size" molecules, containing dozens of CNOF atoms. Thewidely used DFT calculations very often could not provide the uniform "chemical accuracy" (∼1kcal mol−1) and, ultimately, the convincing mechanistic evidence on the decomposition pathwaysof important EMs.
Here I will report on the recent methodological advantages in the theoretical thermochemistry andkinetics achieved with the use of novel explicitly correlated (CCSD(T)-F12) and local modificationsof the coupled cluster technique (DLPNO-CCSD(T)). The benchmarking on a representative setof EM made in the present work revealed that both approaches do not deteriorate the qualityof the coupled cluster procedure. More specifically, we obtained the accurate bond energiesfor novel promising energetic materials CL-20 and octanitrocubane. These values are ∼10 kcalmol−1 more accurate than the best available theoretical values so far. In addition, due to the veryfavorable scaling with the size of the molecule, this level of theory is still affordable, e.g., for thedimers of the latter species. The obtained highly accurate activation barriers and bond energiesare particularly useful for benchmarking and calibration of the existing force fields, which areindeed highly desirable for reliable predictions of thermal decomposition and detonation-relatedphenomena of energetic materials.
As a rule, DLPNO-CCSD(T) allows for routine QZ-quality coupled cluster calculations with reasonableturnaround computational times for the energetic species comprised of∼30-40 non-H atoms. Ina more general sense, this offers a new level of predictive computational thermochemistry andkinetics for important EMs. The reliable DLPNO-CCSD(T) key thermochemical values comprise aviable step beyond the commonly used DFT procedures.
We also proposed a new approach for the determination of standard (solid) state enthalpy offormationof EM based on complementary high-level quantum chemical calculations (W1-F12 andW2-F12) of the gas-phase values and advanced thermal analysis techniques yielding sublimationenthalpies. We performed a massive benchmarking of the proposed procedure on a large set ofEMs.
Funding This work is supported by the Russian Science Foundation (project 22-13-00077). Thesupport by the Supercomputer Center of Novosibirsk State University is also acknowledged.
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Applying machine learning methods to optimize production processes, identify
safety threats and improve management systems

D. Kononchuk1

1 JSC RT-Techpriemka
Currently, the main trend in the development of quality management systems is the digitalizationof business processes. Modern digital technologies can significantly improve the effectiveness ofmany quality management tools. Today, one of the main digital technologies being introduced intoproduction for the purpose of quality control is artificial intelligence technology. The CompetenceCenter for the Quality Management System of the Rostec State Corporation (JSC RT-Tekhpriemka)has the necessary experience and competencies both in the field of quality management in generaland in the application of machine learning technologies in particular. The work examines the resultsof the implementation of projects of the Competence Center in the interests of the largest industrialenterprises and government bodies in Russia. The main result of the work is the substantiation ofthe need and feasibility of the widespread practical use of classical methods of predictive analyticsand proactive management in order to optimize production processes, identify security threats andimprove management systems. In comparison with other materials related in topic and purpose,the work contains the results of a system analysis of the subject area of quality management bothwithin the framework of traditional management processes and in terms of the use of end-to-endtechnologies for effective digitalization and digital transformation, and also provides the results ofan analysis of the successful implementation of specific methods of machine learning and artificialintelligence in the practice of functioning of modern industrial enterprises.
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Assessing containerisation overhead for running Firefly quantum chemistry pro-
gram

A.A. Moskovsky1,2 S.S. Konyukhov2

1 M.V. Lomonosov Moscow State University Chemistry Department, Laboratory of Quantum Chem-istry and Molecular Modelling
2 RSC Group
Containerisation technology is widely used nowadays in various software stacks including thoserequire high performance from underlying hardware platforms [1, 2]. The Artificial Intellect (AI)and Deep Learning (DL) may be the most vivid examples. The Firefly quantum chemistry programis quite popular in the theoretical chemists community with thousands of users around the world.Unfortunately, Firefly is is notoriously difficult to install, as highly-optimized kernel require legacy32-libraries to work. We hope that containerisation approach can be beneficial to Firefly quantumchemistry program, but the related overhead is an open question. Thus in this work we compareexecution time of Firefly for test jobs in both native and containerised environments. It was usedcomputational server with following configuration:

• CPU 2x Intel(R) Xeon(R) CPU E5-2603 v4@ 1.70GHz w/o hyperthreading• memory DDR4 2133 MHz 128 GB;• server board Intel(R) S2600WT2R;• hypervisor VMware ESXi™, client version 1.33.4, ESXi version 6.5.0.
Containerised environment was obtained by Docker containerization system running on 1 or 2virtual machines (denoted further as vnodes) under Rocky Linux 9 operating system government.The total number of containers within vnodes was 0 for native and 1/2/4/8 for containerised mode.In test series with 2 vnodes, containers were evenly distributed between them. Our Docker imagewas based on Rocky Linux 9 Minimal image (rockylinux:9.0-minimal) and NLKNguyen:alpine-mpichimage [3] from the public Docker repository [4].

Table 1: Mean runtime for tests with fixed input size.
User+System Time, secNative Containerization Delta1 vnode 1 MPI-process 73.9 (0.4) 73.8 (0.5) -0.12 MPI-processes 43.4 (1.4) 42.0 [0.2] -1.44 MPI-processes 26.5 (1.0) 25 [2.2] -1.58 MPI-processes 19.5 (1.2) 17.4 [1.9] -2.12 vnodes 2 MPI-processes 42.8 (1.0) 41.7 (0.8) -1.14 MPI-processes 30.0 (1.4) 27.75 [0.03] -2.258 MPI-processes 25.1 (1.7) 24 [2.5] -1.1Notifications: (. . .) - standard deviation, sd; [. . .] = max−min ≈ 2sd

To run our test calculations we used Firefly quantum chemistry software(version 8.2.0/mpich1for Linux, 32-bit) [5]. As test job we chose optimization of geometry configuration of n-propanemolecule by quadratic gradient descent method and DFT/B3LYP5 approximation (basis set 6-31G*,61 basis set functions). For one series of test runs we fixed the number of optimization steps to 12and increased it proportionally with a number of MPI-processes in another series (12/24/48/96optimization steps for 1/2/4/8 MPI-processes, respectively). During test runs all MPI-processeswere evenly distributed among containers. We run 32 tests for each meta-parameters combination
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such as nodes/containers/MPI-processes. Then we used average numbers for analysis. Time mea-surements were done with the help of strace profiler and duplicated by Firefly outputs (wall time).Usage of strace profiler functionality allowed us to evaluate the influence of containerization onvarious quantities which describe runtime process e.g. user and system runtimes or number ofsystem calls. Moreover, our tests show that profiler overhead was negligibly small in comparisonto the variance of job execution times. Test job execution times for fixed numerical complexity i.e.for fixed number of optimization steps are presented in the table below. On the Figure 1 we showthe graph of execution time respectfully to MPI-process number for two modes (containerised andnative), when number of optimization steps increased proportionally to MPI-processes number(weak scaling). The comparison of various quantities, such as mean execution time, standard
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Figure 1: Execution time for scaled input test (1 vnode).
deviation of runtime, system time to wall time ratio and so on, measured for all MPI-processes(i.e. for master rank as well as slave ranks) revealed that in the case of relatively small computa-tional complexity and in the case of parallel multiprocess computation there is no performancedegradation of containerised Firefly run versus native Firefly execution. Moreover, choosing theright distribution of containers on nodes it is possible to reduce execution time. We attribute theperformance gains to better memory localization and execution of some system calls in user modeby containerised version. Thus we conclude that Firefly can be successfully containerised and takefull advantage of simplified software configuration management, resource allocation and capping,as provided by this infrastructure solution.
References
[1] Al-Rayhi N., Salah K., Al-Kork N., et al., 2018, International Conference on Innovations in InformationTechnology (IIT), Al Ain, United Arab Emirates, 75–80[2] Li Z., Kihl M., Lu Q., et al., 2017, IEEE 31st International Conference on Advanced Information Networkingand Applications (AINA), Taipei, Taiwan, 955–962[3] Nguyen N., Bein D., 2017, IEEE 7th Annual Computing and Communication Workshop and Conference(CCWC), Las Vegas, NV, USA, 1–7[4] Docker Hub, https://hub.docker.com/[5] Granovksy A., Firefly version 8, http://classic.chem.msu.su/gran/firefly/index.html
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Raman spectra induced by binary collisions: retrospective and the current status
of research

A.P. Kouzov1

1 Saint-Petersburg State University, Saint Petersburg, Russia
In the dipole approximation, the parity-changing transitions in centrosymmetric molecules are for-bidden in Raman, but the ban is lifted due to collisions in a real gas. The thus arising intermolecularinteractions not only perturb the dynamics of molecular degrees of freedom, but – what is moreimportant for the considered subject – induce additional terms of microscopic polarizability forwhich the selection rules valid for isolated molecules do not hold. Because of the weakness of theinduced polarizability, which is 2-3 decades smaller than the polarizabilities of free molecules, thediscovery of Collision-Induced Raman Spectra (CIRS) occurred in 1969, soon after the advent oflaser sources. There are two characteristic CIRS features in gas under the binary-collision regime,(1) quadratic scaling of the intensity with density, and (2) anomalously large width of CIRS bandsand lines. The second feature is explicable by short collision durations (about one picosecond)when the induced polarizability is distinct from zero. As a result, the CIRS band shapes, like thoseof collision-induced absorption, provide a direct information on the intracollisional dynamics. Thisis in sharp contrast with the case of allowed spectra whose transformation with density usuallydoes not require a detailed picture of intracollisional evolution.
The CIRS advancements will be traced and typical spectral patterns will be demonstrated. Fora deeper insight into the integrated CIRS characteristics, we are to consider different inductionmechanisms of collisional polarizability, with their history amazingly dating back to 1917 (the well-known “dipole-induced dipole” model), i.e., long time ago before the CIRS discovery. Now, thanksto the Feynman diagram method, one can classify and separate all long-range contributions toboth induced polarizability and dipole moment casting them into invariant expressions.
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Compound-tunable embedding potential method to model local electronic ex-
citations on f-element ions in solids: Study of Ce and Th impurities in yttrium
orthophosphate, YPO4

Y.V. Lomachuk1, A.V.Oleynichenko1,2, D.A.Maltsev1, N.S.Mosyagin1, V.M. Shakhova1, A.V. Titov1,3

1 B. P. Konstantinov Petersburg Nuclear Physics Institute of National Research Center “KurchatovInstitute” (NRC “Kurchatov Institute”–PNPI), Gatchina, Leningrad district 188300, Russia
2 Moscow Institute of Physics and Technologies (National Research University), Institutskij pereulok9, Dolgoprudny Moscow region 141700, Russia
3 Saint Petersburg State University, 7/9 Universitetskaya nab., 199034 St. Petersburg, Russia
Yttrium orthophosphate (mineral xenotime, YPO4) is characterized by high chemical and radiationresistance and is considered, along with other orthophosphates, as natural analogue of matricesfor immobilization of actinides. Due to the high symmetry of the crystal structure of this compound,quantum chemical calculations of its properties, as well as the properties of impurity ions of Ceriumand Thorium, require less computational resources and also provide more reliable results that canbe analyzed theoreticaly, compared to other orthophosphates.
For a quantum mechanical study of the states of these impurities in crystals, one need to constructcluster models, since periodic models cannot provide the required accuracy. A cluster model ofxenotime using core potentials of a special type [1, 2, 3] was constructed in [4]. The size of thiscluster model (on the order of 150 atoms with 300 electrons explicitly included in the calculation)makes it difficult to use precision electronic structure calculation methods such as coupled clusters.
In the present work, a method to simulate local properties and processes in crystals with impuritiesvia constructing cluster models within the frame of the compound-tunable embedding potential(CTEP) and highly accurate ab initio relativistic molecular-type electronic structure calculationsis applied to the Ce- and Th-doped yttrium orthophosphate crystals YPO4. Two embedded clus-ter models are considered, the “minimal” one, YO8@CTEPmin [5], consisting of the central Y3+cation and its first coordination sphere of eight O2− anions (i.e., with broken P−O bonds), andits extended counterpart, and Y(PO4)6@CTEPext, implying the full treatment of all atoms of thePO3−

4 group nearest to the central Y3+ cation. CTEPmin,ext denote here the corresponding clusterenvironment described within the CTEP method. The Fock space relativistic coupled cluster (FSRCC) theory is applied to the minimal cluster model to study electronic excitations localized onCe3+ and Th3+ impurity ions. Calculated transition energies for the cerium-doped xenotime are ina good agreement with the available experimental data (mean absolute deviation less than 0.1 eVfor 4f→5d type transitions).
Funding The work was supported by the Russian Science Foundation (Grant No. 20-13-00225,https://rscf.ru/en/project/23-13-45028/).
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Climate and its forecasting

E. Loskutov1, A. Feigin1

1 Federal research center A.V. Gaponov-Grekhov Institute of Applied Physics of the Russian Academyof Sciences, Nizhny Nivgorod, Russia
What is the climate and what is the difference between climate and weather? Climate is thestatistical characterization of the climate system and It represents the average weather over aperiod of 30 years. Earth’s climate system is a complex system with some interacting componentssuch as the atmosphere, the hydrosphere, the cryosphere, the lithosphere and the biosphere.The main driving force of Earth’s climate is the Solar radiation. Due to the uneven heating of theEarth’s surface occurs circulation in the atmosphere and oceans transports heat from the tropicalregions to high latitudes regions. What else is important to know about the climate? We will touchupon such important issues as the Earth’s heat balance, greenhouse effect, global warming and itscauses, types of climate models, climate forecasting, critical transitions in the climate.
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The possibility and expediency of using multiscale modeling to predict and de-
scribe the structure and properties of new carbon nanocomposite materials
based on polylactic acid for medical purposes

Zh.B. Lyutova1,2

1 St. Petersburg State Institute of Technology (Technical University); 190013, St. Petersburg, Russia
2 Petersburg Nuclear Physics Institute named by B.P. Konstantinov of National Research Centre“Kurchatov Institute”; 188300, Gatchina, Russia
One of the modern strategies of regenerative medicine and tissue engineering in the field ofbone grafting is the use of implants capable of integration with native tissues. Materials beingperspective for these purposes should at once show sufficient biocompatibility, antibacterial andanti-inflammatory activity, have suitable mechanical and surface characteristics, and biodegrade tonon-toxic compounds in a controlled manner. One of the materials with a number of the namedcharacteristics is polylactic acid (polylactide, PLA), however, its use in the field of bone grafting haslimitations associated with its physical and mechanical properties.
Modification of PLA with carbon nanoparticles (fullerenes and their hydrophilic derivatives, relatednanocarbons: nanodiamonds of detonation synthesis and graphenes) and ionizing radiation areeffective ways to optimize the physico-chemical and biological properties of polylactide, leadingto increased hydrophilicity, improved mechanical characteristics, increased antibacterial and anti-inflammatory activity, changes in the degree of crystallinity, and also allowing for a controlledchange in the rate of biodegradation. Identifying the dependence of the structure and properties ofcomposites on the composition, method of formation and processing of the materials obtained isa laborious and multifactorial task, and clarifying the exact mechanisms of chemical and biologicalaction of carbon nano-components and their polymer composites often turns out to be inaccessiblefor experimental research. Computer modeling and simulation of energetically advantageousstructural states of nanoparticles, radicals and ions formed from these particles under the influenceof ionizing radiation, and the mechanisms of their reactions, to predict the properties of polymermaterials with nanomodifiers and the optimal conditions for obtaining andmodifying suchmaterialsmakes it possible to accelerate the development of technologies for the production of medicaldevices based on such materials. The complexity of modeling carbon nanocomposites based onpolylactide lies in their simultaneous belonging to both quantum and macromolecular systems.The solution to this problem can be the use of mathematical multiscale modeling technology [1, 2],which includes the consistent use of a number of methods to describe and predict multi-levelsystems:

• nanostructures description - density functional theory (DFT), density-functional theory-basedtight-binding (DFTB)
• simulation of dispersion of carbon nanoparticles in a polylactide matrix - dissipative particledynamics (DPD)
• simulation the effects of ionizing radiation - molecular dynamics (MD)
• biodegradation process simulation - the Monte Carlo method
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Direct simulations of ultrafast chemical dynamics with ab initiomultiple cloning
approach

D.V. Makhov, D.V. Shalashilin

School of Chemistry, University of Leeds, Leeds, LS2 9JT, United Kingdom
We present the recent developments and applications of our ab initio multiple cloning (AIMC)method [1, 2]. The idea of the method is to run non-adiabatic molecular dynamics using the basisof Gaussian coherent states moving along branching Ehrenfest trajectories, thus combining somebest features of Multiple Spawning [3] and Multiconfigurational Ehrenfest approaches [4]. Thedynamics is run “on the fly” with energies, forces and non-adiabatic coupling matrix elementsprovided by electronic structure calculations. The AIMC approach is implemented in NEXMD v2.0software package [5].
We applied AIMC method to simulate the processes of ultrafast photodynamics in a number ofmolecular systems, such as photodissociation and vibrationally mediated photodissociation (VMP)of various heterocyclic amines [6, 7, 8] and energy transfer in light harvesting dendrimers [9, 10].
Another area of our simulations is the dissociation of hydrofluorocarbon molecules after electronimpact in plasma. Hydrofluorocarbons and other fluoroorganic molecules are used in the micro-electronics industry to generate free radicals for plasma etching, one of the main technologicalprocesses in microchip production. Although AIMC was originally developed for the simulation ofnonadiabatic dynamics of excited molecules in singlet states in photochemistry, it can equally beused for the dynamics of molecules in low-energy triplet states produced by electron impact. Wehave run the simulations for two hydrofluorocarbon molecules in low triplet states and calculatedthe reaction channels branching ratios [11]. The calculations appear to yield very simple rules thatcan be used to predict dissociation channels.
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[1] Makhov D. V., Glover W. J., Martinez T. J., et al., 2014, J. Chem. Phys., 141, 054110[2] Makhov D. V., Symonds C., Fernandez-Alberti S., et al., 2017, Chem. Phys., 493, 200[3] Ben-Nun M., Martínez T. J., 2002, Ab Initio Quantum Molecular Dynamics. John Wiley & Sons, Ltd, pp439–512[4] Shalashilin D. V., 2011, , 153, 105[5] Freixas V. M., Malone W., Li X., et al., 2023, J. Chem. Theory Comput., 19, 5356[6] Green J. A., Makhov D. V., Cole-Filipiak N. C., et al., 2019, Phys. Chem. Chem. Phys., 21, 3832[7] Symonds C. C., Makhov D. V., Cole-Filipiak N. C., et al., 2019, Phys. Chem. Chem. Phys., 21, 9987[8] Makhov D. V., Shalashilin D. V., 2021, J. Chem. Phys., 154, 104119[9] Freixas V. M., Ondarse-Alvarez D., Tretiak S., et al., 2019, J. Chem. Phys., 150, 124301[10] Freixas V. M., Tretiak S., Makhov D. V., et al., 2020, J. Phys. Chem. B, 124, 3992[11] Makhov D. V., Armstrong G., Chuang H.-H., et al., 2024, J. Phys. Chem. Lett., 15, 3404
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Chemical bonding in biomolecules

A. V. Mitin

Moscow Institute of Physics and Technology, 9 Institutskiy per., Dolgoprudny, Moscow Region,141700, Russia
The report will present the results of the recent theoretical investigations of biomolecules, whichhave shown that amino acids in them are mutually polarized [1, 2, 3]. An analysis of the chargesdistribution in entailed biomolecules has been carried out on example of the 1VM2 molecule. Forthis purpose the natural partial atomic charges as well the Mulliken partial atomic charges in 1VM2biomolecule have been calculated and the partial charges of amino acids have been introducedas a sum of corresponding partial atomic charges of all amino acid atoms. The mutual aminoacid polarization in 1VM2 biomolecule can be clear observed on figure below by comparing theelectrostatic potentials calculated in ab initio calculation with the similar potential obtained withthe Amber atomic charges.

Figure 1: The electrostatic potential calculated with partial natural atomic charges obtained inB3LYP/6-31G** calculations and projected on the corresponding electron density (right)and the similar potential calculated with the Amber atomic charges (left).

The further investigations of the chemical bonding in biomolecules demonstrate that the totalenergy and the enthalpy of chemical bond braking in biomolecules exceed the correspondingvalues in other molecules. This fact has been demonstrated in B3LYP/6-31G** calculations of C-Nbond braking between the amino acids for different blocks of 1VM2 biomolecule.
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Microelectronic technology trends and numerical simulation tools

A.A. Moskovsky1,2

1 RSC Group, Moscow, Russia
2 Chemistry Department, M.V. Lomonosov Moscow State University, Moscow, Russia
While numerical simulation necessity was a primary reason for the modern computer architec-ture inception, today’s computers are mostly used for other applications. Moreover, numericalsimulations are insufficient to financially justify development of specialized computational devicesin the context of rapid technology development during the last decades (so called Moore’s law[1]). Over the last 30 years, we witnessed numerical simulations conducted on devices, primarilytargeted at various broad commercial markets. The latest shift is to General Purpose GraphicProcessing Units (GP-GPUs). This family of architectures evolved from gaming personal computer(PC) industry to vehicles behind the most recent artificial intelligence (AI) boom. From a point ofview of computational chemist, doing some complex modeling, this recent development gives mixof opportunities and challenges. On one hand, modern GPU can elicit, theoretically, hundredsof trillions of operations even for a humble devices, but at the cost. Its needed to re-write oldsoftware for CPU-GPU tandem, support some new floating point number formats and abide tomore complex memory constraints. The 64-bit precision floating point numbers cannot be consid-ered as supported seamlessly by hardware. Memory hierarchy may now include performant highbandwidth memory (HBM) with low latency, traditional DDR/GDDR and/or even some non-volatilesegments.
References
[1] Moore G., 1965, Electronics Magazine, 38, 4

26



Tiny-core generalized relativistic pseudopotentials for extremely accurate elec-
tronic structure calculations

N.S. Mosyagin1, A.V. Titov1, A.V. Oleynichenko1, A. Zaitsevskii1,2

1 NRC “Kurchatov Institute” - PNPI, Gatchina, Leningrad region, Russia
2 Department of Chemistry, M.V.Lomonosov Moscow State University, Moscow, Russia
Both the valence and several outercore shells of the considered atom are explicitly treated incalculations with the tiny-core generalized relativistic pseudopotentials (TC-GRPP) [1]. Only verydeep-lying innercore shells are excluded from the TC-GRPP calculations that together with exclusionof the small components of Dirac spinors results in significant computational savings for the TC-GRPP calculations in comparison with the case of using Dirac-Coulomb Hamiltonian. Moreover, theTC-GRPP method allows one to take into account with sufficient accuracy the contributions of Breitinteractions, Fermi nuclear charge distribution, the self-energy and vacuum polarization diagramsof the quantum electrodynamics (QED) [2]. In the present work, the TC-GRPP is constructed forthe case of 60 explicitly treated electrons of the Yb atom and 10 excluded innercore (1s22s22p6)ones. The contributions of various effects and errors of the TC-GRPP are demonstrated in theTable. It is planned that the generated TC-GRPP will be used in the most accurate calculationsof electronic structure for low-lying states of the YbF molecule needed for analysis of systematicerrors in experiments to search for a hypothetical electric dipole moment of the electron on thismolecule as a partiular phenomenon of New physics.
Nonrelativistic TE from HFDB QED Finite nucleus Breit TC-GRPPconfiguration (Fermi, QED) contribution contribution contribution error
. . . 4f 146s2 →
. . . 4f 146s16p1 15296 -47 -9 -3 0
. . . 4f 146s15d1 23014 -62 -11 -53 -2
. . . 4f 136s25d1 5851 161 21 806 31
. . . 4f 136s26p1 9512 219 30 913 32
. . . 4f 136s15d16p1 23729 100 10 798 32

Table 1: The transition energies (TE) between the states of ytterbium averaged over the nonrela-tivistic configurations from Hartree-Fock-Dirac-Breit (HFDB) calculations with accountingfor the QED effects and Fermi nuclear charge distribution, the various contributions tothem, and the TC-GRPP errors (in cm−1).

Funding The work on the TC-GRPP generation at NRC “Kurchatov Institute” - PNPI is supported bythe Russian Science Foundation grant no. 20-13-00225.
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Seamless multilayer (SML) formulation of hybrid QM/MM approach and its ap-
plication to inorganic oxide compounds

A.S. Mysovsky1,2, A.I. Bogdanov1
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In this work we provide general formulation of a multi-layer approach combining different methodsof computational chemistry in a description of the same system. Our general formulation coversboth additive and subtractive QM/MM as special cases. After that we suggest a novel definitionof QM/MM total energy based on the consideration of a system divided into three layers. In asimplified form it is

E = EQM(1 + 2;ϕ3)− EQM(2;ϕ3) + EMM(2 + 3;ϕ1)

where layers 1, 2 & 3 represent inner QM, outer QM and classical MM regions, while electrostaticpotentials ϕ1 and ϕ3 are created by regions 1 and 3, respectively. The novel formulation also is notlimited by only QM/MM combination of methods - in fact, any computational methods can becombined in a hybrid calculation. In this paper we call the new approach Seamless Multi-Layer(SML).
In this work, we applied a new approach to quartz glasses synthesized from quartz and cristobaliteto identify their structural differences and memory effect. Test calculations performed for silicaand boric oxide show that new approach requires no QM/MM interface parametrization as well asno or very simple correction terms for boundary atoms. However, calculations of α-Al2O3 showthat for ionic compounds the new method requires some additional development.

Figure 1: Schematic view of system division: a) solid state; b) linear molecules.

Funding This work is supported by the governmental assignment in terms of Project 0284-2021-0004.
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Femtosecond laser spectroscopy of primary events of charge separation in pho-
tosynthetic centers
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The application of femtosecond laser spectroscopy to the study of PS I and PS II photosystems con-taining Chl d, Chl f chlorophyll molecules made it possible to reveal new features in the mechanismand kinetics of light quantum transformation into chemically active radical ion states. Experimentswere carried out on native reaction centers and PS 1 reaction centers with amino acid substitutionby point mutations. By adjusting the wavelength of the pump pulse, changes in the initial excitedstate were achieved in the complex system of pigments included in the reaction center. The depen-dence of the femto- and picosecond dynamics of the transient absorption spectra on the initialexcitation state has been studied. A model of primary charge separation in PS1 according to theadiabatic electron transfer mechanism is proposed. The spectral features of Chl d and Chl f, whichdiffer significantly from Chl a, as well as the known structural data on the localization of Chl d andChl f in photosystems, made it possible to determine the kinetics and sequence of elementary actsof energy and electron transfer in PS I and PS II photosystems.
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Vibrating quantum fields — the foundation of the universe

D.V. Naumov1

1 Joint Institute for Nuclear Research, Dubna, Russia
Quantumfield theory (QFT) represents a revolutionary fusion of quantummechanics and the theoryof special relativity, fundamentally altering our understanding of the forces of nature. Breakingfree from the confines of classical physics, QFT has opened new horizons in the study of atomsand elementary particles. Despite long-standing struggles with absurd infinities in calculations, thesolution found not only resolved this issue but also enriched our understanding of the nature ofmass and electric charge. This lecture will highlight the key developments in QFT, emphasizing itstriumphs and challenges.
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Exohedral and endohedral complexes of the C60 fullerene with boron and beryl-
lium – optimal configurations and the potential barriers for penetration

A.V. Bibikov, A.V. Nikolaev, P.V. Borisyuk, E.V. Tkalya

Skobeltsyn Institute of Nuclear Physics, Lomonosov Moscow State University
Novel carbon nanomaterials such as graphene and endofullerenes continue to attract much at-tention of researchers from various scientific fields. This is related to fundamental aspects oftheir characteristics, and also, is certainly driven by numerous possible applications in physics,chemistry, material science and biology. One of the discussed application is to use boron-containingendofullerenes for the boron neutron capture therapy (BNCT) in oncology treatment. Aiming atthat goal, in the presentation, I will discuss various conformations in the exohedral and endohedralmolecular complexes of boron and beryllium with the C60 fullerene, studied on the basis of ab initiomolecular calculations. In particular, we have studied theoretically the bound states of one andtwo boron atoms in the exohedral and endohedral C60 fullerene. The optimal position of one boronatom is found above the midpoint of the C60 double bond in the exohedral complex, and at thecenter of C60 or below a carbon atom in the endohedral complex. However, the optimal position ofa boron atom is often altered when the second boron atom is added to the molecular complex.Remarkably, some of these optimal arrangements have different spin states: in the exohedralcomplex B2C60 S = 1, in the endohedral B2@C60 S = 2 (as in the isolated B2 molecule) The effective(Bader) charge of boron in these configurations varies appreciably – from 0.06e at the center ofC60 to 2e in the B2C58 molecule with two boron atoms substituting for two carbon atoms in C60.
We have also studied the potential barriers for the penetration of atomic beryllium or boron insidethe C60 fullerene by performing ab initio density functional theory (DFT) calculations (including thedispersion interaction) with three different variants for the exchange and correlation: B3LYP (hybridfunctional), PW91 and PBE. Four principal trajectories to the inner part of C60 for the penetratingatom (i.e. Be or B) have been considered: through the center of six-member-carbon ring (hexagon),five-member-carbon ring (pentagon), and also through the center of the double C-C bond (D-bond)and the center of the single C-C bond (S-bond). Averaging over the three DFT variants yields thefollowing barriers for beryllium penetrating inside a deformable fullerene: 3.2 eV (hexagon), 4.8 eV(S-bond), 5.3 eV (D-bond), 5.9 eV (pentagon). These barriers correspond to the slow and adiabaticpenetration of Be, in contrast to the fast (non-adiabatic) penetration through the rigid cage ofC60 resulting in 5.6 eV (hexagon), 16.3 eV (pentagon), 81.8 eV (S-bond) and 93.4 eV (D-bond). Thepotential barriers for the boron penetrating inside deformable/rigid C60 are: 3.7/105.4 eV (D-bond),4.0/86.8 eV (S-bond), 4.7/7.8 eV (hexagon), 6.8/14.0 eV (pentagon). The binding energy of bothBe@C60 and B@C60 is negative (Ec < 0), which implies that the potential barriers for Be and Bescaping from the inner part of C60 are higher by the value of−Ec ∼ 0.84 eV for Be and∼ 0.81 eVfor B. The considerable reduction of the potential barriers for the deformable fullerene is ascribedto the formation of the corresponding Be-C and B-C bonds. We discuss the difference between thelowest barriers for Be and B, compare three variants of DFT, and analyze the role of the dispersioninteraction.
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The pilot application of the CCSD (Coupled Cluster Singles and Doubles) method
for calculating the structural parameters of perovskites using the Compound-
tunable Embedding Potential method

I. Odud1,2, Yu. Lomachuk1, D. Maltsev1, V. Shakhova1, A. Oleynichenko1, N. Mosyagin1, L.
Skripnikov1,2, A. Titov1,2

1 Petersburg Nuclear Physics Institute named by B. P. Konstantinov of NRC “Kurchatov Institute”,Gatchina, Russia
2 Saint Petersburg State University, Russia
Perovskites have proved themselves to be materials with unusual physical and chemical properties.For instance, BaTiO3 perovskite has a high permittivity, and many microelectronics have alreadybeen developed based on it. A little over ten years ago, solar panels started to be developed basedon perovskite materials. These panels have a much higher efficiency than traditional silicon panelsand their production cost is much lower. However, the lifespan of these batteries is still not longenough.
One of the important applications of BaTiO3 in this work was the use of spectroscopic experimentsbased on Ba0.5Eu0.5TiO3 crystals to measure the electric dipole moment (EDM) of electrons [1].To process the results of these experiments, it is necessary to have fairly accurate informationabout the electronic structure near the core of the heavy core being studied. Therefore, theoreticalstudies of the various properties of perovskites, including optical properties, are a very urgent taskin the search for new and effective technological solutions based on them.
Themost accurate way to reproduce the electronic structure of a specific area of a crystal is throughquantum chemical calculations using the technology of the CTEP [2].
In this work, the geometry of the BaTiO3 crystal was calculated using the DFT-PBE0method. Minimalclusters (TiO6)8−@CTEP and (BaO12)22−@CTEP were constructed with high precision fragmentreproduction. The relaxation of the cluster geometry was calculated using DLPNO-CCSD.
Funding The work is supported by the Russian Science Foundation grant no. 20-13-00225.
References
[1] Eckel S., Sushkov A. O., Lamoreaux S. K., 2012, Phys. Rev. Lett., 109, 193003[2] Shakhova V. M., Maltsev D. A., Lomachuk Y. V., et al., 2022, Phys. Chem. Chem. Phys., 24, 19333
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Recent advances in relativistic coupled cluster methods for open shell states

A.V. Oleynichenko1,2, A. Zaitsevskii1,3, L.V. Skripnikov1,4, A.S. Rumyantsev1,4, Y.V. Lomachuk1,
N.S. Mosyagin1, E. Eliav5, A.V. Titov1,4

1 NRC “Kurchatov Institute” – PNPI, Gatchina, Leningrad region, Russia
2 Moscow Institute of Physics and Technology, Dolgoprudny, Moscow region, Russia
3 Department of Chemistry, M. V. Lomonosov Moscow State University, Moscow, Russia
4 Saint Petersburg State University, St. Petersburg, Russia
5 School of Chemistry, Tel Aviv University, Tel Aviv, Israel
Relativistic coupled cluster (RCC) theory, including its multi-reference formulations for accessingelectronic states of open-shell systems, seems to be a promising background for high precision ab
initiomodeling of electronic structure and properties for low-lying states of systems containingheavy atoms. In particular, the version of the method formulated for the Fock space (FS RCC) [1] hasproven itself to be a highly effective tool for obtaining information about excitation energies andtransition probabilities, allowing this method to be routinely used as an auxiliary tool in molecularspectroscopy. To increase the accuracy of modeling of atomic and small molecular systems theversions of the FS RCC theory accounting for connected triple excitations in the cluster expansionswere proposed and implemented and the importance of these high-order correlation effectswas demonstrated for several examples [2]; their inclusion allowed us to decrease the error inexcitation energies to nearly 100 cm−1 for all the studied cases. Such an outstanding accuracybecame possible after the introduction of generalized relativistic pseudopotentials accounting forthe most of subtle effects, e.g. quantum electrodynamics corrections, into the practice of ab initiomodeling. Several recent applications of the developed theoretical models and correspondingsoftware are to be highlighted, including calculations of electronic states of small molecules (ThO,AcF) and probabilities of E1 transitions between these states; the obtained data made it possiblethe first experimental spectroscopic study of the AcF molecule. The other direction of our workconcerned the extension of the scope of applicability of FS RCC to localized properties of solids.Results of the pilot application of the RCC theory to model local excitations at the Ce3+ and Th3+impurity centers in the crystalline matrix of the mineral xenotime YPO4 [3] are to be discussed.Finally, we focus on several other formulations of multireference coupled cluster theory whichseem to be promising as alternative tools suitable for the most hopeless situations including several(more than three) open shells. These alternative ways are analyzed in terms of their computationalefficiency, potential scope of applicability and classes of electronic states available for modelingwithin these approaches.
Funding The work of AVO, AZ, YVL, NSM and AVT at NRC “Kurchatov Institute” – PNPI on thenew versions of coupled cluster methods and modeling of excitations in xenotime was supportedby the Russian Science Foundation (Grant No. 20-13-00225-P, https://rscf.ru/en/project/
23-13-45028/).
References
[1] Visscher L., Eliav E., Kaldor U., 2001, J. Chem. Phys., 115, 9720[2] Oleynichenko A. V., Zaitsevskii A., Skripnikov L. V., et al., 2020, Symmetry, 12, 1101[3] Oleynichenko A. V., Lomachuk Y. V., Maltsev D. A., et al., 2024, Phys. Rev. B, 109, 125106
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Search for new physics in molecules

A. Petrov1,2, L. Skripnikov1,2, A. Titov 1,2

1 NRC “Kurchatov Institute” - PNPI, RUSSIA
2 Physics Department, Saint Petersburg State University, RUSSIA
The non-zero electron electric dipole moment (eEDM, de) valuemeasured at the level of the currentexperimental sensitivity would be a clear signature of the physics beyond the Standard model(SM) [1]. Recently the JILA group has obtained a new constraint on the eEDM, |de| < 4.1× 10−30

e·cm(90% confidence) [2, 3] using the 180Hf19F+ ions trapped by the rotating electric field. It furtherimproves the latest ACME collaboration result obtained in 2018, |de| < 1.1 · 10−29 e · cm [4] by afactor of 2 .4 and the first result |de| < 1.3× 10−28 on the 180Hf19F+ ions [5] by a factor of about32.
The main goal of our work [6, 7] is to calculate energy spectrum of the ground rotational level of the
3∆1 electronic state at presence of external variable electro-magnetic field and to compare it withthe experimental data. The agreement between the measured and calculated values is a good testfor examination of possible systematic uncertainties. For example, at the first stage of the 180Hf19F+experiment the disagreement between calculations and experiment led to a conclusion about theexistence of a large “doublet population background” systematic error [5]. Then it was shown inRefs. [8, 9] that the disagreement between calculation and experiment in Ref. [5] is on the levelof interactions with 3Π0± and 3∆2 states which were not taken into account and new advancedscheme which included all the perturbations important for the eEDM spectroscopy was proposed.However, the previous experimental data were not accurate enough to check our method. Excellentagreement of our new calculations [6, 7] with new highly accurate experimental data [2, 3] resolvesthe problem, declare the accurate theoretical tool and give prospect to control the systematics onthe level of 10−31 e·cm and lower for the HfF+ (and similar systems like ThF+) experiment.
Funding The work is supported by the Russian Science Foundation grant no. 24-12-00092.
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[1] Alarcon R., Alexander J., Anastassopoulos V., et al., 2022, Electric dipole moments and the search fornew physics (arXiv:2203.08103)[2] Caldwell L., Roussy T. S., Wright T., et al., 2023, Phys. Rev. A, 108, 012804[3] Roussy T. S., Caldwell L., Wright T., et al., 2023, Science, 381, 46[4] Andreev V., D. Ang D. D., Doyle J., et al., 2018, Nature, 562, 355[5] Cairncross W. B., Gresh D. N., Grau M., et al., 2017, Phys. Rev. Lett., 119, 153001[6] Petrov A. N., Skripnikov L. V., Titov A. V., 2023, Phys. Rev. A, 107, 062814[7] Petrov A., 2023, Phys. Rev. A, 108, 062804[8] Petrov A. N., Skripnikov L. V., Titov A. V., 2017, Phys. Rev. A, 96, 022508[9] Petrov A. N., 2018, Phys. Rev. A, 97, 052504
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Uniqueness of spin 1/2

S.V. Petrov
1 Lomonosov Moscow State University, Department of Chemistry
This lecture discusses the historical background of spin experiments and associated hypotheses.The unexpected appearance of spin 1/2 in the context of a relativistic electron wave equation isanalyzed. We question the direction of spin and investigate the theorem on the largest projectionof spin 1/2. We then cover the theory of generalized angular momentum, specifically, the case oforbital momentum and spin 1/2.
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The information-entropy concepts in chemistry

D.Sh. Sabirov1, A.A. Tukhbatullina1, I.S. Shepelevich1

1 Institute of Petrochemistry and Catalysis UFRC RAS, Ufa, Russia
The information entropy h was introduced to theory of information and communication by thepioneers of the field, Claude Shannon and Ralph Hartley in the first part of XX century. It is definedas:

h = −
n∑

j=1

pjlogpj

and describes the complexity of a message made up with n symbols, which appear in the messagewith probabilities pj . The pj values are also called statistic weights of the symbols in the message. Ifthe base of logarithm equals two, the information entropy is expressed in bits. Mathematically, theabove equation relates to the set of elements that could be divided into the nonintersecting subsets.In this sense, pj are called the cardinalities of the subsets. The information entropy in the originaland modified forms entered chemical sciences but chemical audience in general is non-familiarwith the title concepts. The talk is devoted to different ways of applying the information-entropyconcepts to solving chemical problems. These applications deal with quantifying chemical andelectronic structures of molecules, signal processing, structural studies on crystals, and molecularensembles. Advances in the mentioned fields make information entropy a central concept forinterdisciplinary studies on digitalizing chemical reactions, chemico-information synthesis, crystalengineering, as well as digitally rethinking basic notions of structural chemistry. In general, theapplications of the h-based quantities become efficient when describing chemical objects andchemical phenomena have probabilistic nature or representable as the sets. The report is basedon the published and upcoming reviews [1, 2].
Funding The work is supported by the Russian Science Foundation, grant no. 22-13-20095.
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36



Quantum electrodynamics effects in heavy atomic systems

V.M. Shabaev1,2

1 Department of Physics, St. Petersburg State University, St. Petersburg, Russia
2 Petersburg Nuclear Physics Institute named by B.P. Konstantinov of National Research Center“Kurchatov Institute”, Gatchina, Leningrad region, Russia
The present status of quantum electrodynamics (QED) theory of heavy atomic systems is reviewed.It is demonstrated that ab initio QED calculations for these systems and their comparison withavailable experimental data can provide tests of QED at strong fields and determination of funda-mental constants. As an alternative to the ab initio QED approach, the model QED operator canbe used. This operator allows one to evaluate the QED effects on the binding energies in caseswhen the use of the ab initio methods becomes extremely difficult. In particular, it can be appliedto evaluate the QED effects in molecules.
Recent progress on studying QED effects in supercritical Coulomb field is also discussed. Thesupercritical Coulomb field can be created in slow collisions of two nuclei with the total chargenumber larger than the critical value, Z1+Z2 > Zc = 173. In this field, the initially neutral vacuumcan spontaneously decay into the charged vacuum and two positrons. Detection of the spontaneousemission of positrons would be the direct evidence of this fundamental phenomenon. However,the spontaneous positron emission is generally masked by the dynamical positron emission, whichis induced by a strong time-dependent electric field created by the colliding nuclei. For many yearsit was believed that the vacuum decay can be observed only in collisions with nuclear sticking,when the nuclei are bound for some period of time due to nuclear forces. But to date there is noevidence for the nuclear sticking in such heavy-ion collisions. In our recent papers [1, 2, 3, 4]. itwas shown that the vacuum decay can be observed without any sticking of the nuclei. This can bedone via measurements of the pair-production probabilities or the positron spectra for a given setof nuclear trajectories. The results of this study will be presented in the talk.
Funding The work is supported by the Russian Science Foundation grant no. 22-62-00004.
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Computer vision methods for multimodal data processing and solving remote
sensing tasks

D. Shadrin1, S. Illarionova1, E. Burnaev1

1 Applied AI Center, Skolkovo Institute of Science and Technology, Moscow, Russia
Artificial intelligence (AI) methods have widely spread and shown efficiency in solving differentproblems over the last few years. It has become easier to apply AI methods across various domainsdue to the availability of a variety of frameworks that include implementations of state-of-the-artarchitectures, training pipelines, and labeled datasets. The remote sensing domain is no exception;recently, computer vision and machine learning algorithms in this field have demonstrated practicaladvantages over traditional methods for remote sensing data analysis. One of the most significantadvantages is that machine learning methods enable the automatic processing of large amounts ofdata, leading to the ability to analyze more territories with reduced labor. Another benefit is thatmachine learningmethods can identify non-obvious, nonlinear spatial and spectral dependencies indata, providing more information about objects or analyzed surfaces. These methods can also workwith multispectral and hyperspectral data, automatically identifying the best spectral combinationsthat characterize target objects, enhancing their detection or segmentation capabilities. Theseadvantages are crucial for Earth remote sensing tasks due to the vast amount of data that needsprocessing and the use of multispectral sensors in satellite technology. However, there are stilllimitations in applying machine learning to remote sensing data analysis. Firstly, there is a limitedamount of labeled and open-source data available in the remote sensing domain, which hindersthe training of complex models that require a high volume of relevant and representative data. Thislimitation also poses challenges for rare object detection. Another limitation is the availability ofhigh spatial resolution data, typically at 1-2 meters per pixel or less, which is essential for accuratelydetecting and segmenting small objects like buildings, power lines, and roads. Additionally, utilizingmultimodal data to analyze and predict environmental events, such as using satellite remote sensingdata for weather forecasts, presents another challenge. In our research, we address these issuesand challenges in solving practical problems. We demonstrate advanced image augmentationalgorithms for synthesizing labeled data, super-resolution algorithms to enhance satellite dataresolution, and multimodal data processing techniques to tackle real-world tasks. Our focusis primarily on environmental monitoring and predicting natural hazards, including monitoringsurface and forest characteristics, carbon balancemonitoring, infrastructuremonitoring, fire spreadprediction, and flood monitoring. These solutions are integrated into a single framework, and wehave developed a web platform for easy access to these implementations.

Web platform DataFusion for environmental monitoring.

Funding The work was supported by the Analytical center under the RF Government (subsidyagreement 329000000D730321P5Q0002, Grant No. 70-2021-00145 02.11.2021).
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An overview of trajectory guided coherent state basis sets methods of quantum
dynamics with examples of applications in photochemistry and in physics

D.V. Shalashilin, D.V. Makhov

School of Chemistry, University of Leeds, Leeds, LS2 9JT, United Kingdom
Experiments in chemistry can now probe the dynamics of ultrafast photochemistry with fem-tosecond resolution. On the other hand, theory is now able to simulate quantitatively ultrafastphotochemistry on the time scale of few picosecond solely from the first principles. Ab initioMulti-ple Cloning (AIMC) [1] approach uses the ensembles of Gaussian wave packets, also called CoherentStates, to represent nuclear basis functions, and the electronic structure to describe potentialenergies of several excited electronic states. The nuclear basis functions are moving in a mannersimilar to classical molecular dynamics, but with the difference that an ensemble of Ehrenfesttrajectories is used instead of a single classical trajectory [1]. With the appropriate sampling andbranching techniques they can yield well converged results for molecules with tens of vibrationaldegrees of freedom treating all them on a fully quantum level [2]. Although the AIMC is similar inspirit to other methods that use trajectory guided Gaussian wave packets, such as Ab initioMultipleSpawning (AIMS) [3] and variational Multiconfigurational Gaussians (vMCG) [4], the difference isthat AIMC pays particular attention to the way how trajectories are guided and sampled. AIMChas been benchmarked on a number of models and, most importantly, on the experiment yieldingaccurate description of many features of ultrafast photodissociation observed experimentally. Themethods that use trajectory guided Gaussian wave packets developed for simulations in chemistryare now migrating to physics, where they are used to simulate the dynamics of ensembles of Boseparticles described by second quantisation Hamiltonians [5] or the dynamics of electrons in a strongfield [6, 7]. Other types of Coherent States, such as Coherent States of two level systems, can beused to describe fermions and to obtain Born-Oppenheimer electronic energies and coupled qubits[8].

Figure 1: Trajectory guided basis sets in the middle can be applied to simulations of nonadiabaticdynamics in chemistry and for simulations in physics.
References
[1] Makhov D. V., Symonds C., Fernandez-Alberti S., et al., 2017, Chem. Phys., 493, 200[2] Symonds C., Kattirtzi J. A., Shalashilin D. V., 2018, J. Chem. Phys., 148, 184113[3] Curchod B. F., Martínez T. J., 2018, Chem. Rev., 118, 3305[4] Richings G. W., Polyak I., Spinlove K. E., et al., 2015, Int. Rev. Phys. Chem., 34, 269[5] Green J. A., Shalashilin D. V., 2019, Phys. Rev. A, 100, 013607[6] Kirrander A., Shalashilin D. V., 2011, Phys. Rev. A, 84, 033406[7] Symonds C., Wu J., Ronto M., et al., 2015, Phys. Rev. A, 91, 023427[8] Shalashilin D. V., 2018, J. Chem. Phys., 148, 194109
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Intermolecular Coulombic decay – an ultrafast intermolecular energy transfer
mechanism. The case of biologically relevant systems

A. Skitnevskaya1

1 Irkutsk State University, Irkutsk, Russian Federation
In general, ionization ofmolecules results in the excited states of cation-radicals. The subsequent de-excitation allows for multiple relaxation scenarios as the system attempts to reach the energeticallypreferable electronic state. If the possessed single ionization energy is higher than the lowestdouble ionization potential of the system, the emission of an additional (secondary) electron ispossible. This process can efficiently compete with fluorescence and internal conversion, whichdominate in the lower energy region. In the case of a single molecule, such relaxation correspondsto the classical Auger decay, while the presence of neighbors can substantially change the scenario,introducing the number of alternative nonlocal electronic decays. One of such mechanisms is calledintermolecular Coulombic decay (ICD) and occurs when the energy released by the relaxation ofthe inner-valence vacancy induces the emission of a secondary electron from the neighboringmolecule. This results in the formation of a low-energy electron (LEE) and two cations, whichtypically undergo a Coulomb explosion. The ICD was first proposed theoretically by L. Cederbaumand coworkers in 1997 and later was discovered experimentally. Studies over the past two decadeshave revealed that ICD is a general effect that is operative from the extreme quantum system ofthe He dimer to water, biomolecules, systems in cavities, and quantum dots [1].
An overview of recent achievements concerning ICD in biologically relevant systems will be given,including results of our theoretical studies performed in collaboration with experimental groups,confirming the manifestation of ICD in hydrated biomolecular fragments [2] and between organicmolecules [3]; revealing the potential of the ICD as a sensitive tool for the structural imaging ofmolecular complexes [4]; uncovering the relationships between intermolecular donor-acceptorinteractions and the probability of competing relaxation mechanisms [5].
Funding The work is supported by the Russian Science Foundation grant no. 23-23-00485.
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Studying the magnetic properties of nuclei using atoms and molecules

L.V. Skripnikov1,2, S.D. Prosnyak1,2

1 Petersburg Nuclear Physics Institute named by B.P. Konstantinov of National Research Center"Kurchatov Institute", 1 Orlova roscha, Gatchina, 188300 Leningrad region, Russia
2 Saint Petersburg State University, 7/9 Universitetskaya nab., St. Petersburg, 199034, Russia
Molecules and atoms can be used for precision measurements of nuclear properties, such asmagnetic dipole, electric quadrupole and other moments. These fundamental properties of nucleiare necessary for solving various atomic problems, developing the theory of nuclear structure, etc.In [1], a strong discrepancy was discovered between the theoretical prediction [2] of hyperfinesplitting in highly charged 209Bi ions and experiment. This discrepancy is called the “puzzle of thehyperfine structure of bismuth”. We have established [3] that the reason for the discrepancy is theincorrect reference value of the magnetic moment of the 209Bi nucleus. To solve this problem, wehave developed a fully relativistic approach to calculating the shielding constants needed to extractmagnetic moment values from data from NMR experiments on heavy element compounds. Thisapproach was further applied to refine the magnetic moments of the 207Pb [4], 185Re, 187Re nuclei.In [5], we were the first to take into account the contribution of the finite nuclear magnetizationdistribution effect to the shielding constant and showed that this effect can be more importantthan the solvent effect. In Ref. [6] we showed that it is possible to calculate and observe notonly the effect of the interaction of the nuclear magnetic moment with electrons in the molecule(hyperfine structure), but also a more delicate effect of its distribution within the nucleus. This hasbeen recently confirmed experimentally [7].
In [8], we proposed a new method for measuring the anapole moment of a nucleus. This nuclearmoment arises as a result of violation of spatial parity symmetry P in intranuclear interactions andwas measured only once about 27 years ago. The approach is based on measuring the P-violatingcontribution to the spin-spin interaction between the nuclei (J-coupling) of the molecule. Thetheoretical method we have developed is the most accurate for solving the problem of interpretingthis experiment in terms of the anapole moment of the nucleus.
Funding The work is supported by the Russian Science Foundation grant no. 19-72-10019-P.
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First-principles molecular dynamics models of electronic excitations in dense
media

V. Stegailov1

1 JIHT RAS, MIPT, HSE University
To solve a large number of physical, chemical and materials science problems, methods for calcu-lating the electronic structure of crystalline and disordered solids from first principles are required.The report will describe the difficulties that arise when using such approaches to describe theproperties of such dense media, taking into account the effects of electronic excitations. Thecomplexities of describing nonadiabatic coupling between the electronic and ionic subsystems willbe illustrated. As examples, applications to first-principles molecular dynamics of methods such asfinite-temperature density functional theory (FT-DFT), wave packet molecular dynamics (WPMD),and restricted open-shell Kohn-Sham (ROKS) will be discussed.
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Time-resolved broadband two-dimensional spectroscopy with ultrashort pulses
in the visible and mid-infrared

E.A. Stepanov, I.V. Savitskii, G.D. Ivanov, A.A. Lanin, A.B. Fedotov

Lomonosov Moscow State University, Leninskie Gory 1, stroenie 2, 119991 Moscow, Russia
Two-dimensional Fourier-transform infrared (2D-FTIR) spectroscopy is most widely used to analyzethe dynamics of complex organic compounds, in particular, new types of molecular markersused in the analysis of biological complexes. Two-dimensional IR spectroscopy makes it possibleto obtain information about the environment of proteins reflected in a two-dimensional lineshape, to measure the characteristic times of excitation transfer from one vibrational mode toanother, to distinguish between solvent affected and disordered proteins, and to increase thespectral resolution due to the so-called off-diagonal cross-peaks. For example, new features ofthe relationship between the vibrational degrees of freedom in nucleic acids were discoveredwith 2D-FTIR spectroscopy. The high temporal resolution of the technique allows analyzing thedynamics of peptide folding and protein oligomerization, including the technique of labelling cellswith the carbon-13 isotope.
Here we present a versatile laser platform for time-resolved broadband 2D spectroscopy usingultrashort pulses in visible and mid-IR range [1, 2]. The Ti:Sapphire based laser source generatesoptically synchronized pulses in visible, near- and mid-infrared range with a duration of less than60 fs and a wavelength tunable in the range of 0.4 – 10 µm. Additional pulse compression methodsbased on bulkmaterials and hollow photonic-crystal fibers are developed to decrease pulse durationup to single cycle [3, 4], this broadband radiation then can be used to directly excite and/or probeelectronic and vibrational degrees of freedom, which in combination with the heterodyne detectiontechnique implemented in the mid-IR range, open up possibilities for studying ultrafast dynamicsof molecular coherence, as well as ultrafast population kinetics and energy exchange betweendifferent degrees of freedom in a wide class of complex molecular systems (fig. 1).

Figure 1: (Left) Schematic of a two-dimensional IR spectrometer; (right) two-dimensional IR spec-trum of dicobalt octacarbonyl measured for a delay t2 = 8 ps.
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Analytical capabilities of the diatomic quantum defect theory

A.S. Likharev1, E.A. Pazyuk1, A.V. Stolyarov1

1 Department of Chemistry, Lomonosov Moscow State University, Russia
Analytical properties of the quantum defect theory (QDT) in modelling the structure and dynamicsof atomic Rydberg’s states within the experimental accuracy are well-known [1]. The propagationof the QDT framework into diatomic molecules [2] has overcame a inevitable breakdown of theBorn-Oppenheimer (BO) approximation for highly excited molecular rovibronic states in a vicinityof ionization threshold. The original QDT concept is found to be very useful in solving the particularquantum-chemical problems such as constructing effective core potentials (ECP), core polarizationpotentials (CPP) and diffusive atomic basis suitable for Rydberg’s electronic states. Furthermore,the QDTmodelling is naturally complementary to conventional multi-electron calculations based ona variation principle since the QDT reliability is expected to be generally increased as the electronicexcitation and angular momentum of Rydberg’s electron increase.
The effective quantum numbers νi(R) and quantum-defect function µlΛ(R) internuclear distance
R, determining all key properties of the diatomic QDT machinery, could be derived from the BOpotential energy curves UBO

nlΛ (R) ab initio calculated for the n-th lowest members of the molecularRydberg’s series:
µlΛ = n− νi; νi =

1√
2(UBO

+ − UBO
nlΛ )

Alternatively, theµlΛ values corresponding to the high angularmomentum l states can be estimatedanalytically by using of the ab initio polarization potential for the molecular cation.
The unique behaviour of the Rydberg electronic wave function inside and outside of a core regionprovides the amazing analytical capabilities of the QDT. Within the framework of single-channelQDT approximation the closed expressions were invented, for instance, for radial Bij , angular L±

ijand electronic coupling matrix elements [3] between Rydberg’s diatomic states
Bij =

dµlΛ/dR

νj − νi
; L±

ij =
sin(π(νi − νj))

νi − νj

√
l(l + 1)− |Λ|(|Λ| ± 1)

along with their adiabatic corrections and regular non-adiabatic energy shifts [4]. These formulaehave been implemented for the lowest 3Σ+
u and 3Πu states of molecular hydrogen isotopomers. Afraction contribution of the embedded continuum Rydberg’s states into both adiabatic correctionand non-adiabatic shifts was established. The modelling QDT results are thoroughly comparedwith their ab initio and experimental counterparts available in a literature.

Funding The work is supported by the Russian Science Foundation (RSF) grant No.23-13-00207.
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Hyperfine structure in the microwave spectrum of (para)-NH3–(ortho)-H2 van
der Waals complex

I.V. Tarabukin1, V.A. Panfilov1, L.A. Surin1

1 Institute of Spectroscopy, Russian Academy of Sciences, Troitsk, Moscow, Russia
The spectra of the NH3−H2 complex provide detailed information on the NH3−H2 potential energysurface, which is of astrophysical interest for accurate modelling of the collisional excitation ofammonia in interstellar clouds. In the previous study the pure rotational (end-over-end rotation)spectra of two nuclear spin isomers, namely (o)-NH3–(o)-H2 and (p)-NH3–(o)-H2 ((o) denotes(ortho) and (p) denotes (para)) were detected [1]. Hyperfine quadrupole structure due to the
14N nuclear spin (I = 1) interaction was well resolved for the (o)-NH3–(o)-H2, but not for the
(p)-NH3–(o)-H2 species.
The present work demonstrates the first observation of the hyperfine structure for (p)-NH3–(o)-H2using a newly built millimeter-wave (50-170 GHz) jet spectrometer [2]. A coaxial propagation ofthe molecular jet and millimeter-wave radiation results in the narrow linewidths of the 30-40 kHzthat was very advantageous for resolving the closely spaced hyperfine structure components. The
J = 2− 1 and J = 3− 2 pure rotational transitions of (p)-NH3–(o)-H2 in the Πe/f (K = 1) stateswere detected. The observed lines are split by the quadrupole interaction of the nitrogen nucleus(IN = 1), and each component is split further due to the magnetic nuclear spin interaction of theH nuclei (I(o)−H2 = 1). The rotational frequencies are consistent with those from previous work,but now the hyperfine components are well resolved and can be determined with an accuracyof 5-7 kHz, compared to 100 kHz for the rotational line centers in the earlier study. PGOPHERfitting program [3] was used to determine the quadrupole, spin-rotational and spin-spin couplingparameters. These results provide the dynamical information about the angular orientation ofammonia and hydrogen monomers in the complex, its structure and intermolecular potential.
Funding The work is carried out within the framework of the theme no. FFUU-2022-0004 of theInstitute of Spectroscopy RAS.
References
[1] Surin L. A., Tarabukin I. V., Schlemmer S., et al., 2017, Astrophys. J., 838, 27[2] Tarabukin I. V., Panfilov V. A., Poydashev D. G., et al., 2024, Rus. J. Phys. Chem., 98, 140[3] Western C. M., 2017, J. Quant. Spectrosc. Radiat. Transfer, 186, 221

45



Cartesius fort – object fortran library for chemistry and materials science.
Recent developments

A.L. Tchougréeff1,2

1 A.N. Frumkin IPCE RAS, Moscow, Russia
2 Independent University of Moscow, Moscow, Russia
Modeling structure and properties of molecules and materials based on their electronic structureis one of the principal consumers of computer resources (time, memory and storage). The knownattempts to improve the efficiency of such a modeling stumble upon the enormous diversity oftypes of structures and behaviors. Even worse, this diversity is not reflected in the dominatingparadigm of molecular/material modeling, which can be characterized as naïve monism: it isbelieved that everything must be calculated by the same, possibly most precise available theory.This, of course, leads to a deadlock. Truly scientific approach is based on a thorough analysis ofphysics governing the observed diversity. We followed this route and built a series of methodstargeted upon specific classes of molecules/materials: inorganics with open d-shells, organicsfeaturing local two-center bonds and conjugated π-systems. The approach is described in [1].
The experience gained through these studies led to a new vision of semi-empirism [2]: selecting theelectronic wave function of a system as a product of observable electronic groups (chromophores)present in it. This requires a development of a library of objects representing different types ofchromophores to be freely combinable to represent an arbitrary system so that its respective partsare modeled by the most efficient method suitable for the specific type of the chromophore andtaking into account interactions between them. This is done within our project library Cartesius [3].We developed a series of targeted numeric tools based on this library: LiquIon – a tool for modelingthermodynamical properties of ionic liquids [4] and adamas – a tool targeted on descriptionof carbon allotropes [5] and providing their crystalline structures, relative energies and elasticproperties. GoGreenGo – local perturbations of periodic systems: chemisorption and point defects[6]. jakontos – Effective Hamiltonian Crystal Field for periodic systems with transition and rare-earthelements [7, 8]. They available through the NetLaboratory system [9].
Funding The work is supported by the Russian Science Foundation grant № 23-23-00161.
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Modern problems of quantum theory of materials containing elements of the
lower half of Mendeleev periodic table

A.V. Titov1,2

1 NRC “Kurchatov Institute” - PNPI, Gatchina, Russia
2 Saint-Petersburg State University, Saint Petersburg, Russia
The creation of new materials based on heavy transition metals (d-elements), lanthanides andactinides (f -elements), which are located in the lower half of Mendeleev’s table, is one of the keydirection in the evolution of the scientific and technical base of the most developed countries ofthe world in the coming decades. Digital materials science, including computer modeling of suchmaterials, is one of the most important components of such development. Theoretical study ofmaterials containing d- and f -elements with high accuracy is necessary for a correct understandingof the processes occurring in them at the atomic level, predicting the properties of materials anddeveloping new technologies. Computer modeling can play an important role in the creation of newmagnetic, optical, quantum, radiopharmaceutical, and other materials with unique properties.
The problems of modeling such materials are discussed in the report, as well as the ways toovercome these problems with using the relativistic pseudopotential models, which can be appliednot only for accurate treatment of frozen core electrons in heavy atoms (see [1] and refs) but maybe efficiently utilized for constructing embedding potentials in studying the crystal fragments (see[2] and refs). In the latter case they can provide most accurate calculation of various properties ofmaterials (both periodic structures with d- and f -elements, and structures with the impurity centerscontaining them) in the framework of cluster modeling of materials. First of all, this concernscalculations of the properties of “atoms in compounds” [3], such as chemical shifts of the X-rayemission (fluorescent) spectra of heavy atoms in a crystalline environment, fine and hyperfinesplitting, and other properties, which are, in particular, required to search for a “new physics” [4]and solve other actual problems. Some further developments based on the concept of “atoms incompounds” are suggested and briefly discussed, which can be used to overcome some presentproblems of quantum theory of molecules and materials.
Funding Financial Support. The work was supported by the Russian Science Foundation (projectNo. 20-13-00225) https://www.rscf.ru/project/23-13-45028 / NRC “Kurchatov Institute” -– PNPI.
References
[1] Mosyagin N. S., Zaitsevskii A. V., Titov A. V., 2020, Int. J. Quantum Chem., 120, e26076[2] Shakhova V. M., Maltsev D. A., Lomachuk Y. V., et al., 2022, Phys. Chem. Chem. Phys., 24, 19333[3] Titov A. V., Lomachuk Y. V., Skripnikov L. V., 2014, Phys. Rev. A, 90, 052522[4] Petrov A. N., Skripnikov L. V., Titov A. V., 2023, Phys. Rev. A, 107, 062814

47



Propagator methods in the ADC approximation: Theory, development and cur-
rent state

A.B. Trofimov1

1 Laboratory of quantum chemical modeling of molecular systems, Irkutsk State University, Russia
The algebraic diagrammatic construction (ADC) approximation for propagators (Green’s functions)provides very useful approach to derivation of computational schemes for studies of electronexcitations in molecules, atoms, and clusters [1]. These schemes, referred to as ADC(n) methods(where n denotes the order of the consistent perturbative treatment of the lowest excitation classfor the electronic states under study), have been employed with considerable success for, e.g.,studies of the photoabsorption and photoionization spectra (involving the outer-, inner- and K-shellelectrons) as well as of the diverse excited-state relaxation processes, such as the intermolecularCoulomb decay (ICD) in molecular systems and clusters.
Historically, the ADC approach was devised by J. Schirmer in earlier 1980-th in an attempt toextend the treatment of the self-energy in the Dyson equation for the one-particle Green’s function(electron propagator) beyond second order. This allowed the first consistent third-order approx-imation for the electron propagator to be obtained. Very soon, however ADC was recognizedas a powerful tool applicable to other types of propagators, so that second-order schemes forthe polarization and two-particle propagators were obtained. Currently, the ADC schemes formost chemistry-relevant types of propagators up to fourth order are available. The higher-orderderivations became possible due to the discovery of J. Schirmer in 1990-th of the fact that theADC schemes can be formulated entirely in terms of the familiar many-electron states without anyreference to Feynman diagrammatic representation of propagators. The key quantities here arethe so-called intermediate states (IS) [1].
The ADC schemes are often considered as less demanding alternatives to closely related popularequation-of-motion coupled cluster (EOM-CC) approaches. The latter are believed to be superior toADC in particular because of the coupled cluster treatment of the ground state involving summationsof certain terms up to infinite order. In fact, however, this makes the EOM-CC models quiteunbalanced compared to the ADC schemes relying on the strict perturbative approach and canlead in some cases to their severe failures. The origins of such failures will be briefly discussedin the talk, as well as the advantages and disadvantages of the most common ADC and EOM-CCmethods. Some representative examples of the ADC applications will be given.
Funding The work is supported by the Russian Ministry for higher education grant FZZE-2024-0002.
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Weakly interacting molecular pairs in planetary atmospheres

A. Vigasin1

1 A.M. Obukhov Institute of Atmospheric Physics, Russian Academy of Sciences, Moscow, Russia
Each planetary atmosphere is unique as regards both its molecular composition or density andtemperature height profiles. In all of the presently known atmospheres the most abundant speciesare neutral symmetrical molecules having no permanent electric dipole [1]. The slight dipolemoment can arise, however, through interaction of these molecules with each other via weakVan der Waals type forces. As a result, the opacity of known atmospheres may be affected tovarious extent by themechanisms lying beyond conventional electric-dipole permitted absorption ofindividual molecules. The foundation ofmolecular spectroscopy thusmust be extended by inclusiona somewhat unconventional but its integral part –“supermolecule” spectroscopy – relevant toweakly interacting molecular pairs [2]. Current review emphasizes the importance of this extensionfor solution of some radiative problems relevant to planetary atmospheres. Special attention is paidto recent theoretical methods which are now developing to permit simulation of “supermolecular”spectra basing on ab initio characterization of electronic energy and induced dipole as a functionof nuclear coordinates. The benefits and drawbacks of such methods as molecular dynamics andtrajectory based simulation of the interaction induced spectra are discussed.
Funding The work is supported by the Russian Science Foundation grant no. 22-17-00041.
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The Development of the QM/MM Interface and Its Application for the on-the-fly
QM/MM Nonadiabatic Dynamics in JADE Package: Theory, Implementation and
Applications

C. Xu1, Z. Lan1

1 School of Environment, South China Normal University, Guangzhou, China
Understanding the nonadiabatic dynamics of complex systems is a challenging task in computationalphotochemistry. Herein, we present an efficient and user-friendly quantum mechanics/molecularmechanics (QM/MM) interface to run on-the-fly nonadiabatic dynamics. Currently, this interfaceconsists of an independent set of codes designed for general-purpose use. Herein, we demonstratethe ability and feasibility of the QM/MM interface by integrating it with our long-term developedJADE package. Tailored to handle nonadiabatic processes in various complex systems, especiallycondensed phases and protein environments, we delve into the theories, implementations, andapplications of the on-the-fly QM/MM nonadiabatic dynamics. The QM/MM approach is estab-lished within the framework of the additive QM/MM scheme, employing electrostatic embedding,link-atom inclusion, and charge-redistribution schemes to treat the QM/MM boundary. Trajec-tory surface-hopping dynamics are facilitated using the fewest switches algorithm, encompassingclassical and quantum treatments for nuclear and electronic motions, respectively. Finally, wereport simulations of nonadiabatic dynamics for two typical systems: azomethane in water and theretinal chromophore PSB3 in a protein environment. Our results not only illustrate the power ofthe QM/MM program but also reveal the important roles of environmental factors in nonadiabaticprocesses.
Funding Thework is supported byNational Natural Science Foundation of China grant no. 22361132528,22333003 and 21903030.
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On the experience of using AI-tools to represent experimental data in the form
of partial empirical theories

M. Zabezhailo1

1 Federal Research Center “Informatics and Control”, Russian Ac. of Sciences, Moscow, Russia
The possibilities and experience of representing empirical data constantly accumulated during theexperimental analysis and study of a given target effect in the form of so–called partial (possiblyrearranged with the arrival of new irrelevant information) formalized (by special mathematicalmeans) theories (PT) are discussed. Each such PT represents a consistent set of formulas of somemathematical language generated from the current set of precedents - the facts of the presence(examples), aswell as the facts of the absence (counterexamples) of the studied effect in appropriatesituations (tests, experiments characterized by the corresponding values of pre-selected parameterspf different “nature” – Boolean, numerical, structural, etc.). The formulas collected in PT – empiricaldependencies (ED) - are special logical conditions generated on the analyzed set of precedents –dataset in its current (and assuming further replenishment with new data) state - by interpolation.At the same time, it is required that each of the use cases of the analyzed dataset (covering examplesand counterexamples) It could be represented as a logical consequence of certain formulas of agiven PT (i.e. generated in a given PT as a logical consequence). It is also necessary that, whensupplementing the current dataset with examples and/or counterexamples of the same "nature"(for example, in medical diagnostics – with descriptions of new patients of the same nosology), atleast part of the previously found EDs would be inherited to the extension of the existing datasetgenerated by the new data (i.e. the current PT, considered for example, as a set of partially definedfunctions, it would demonstrate stability with respect to extensions of the analyzed dataset thatare "homogeneous" with already available data). The EDs forming the current version of the PTcan be used to forecast the target effect on new precedents by checking their extrapolability todescriptions of such precedents.
It is easy tomake sure thatmost of the interpolation-extrapolationmathematical techniques popularin modern machine learning do not provide and ensure the heritability of the EDs generated bythem when expanding the original dataset. The obvious "material" basis for the desired stability ofthe effects generated from empirical data may be a reflection (i.e. representation) of the causalityof the analyzed effect by the corresponding EDs.
The possibilities of using the well-known in AI research and development heuristics of the so-called
causal similarity to form the required type of PT are considered. To clarify this heuristic, themathematical formalization of the concept of similarity by means of a binary algebraic operationand the similarity relation generated on its basis are used. The proposed PTs are formed using thewell-known mathematical techniques of Galois connections and closure. At the same time, EDs ofa causal nature, forming a PT, with accuracy related to a set of precedents in the current analyzeddataset, characterize the fixed points of the Galois closure generated on it. A number of aspectsand features characterizing the computational complexity of the combinatorial search arising hereare discussed [1].
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Multipartitioning perturbation theory in quantum chemistry
A. Zaitsevskii1,2, A.V. Oleynichenko1,3, M.M. Seregin3

1 NRC “Kurchatov Institute” - PNPI, Gatchina, Leningrad region, Russia
2 Department of Chemistry, M.V. Lomonosov Moscow State University, Moscow, Russia
3 Moscow Institute of Physics and Technology, Dolgoprudny, Moscow region, Russia
The formulation of stationary quantum-mechanical quasidegenerate perurbation theory employingseveral zero-order Hamiltonians simultaneously (multipartitioning perturbation theory, MPPT; [1]and references therein) opens the way towards natural multistate multireference generalizationsof state-specific perturbative many-body methods of quantum chemistry. During almost threedecades of its existence MPPT have given rise to several efficient and economical techniques of abinitio non-relativisic and quasirelativistic calculations on energetic, electric, magnetic and radiativeproperties of electronically excited states of molecules and clusters. We focus on the two mainschemes, analyzing their advantages and shortcoming in view of improved implementations andapplications to the studies of electronic transitions in rather large systems containing heavy atoms(first of all, f -elements).
The simple second-order MPPT versions employing one-electron zero-order Hamiltonians provideconsistent multistate/multireference generalizations of the conventional second order Møller-Plesset perturbation theory. In contradistinction to most approaches based on the use of universalone-electron zero-order operators, MPPT schemes offer the possibility to avoid the nightmare ofintruder states without contracting the model space determinants or/and introducing artificialdenominator shifts. Their advantages in d- and f -element compound modeling may be related toautomatic suppression of systematical errors in relative energies of states with different number ofopen electronic shells, typical for most single-partitioning second-order schemes. The “diagram-matic” formulation for arbitrary incomplete model spaces paves the way for economical parallelimplementations.
The use of more sophisticated state-specific zero-order Hamiltonians with partial retention of two-body terms (Dyall-type Hamiltonians) within the MPPT framework leads to multistate formulationsof the N-electron valence state perturbation theory (see [2] and references therein) which areusually considered as promising tools for transition metal and lanthanide chemistry modeling. Itshould be noticed that the applicability of such techniques to the simulation of extremely denseelectronic spectra of lanthanide-containing systems with numerous open-shell electrons may beseriously restricted by the rapid increase of computational cost with the extension of contractedmany-electron model space basis.
Finally, we discuss the prospects of applying MPPT-based techniques to ab initio studies on localexcitations in lanthanide-doped crystals in the frames of the compound-tunable embedding poten-tial approach [3].
Funding The work of AZ and AVO on MPPT applications to f -element compounds at NRC “Kurcha-tov Institute” - PNPI was supported by the Russian Science Foundation (grant no. 20-13-00225-P,https://rscf.ru/en/project/23-13-45028/).
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Nonadiabatic Dynamics, Time-Resolved Spectra and Machine Learning

Zhenggang Lan1

1 South China Normal University, Guangzhou, China
Nonadiabatic dynamics widely exist in photophysics, photochemistry and photobiology. We triedto develop theoretical approaches to study the photoinduced nonadiabatic dynamics. A few topicswill be discussed.
We combined the doorway-window representation of the nonlinear response theories and abinitio nonadiabatic dynamics to simulate the time-resolved pump-probe spectra, including bothtransient absorption spectra and time-resolved fluorescence spectra. Two interesting examples,including photoinduced energy transfer and photoisomerization, are discussed.
We tried to combine deep leaning method and numerical accurate quantum dynamics approach tosimulate the long-time quantum evolution of open quantum system. This approach allows us toobtain the evolution of reduced density matrix of open quantum system with a low computationalcost. It demonstrates that the deep learning approach is the important tool to speed up thelong-time quantum evolution. The similar time-series analysis tool can also be used to propagate allnuclear and electronic degrees of freedom in the trajectory evolution of the SQC-MM dynamics.
Funding The work is supported by the National Natural Science Foundation of China projects(Nos.22333003, 22361132528 and 21933011).
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Theoretical insight into lithiation of N-doped molybdenum disulfide

V. Alekseev1, L. Bulusheva1

1 Nikolaev Institute of Inorganic Chemistry of SB RAS, Novosibirsk, Russian Federation
Molybdenum disulfide (MoS2) is a promising anode material due to its layered structure and hightheoretical capacity of 670mAm · h · g−1, provided by both intercalation and conversion reactions.However, due to the low electrical conductivity and poor reversibility of the conversion reaction,pure MoS2 requires modification, the simplest of which is doping.
Nitrogen can act as an impurity element from available precursors and is suitable for MoS2 dopingaccording to existing methods [1, 2]. Several experimental works showed that the presence ofnitrogen heteroatoms leads to enhanced electrochemical capacity in MoS2 [2], as well as in MoS2based composites [3]. Since the capacity of pristine MoS2 is mainly attributed to released sulfurafter conversion reaction, the role of nitrogen in the improvement of the MoS2 performanceremains unclear. In this work, we use the quantum-chemical calculations to study lithiation ofN−MoS2 and provide an insight to this process. For the DFT calculations, we used the plane-wave based package Quantum Espresso. The DFT calculations were accompanied by ab initio CarParrinello molecular dynamics simulations to verify the dynamical stability of the MoS2 modelsconsidered.

Figure 1: Final snapshots of bulk Li1.5MoS2 and Li1.5MoN0.375S1.625 molecular dynamics simulations.Black highlights released sulfur

During our investigation MoS2 models with 0, 4.2, 12.5 at. % nitrogen concentrations were con-structed as 4×4×1 supercells. Using supercell program, for each of the doping ratios we generatedseries of structures with inequivalent heteroatoms distributions. Structures with the lowest totalenergies after optimisationwere used to study lithiation. We inserted Li atoms at 1:1 ratio of Li:MoS2inside both pristine MoS2 and N−MoS2, which corresponds to the final stage of intercalation pro-cess. We considering dense Li accommodation around high energy nitrogen sites for the N−MoS2
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case and performed static optimizations for models with different Li arrangements. In order tostudy N−MoS2 at deeper lithiation stage, we performed Ab-initio molecular dynamics simulationson models with stoichiometries Li1.5MoNxS2−x. For Li1.5MoNxS2−x series, we considered bothbilayer and bulk structures to study dimensional effect.
Overall, we tested behaviour of N−MoS2 and pristineMoS2 interacting with Li at concentrations, as-sociated with conventionally known intercalation and conversion stages of pristine MoS2. Althoughnitrogen heteroatoms bind Li with higher energy, Li tend to shift towards octahedral cavities insideinterlayer space as in MoS2, stating that intercalation stage provides similar theoretical capacity inboth N−MoS2 and MoS2. Molecular dynamics simulations of Li1.5MoNxS2−x showed that Nitrogeninsertion leads to lower stability and earlier conversion reaction. Additionally, it was shown thatconversion reaction is expected to undergo on the surface of N−MoS2.
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Effect of quantum entanglement on two-photon absorption probabilities in fluo-
rescent proteins

V.R. Aslopovsky1, A.V. Scherbinin1, A.V. Bochenkova1

1 Department of Chemistry, Lomonosov Moscow State University, Moscow, Russia
Quantum entanglement in a system of two particles is a specific correlation manifested in the factthat they, in some sense, behave like a single quantum object. For instance, the absorption rateof entangled photon pairs linearly depends on the flux density, whereas in classical two-photonabsorption experiments this dependence is quadratic. This allows spectroscopic measurementsto be carried out at significantly lower excitation light intensities than in classical experiments.Although the effect of a significant enhancement of two-photon absorption in the case of en-tangled photons compared to classical two-photon absorption has been repeatedly observed inexperimental studies, the magnitude of this enhancement remains to be the subject of activedebate.
Here we perform a theoretical study of the use of correlated and uncorrelated photon pairs in thetwo-photon S0 → S1 absorption by the EGFP protein and its modification EGFP T203I.
The absorption probabilities of correlated and uncorrelated photon pairs are calculated usingthe sum-over-states formalism. We consider two-photon resonant absorption of a degeneratephoton pair. Excitation energies and transition moments are calculated using the XMCQDPT2-basedQM/MM approach. The convergence of a series of the N-level models with increasing numberof states N is shown to be very fast for the S0 → S1 transition in EGFP and EGFP T203I. Whenconsidering the 0 → 0 → f and 0 → f → f permanent dipole pathways (PDP) by restricting thesummation to the initial and final states only, we obtain the following approximate relation for theentangled two-photon absorption (ETPA) probability δe:

δe = δc(1− cos(ΩfTe/2))
2 + δ+ sin2(ΩfTe/2)

where δc is the classical TPA probability, δ+ is the non-classical contribution due to the entanglementof the two photons absorbed, Ωf is the S0 → S1 energy gap, and Te is the entanglement time.
We show that under nonlinear two-photon excitation of the S0 → S1 transition in EGFP and EFGPT203I, the PDP channels dominate for the absoprtion of both the correlated and uncorrelatedphotons. The ETPA enhancement is determined by the value of the non-classical contribution δ+,which primarily depends on the sum of the permanent dipole moments of the final and initialstates, while the classical probability δc is determined by the difference of these dipole moments.The ETPA probability as a function of entanglement time rapidly oscillates on the femtosecondtimescale. It changes from zero to the values significantly exceeding the classical one, and itsaverage value is 2 orders of magnitude higher than δc. Remarkably, the T203I modification of EGFPenhances the ETPA probability, whereas it diminishes the classical one. This can be rationalized byanalysing the derived equation for δe and considering the internal protein field and its influence onthe permanent dipole moments of the EGFP chromophore in the initial and final states.
Funding The work is supported by the Russian Science Foundation grant no. 22-13-00126.
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Theoretical modeling of the adsorption, desorption and migration of heavy and
superheavy atoms on a metal surface: beyond a mobile adsorption model

A.A. Astakhov1, G.A. Bozhikov1, N.V. Aksenov1

1 Flerov Laboratory of Nuclear Reactions, Joint Institute for Nuclear Research, Dubna, Russia
Experimental study of chemical properties of superheavy elements (SHE) is a non-trivial challengedue to the difficulty of the radioisotopes synthesizing and their short half-life times. The onlinechemical experiments imply synthesis of a superheavy nucleus, its separation from other prod-ucts of nuclear reactions, transport into a chromatographic system, adsorption on a surface andalpha decay detection. In the thermochromatographic experiments important chemical informa-tion is provided by an adsorption temperature on metals and other surfaces, as well as by thecorresponding chromatographic peak profiles. Comparing theoretical predictions with experimen-tal chromatographic results it is possible to conclude about SHE chemical form observed in theexperiment.
Within the simple mobile adsorption model theoretical Monte Carlo simulation and modeling ofthe chromatographic profiles [1] requires knowledge of the adsorption energies Ea which can beobtained from relativistic ab initio quantum chemistry calculations [2]. The average desorption timeis determined by the Arrhenius-Frenkel-like equation and depends both on Ea and on the harmonicvibration frequencies of an adsorbent lattice [1]. Therefore, a mobile adsorption approach considersthe retention time as a function of an adsorbent lattice dynamics, ignoring dynamical effects causedby chemical interactions between adatom and surface [3]. It has been shown, however, that amobile adsorption model is justified only in a physisorption case when Ea values are small [4].For strong atom–surface interactions desorption is a multiphonon process that depends not onlyon the adsorption energy and lattice vibrations but also on the chemical nature of adatom. As aresult, a mismatch between theoretical estimations and experimental results is possible. To thebest our knowledge no any theoretical predictions of the chromatographic profiles for heavy andsuperheavy atoms have been made to date beyond a mobile adsorption approximation.
In this work we consider several possible modifications of the Arrhenius-Frenkel equation, explic-itly taking into account a potential energy of the atom–surface interaction. Using the adiabaticapproximation and activated complex theory, we propose a tool for estimation of atomic mobility,desorption times, adsorption energies, enthalpies and entropies of heavy and superheavy atoms.This model is used to simulate atomic adsorption of a heavy element Tl and a superheavy elementFl on a gold surface.
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Impact of intramolecular hydrogen bonding on the photophysics of the modified
GFP chromophore anion

O.B. Beletsan1, L.H. Andersen2, A.V. Bochenkova1

1 Department of Chemistry, Lomonosov Moscow State University, Moscow, Russia
2 Department of Physics and Astronomy, Aarhus University, Aarhus, Denmark
Green Fluorescent Proteins (GFP) are indispensable tools in molecular and cellular biology due totheir high fluorescence quantum yields. However, fluorescence is lost at room temperature whenthe GFP chromophore is taken out of the native protein environment due to much faster internalconversion, which proceeds on a picosecond timescale through a conical intersection betweenthe excited and ground electronic states [1]. The intramolecular rotation about the single anddouble bonds in the bridge moiety of the chromophore is known to be responsible for promotinginternal conversion. The addition of a hydroxyl group to the ortho-position of the phenolic ring ofthe chromophore inhibits twisting across these bonds due to the formation of an intramolecularhydrogen bond, resulting in the increase of the fluorescence quantum yield. By using time-resolvedaction absorption spectroscopy of cryogenically cooled molecular ions combined with high-levelab initio calculations, we provide direct evidence for the influence of hydrogen bonding on thephotoresponse of the modified deprotonated GFP chromophore — opDHBDI−.
By using the XMCQDPT2/SA(2)-CASSCF(14,13)/(aug)-cc-pVDZ level of theory, we calculate thepotential that hinders internal rotation about the single and double bonds of the chromophore inthe ground and first excited singlet states. The excited-state potential for rotation about the singlebond exhibits multiple minima with twisted geometries of the chromophore due to the presenceof the intramolecular hydrogen bond. Vertical transitions from the planar minima of the s-cisand s-trans conformers in S0 correspond to the population of the transition states in S1, and thetwisting about the single bond becomes highly active upon the S0 → S1 transition in opDHBDI−. Thetorsional levels and the corresponding wavefunctions are calculated using these highly anharmonicperiodic potentials in S1 and S0. The photoabsorption spectrum is then calculated using the linearcoupling model in the harmonic approximation for all modes except the torsional mode treatedexplicitly. The simulated S0 → S1 absorption profile is used to interpret the vibrationally-resolvedaction-absorption spectrum obtained experimentally at cryogenic temperatures. We show thatthe most intense transition is significantly blue shifted from the band origin and corresponds tothe vertical transition of the s-cis rotomer, whereas the weak band origin can be attributed to thetransitions of the higher-energy s-trans rotomer. The located lowest-energy conical intersectionbetween the S1 and S0 states lies 0.3 eV above the minimum in S1, unlike that in the non-modifiedchromophore. We discuss the impact of the higher-lying conical intersection on the excited-statedecay channels of the modified chromophore, as well as on its excited-state lifetimes, which arefound to be strongly dependent on excitation wavelength across the S0 → S1 absorption band.
Funding The work is supported by the Russian Science Foundation grant no. 22-13-00126. Thecalculations are carried out using the equipment of the shared research facilities of HPC computingresources at Lomonosov Moscow State University as well as the local resources (RSC Tornado)provided through the Lomonosov Moscow State University Program of Development.
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MCSCF Approach to Many-Electron Pauli Equation

A.A. Bodunov1, G.K. Ozerov1, D.S. Bezrukov1

1 Chemistry Department, Lomonosov Moscow State University, Moscow, Russia
Nowadays, the main way to obtain information about distant astrophysical objects, study theirstructure, evolution and processes occurring in them is to study their spectra. At the same time,the state of matter in space may be significantly different from usual. We focused on studying thebehavior of atoms in strong magnetic fields, such as those present on the surface of neutron starsand white dwarf stars. Knowledge of the behavior of the electronic spectrum of atoms in suchmagnetic fields will make it possible to compare the predicted spectrum with the experimental one[1], which will subsequently make it possible to draw conclusions about the atomic composition ofthese astrophysical objects.
The approach that we develop in this work is based on the representation of an atom in a uniformmagnetic field of a white dwarf as a quantum non-relativistic many-electron system in the externalCoulomb field of the atomic nucleus and an external uniform magnetic field [2]. The electronenergy values in this approach will be solutions of the eigenvalue problem for the many-electronPauli Hamiltonian
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In this work, we applied a well-proven approach using the MCSF method to describe the excitedstates of atoms to this model.
This work will provide technical details of the implementation of all main stages

• Matrix elements calculation
• Solution of the optimization problem in the basis of molecular orbitals (Self Consistent Fieldprocedure)
• Solution of the optimization problem in the basis of Slater determinants (ConfigurationInteraction procedure)

A comparative analysis of the of various algorithms for solving various stages of the problem asapplied to the systems under consideration is presented.
Funding The work is supported by the Russian Science Foundation grant no. 22-23-01180.
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Model-based reinforcement learning for Iterative Prisoner’s Dilemma in a Multi-
agent environment

M. Chistikov1, A. Shuranova1

1 Laboratory for Economics of Climate Change, HSE University, Moscow, Russia
The Iterative Prisoner’s Dilemma (IPD) is a fairly common problem within game theory. In a multi-agent environment in which agents play different strategies (even if they are stationary), there isno single optimal stationary strategy since the agent has to adapt to different opponents. Rein-forcement learning (RL) is one of the prominent machine learning methods that can be applied tofind optimal strategies in the IPD framework. However, existing research on using RL for IPD mainlyconsiders situations where the learning agent plays with only one opponent [1, 2, 3]. Although inthese cases the trained agents rank high in the IPD tournament simulations and their comparativeresults are higher than those of the opponents, the resulting strategies may be far from optimal.
In this study, we have tested machine learning algorithms proposed in the [3]. We have found thatmodel-free RL indeed allows finding optimal strategies when learning on games with a single oppo-nent, but in an environment with several opponents, the results turn out to be worse. Moreover,the learning process becomes unstable when we expand the agent’s memory, due to an increasein the number of possible states of the environment. The reason is that the IPD formulation underconsideration cannot be reduced to a Markov decision-making process (MDP), since while playingwith different opponents the agent’s making the same decisions can lead to different new states,and to make a decision it is necessary to consider the entire history of the game with one opponent.In this regard, the work also tested the model-based RL algorithm proposed in [4] and improved in[5]. Its main advantage is the absence of assumption that the environment should be Markovian.We have managed to obtain a near-optimal strategy in a multi-agent environment in which theagent was trained by playing against three different types of stationary strategies.
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Quantum chemical study of 1,3-cyclopentadiene trimerization mechanism

N.A. Dontsenko , R.S. Shamsiev

Physical Chemistry Department, Lomonosov Institute of Fine Chemical Technologies, MIREA –Russian Technological University, Moscow, Russian Federation
1,3-cyclopentadiene (CPD), being a conjugated cyclic diene, has a tendency to undergo [4+2]-cycloaddition with various dienophiles, including other CPD molecules. Two stereoisomers ofdicyclopentadiene (DCPD) are formed: exo- and endo-DCPD, the latter being a product of kineticcontrol. Both dimers have a C=C bond both in the norbornene (NB) and the cyclopentene (CP)fragments of the molecule. Due to this, a diverse amount of tricyclopentadiene (TCPD) isomerscan be formed by [4+2]-cycloaddition of CPD and DCPD. A total of 14 TCPD isomers are formed inthe reaction of CPD and exo/endo-DCPD (fig. 1). However, experimental observations only showthe formation of 2 to 7 trimers [1, 2]. The aim of this study was to determine the patterns of theresulting product distribution.

 
 

Fig. 1. TCPD structures 

Figure 1: TCPD structures

According to DFT-PBE0/cc-pVTZ calculations, experimentally observed TCPD isomers are both themost thermodynamically stable (∆G298 = -21.3...-37.3 kJ/mol) and kinetically preferred (∆G298 =141.1...158.8 kJ/mol). Ring strain energies for all trimers were calculated using the homodesmoticreaction method. In almost all the cases the determined ring strain energies were smaller in case ofCPD addition to the NBE-end of DCPD. Energy decomposition analysis according to the activationstrain model showed the steric hindrance, which causes significant deformation of reagents uponreaching the transition state, to be the determining factor of the activation energy magnitude.
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Multiscale quantum chemical calculations of highly efficient narrowband deep-
blue fluorophores

N. Dubinets1,2,3, A. Sosorev1
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Until now, one of the main problems in the production of a commercially successful organic light-emitting diode (OLED) is the creation of a stable blue emitter with a narrow emission spectrum.One solution to this problem is the use of rigid fluorophores, in which various vibrations of thestructure are hindered by the absence of single chemical bonds. However, such structures consistof a large number of atoms, as a result of which vibronics calculations are very limited for them.On the other hand, multiscale modeling allows one to calculate quite accurately the shape andwidth of spectral lines of large molecules.

Figure 1: Structures of studied pSFIAc and diCBZLN derivatives. Grey - literature structures, Red -new structures

In this work the spectral properties of pSFIAc and diCBZLN based deep-blue luminophores isstudied taking into account their environment. The structures of the dopants with different hostswere generated using molecular dynamics. The fluorescence spectra of the dopants with hostswere calculated using TD-DFT method. The environment of the chromophores was modelled as aQM/MM approach, and as effective fragment potentials (EFP) method. It was found that the useof a multiscale approach allows one to increase the accuracy of the results obtained, without usingcomputationally expensive functionals, and also to accurately predict the shape of spectral lineswithout calculating vibration frequencies.
Funding The work is supported by the Russian Science Foundation grant no. 23-91-06206 in part ofQM calculations and grant no. 23-23-00429 in part of MD, QM/MM and QM/EFP calculations.
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Prediction of proton conductivity of metal-organic frameworks using a multi-
modal transformer

I. Dudakov1, V. Korolev1

1 MSU Institute for Artificial Intelligence, Lomonosov Moscow State University, Moscow, Russia
Metal-organic frameworks (MOFs) are a class of promising, potentially porous materials, whichproperties can be fine–tuned by changing the metal centers and organic ligands (linkers). Oneof these properties is proton conductivity, which can vary significantly at different humidity andtemperature values, whichmakes it possible to useMOFs as electrolytes in fuel cells. The impressivevariety ofMOFs complicates experimental design andmake to use a high-speed predictivemethod—machine learning. The aim of this work is to train a model based on a multimodal transformer topredict the proton conductivity of MOFs, taking into account global features and, then, to performa screening of databases to obtain new promising proton conductors.
Experimental data for training were collected from literary sources. The dataset consisted of 2,396data points for 223 different crystalline structures. Relative humidity values ranged from 0 to 100%,and temperature was in the range of 230–415 K.
For predicting proton conductivity, a multimodal transformer MOFTransformer [1] was used; themodel wasmodified to take into account the global features of the structure (humidity, temperature,acidity constant of the solvent in the pores, protonation of the solvent). The model was trainedusing the cross-validation method to more accurately estimate the generalizing ability of the modelby means of the testing on the entire available dataset. Optimal hyperparameters are obtained bygrid search technique. The mean absolute error (MAE) of predicting the natural logarithm of protonconductivity is 2.05 for a range of values from –23 to –2. Moreover, the uncertainty of predictionswas assessed: the experimental error of the data was estimated by adding an additional neuronto the last fully connected layer of the neural network to obtain the variance of the predictedvalue, and by modifying the loss function. The error of the algorithm was estimated by training anensemble of models with different initialization of weights with further calculation of predictionvariances.
In addition, a similar architecture was trained for the task of classification the conduction mecha-nism, which depends on the value of the activation energy. The latter is calculated from experi-mental data using the Arrhenius equation. The classification accuracy score is 0.73.
As a result of screening a database of 20,000 structures, potential candidates for new promisingproton conductors were obtained.
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Nonadiabatic electronic exitations as a trigger mechanism of plasma phase tran-
sition in dense fluid H2 and N2
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The nature of the transition of a dense hydrogen fluid from an isolated molecular state to aconducting state is one of the fundamental problems that has attracted much attention over thelast two decades, starting with the first detailed experiment to study the electrical conductivity ofthe H2/D2 fluid under shock compression. Subsequent shock compressions and heating in diamondanvils have generated a large amount of experimental data. However, to date there is no theorythat describes the dynamic and static experiments from a unified point of view and explains thedifferences in their results.
The intensive development of computational methods has led to classical and quantum moleculardynamics being firmly established in almost all areas of condensed matter physics. However, thesemethods have so far proved inadequate for describing the transition in an element as simple ashydrogen. This raises the question of the reliability of modern methods and the need to determinethe limits of their applicability. Thus, the importance of describing this transition from the point ofview of computational methods arises not only from the practical importance of dense hydrogen,but also from the need to verify modern approaches.
The modelling of the transition mechanisms in dense hydrogen and nitrogen fluids allows us toexplain all experimental observations, as well as the difference in the transition points observedby different groups [1, 2, 3]. The results of this work allow us to better understand the processesoccurring inside the giant planets, and also demonstrate the importance of non-adiabatic electrondynamics and the insufficiency of the description by classical models, without taking into accountexcitations.
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DFT method
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Boron carbides stand out for their unique combination of high melting temperature, exceptionalhardness, and low weight, making them indispensable in industries such as refractories, abrasives,body armor, as well as in nuclear technologies due to their neutron absorption capability. Boroncarbides are also promising as high-temperature semiconductors for electronics. Boron-carbonnanoclusters may serve as fullerene analogues, H2 and N2 gas nanosensors, quantum dots, ther-moelectric energy converters, and more. The purpose of this study is to elucidate the properties ofthese systems depending on their size, as well as to understand the mechanism by which the prop-erties of their bulk samples are achieved. Another objective is to determine the stable structuresof intermediate molecules formed in the growth process of boron-carbon systems [1, 2, 3].
In this study, we have predicted the optimal atomic structures of boron-carbon clusters containingup to 24 atoms. To find the most stable structures, we used the evolutionary algorithm USPEX (seealso http://uspex-team.org) coupled with ab initio calculations. The final refinements of structures,energies and magnetic moments were done using the Gaussian 16 code.
The stability of BnCm clusters was investigated, for which the minimum second-order energy dif-ferences by the number of atoms of different types (∆2

min), fragmentation energies (Efrag), andHOMO-LUMO gaps depending on the composition (n, m) were calculated. Figure 1 displays thegraph of∆2
min(n, m), demonstrating the existence of "ridges" and "islands" of stability, correspond-ing to the most stable clusters.

Figure 1: The graph of∆2
minE(n,m), showing the stability of BnCm clusters (n,m = 0− 12).

Knowledge of stable atomic configurations provides an understanding of the structural foundationsof the objects under consideration, helps to predict the course of chemical reactions involvingthem, and also explains the processes of their growth in experiments.
Funding Funding Global structure optimization was supported by the Russian Science Foundation(Grant 19-72-30043).
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Experimental and theoretical study of intermolecular interactions in water-
acetonitrile system
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Liquid systems are the complex objects for their study due to lack of the translational invarianceand presence of the cooperative motions of a large number of particles. Only the combination ofthe experimental and theoretical (e.g. quantum chemical or molecular dynamics) methods makespossible to obtain significant information about the structure and molecular interactions in suchsystems.
At the solutions formation, the interactions between the molecules of the solute and the solventappear. It leads to a structural reorganization of both of them. In the present work the acetonitrile(ACN) - water liquid solutionswere studied. The density and the speed of ultrasoundweremeasuredthroughout the full concentration range at the various temperatures (20 − 40◦C) [1]. From theexperimental data, the adiabatic compressibility, excess molar volume and adiabatic compressibilitywere calculated. Based on the analysis of the concentration and temperature dependences ofthese parameters, the entire concentration range was divided into five intervals with differentintermolecular structures: 0.0− 0.1, 0.1− 0.35, 0.35− 0.6, 0.6− 0.9, 0.9− 1.0molar fractionsof ACN. It was shown that the structures peculiarities in each interval can be explained by theformation of different molecular associates.
To clarify in detail the structure of these associates, the optimal geometry configurations and theformation energies for clusters (CH3CN)n and (CH3CN)n−1 · H2O (n = 3− 7) were calculatedby the DFT method with the B3LYP/cc-pvdz functional with dispersion correction term [2]. Inter-molecular interactions are easier to analyze in clusters than in condensed phase, and the finite sizeclusters of can be related to molecular associates in the solutions. When constructing ACN clusters,we assumed that ACN molecules prefer the antiparallel orientation. At the number of molecules inthe cluster increase, the cyclic configurations with the molecules orientation “head to tail” werealso realized, It was found that at the same n, the formation of clusters including a water moleculeis energetically preferable, and, starting from n = 6, water is located inside the cavity of the ACNmolecules.
The obtained data on the structure of the clusters were used to construct a structural model ofacetonitrile–water solutions, which correlates well with the model proposed based on the analysisof experimental studies.
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Development of descriptors for assessing maximum resistance to the principles
of independence and reverse thermal isomerization time in computer-assisted
screening of photopharmacological methods
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1 St Petersburg State University, St Petersburg, Russia
2 St Petersburg Academic University, St Petersburg, Russia
Photopharmacology is a field of research aimed at developing drugs that are converted into activeform only when exposed to light. This approach allows for significant spatial localization of theaction of drugs and, thus, reducing the side effects of their use [1]. One of the main approaches tothe development of photopharmacological compounds is the “cross-linking” of the biologicallyactive part and the molecular photoswitch, the most promising of which are azobenzenes andazoheterocyclic compounds [2]. Absorption of a photon causes isomerization of the switch, whichbrings the drug into the active form, and the drug is subsequently returned to the inactive formby reverse thermal isomerization of the molecular switch [3]. When computer screening of newphotopharmacological drugs, in addition to the standard set of compound parameters optimizedin pharmacology, the maximum of the absorption (activation) spectrum and the rate of reversethermal isomerization of the molecular switch are added. Both parameters require quantumchemical calculations and their assessment requires significant time and computational resources,especially for the rate of reverse thermal isomerization [4]. To be able to conduct computerscreening, it is necessary to find quickly calculated descriptors that correlate with the values ofthe specified properties. In this work, descriptors of molecular photoswitches were found thatmake it possible to estimate the maximum absorption spectrum and the rate of reverse thermalisomerization of compounds based on fast quantum chemical calculations and, thus, can be usedin computer screening of photopharmacological drugs.
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[1] Velema W. A., Szymanski W., Feringa B. L., 2014, J. Am. Chem. Soc., 136, 2178[2] Mukherjee A., Seyfried M. D., Ravoo B. J., 2023, Angew. Chem. Int. Ed., 62, e202304437[3] Dudek M., Tarnowicz-Staniak N., Deiana M., et al., 2020, RSC Adv., 10, 40489[4] Stegemeyer H., 1962, J. Phys. Chem., 66, 2555

67



Possible room-temperature superconductivity in Ca-Y-H system at high pressure
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1 Skolkovo Institute of Science and Technology, Moscow, Russia
Achieving room-temperature superconductivity is a one of the major goal of modern science.Hydrogen-based materials at high pressure have shown promise in this regard, with LaH10 currentlyholding the record for the highest superconducting transition temperature (250-260 K) in this classof materials. Exploring ternary hydride systems theoretically could lead to further progress towardsthis goal. In this work, we present a theoretical investigation of ternary superconducting hydrides inCa-Y-H system under high pressure. The thermodynamic stability, considering the zero-point energy,was studied by the evolutionary algorithm USPEX and the program package Phonopy applying theConvex hull method. State-of-the-art methods for modeling the electronic structure of materialssuch as VASP and Quantum ESPRESSO, were applied to explore the band structure and density ofstates of the materials. The Python programming language was used for numerical solutions of theisotropic Migdal-Eliashberg equations.
As a result, it was found that P6m2-CaYH18 exhibits a high superconducting critical temperature:for 300 GPa, Tc (Eliashberg) = 270–292 K, the electron-phonon interaction coefficient (λ) is equalto 2.480; 350 GPa - Tc (Eliashberg) = 272–295 K, λ = 2.131; 400 GPa - Tc (Eliashberg) = 278–302 K, λ= 2.033. P6m2-CaYH18 is a combination of the characteristic C2/m-CaH9[1] and P63/mmc-YH9[2]polyhedra, which have been studied earlier in the literature.
Funding The work is supported by the Russian Science Foundation grants no. 19-72-30043, 21-73-10261.
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Photoionization of γ-pyrone: Nonadiabatic nuclear dynamics in the low-lying
electronic states of the γ-pyrone radical cation

E.K. Iakimova1, A.D. Skitnevskaya1 and A.B. Trofimov1

1 Laboratory of quantum chemical modeling of molecular systems, Irkutsk State University, Russia
The latest photoelectron studies of γ-pyrone provide well-resolved spectrum, which shows complexfeatures representing combinations of the main and satellite lines [1]. In our recent work, theouter valence ionization of γ-pyrone was studied using the IP-ADC(3) and other accurate electronicstructure methods, and the results were used to interpret the experimental data [2].
The results of our high-level quantum chemical calculations showed that the electronic structureof γ-pyrone is quite complex due to electron correlation effects. These effects are reflected inthe complex structure of the ionization spectrum and also can be seen from the disagreementbetween the results of different methods with respect to the sequence of cationic states. Inmany occasions, the spacing between the electronic states is quite small, which indicates thattheir vibronic interaction is possible and should be taken into account when studying the vibronicstructure of the photoelectron bands. Such, the first maximum in the experimental spectrum withan energy of∼ 9.5eV arises from the two closely located transitions 8b2 (2B2) and 3b1 (2B1), whosesequence is indicated in accordance with the most accurate data of the CC3 method.
In this work, the vibronic structure of the ∼ 9.5eV band was studied using a proper theoreticalframework. For this, the vibronic interaction of the 2B2 and 2B1 states of the γ-pyrone radicalcation was taken into account by means of the linear vibronic coupling model employing vibronicHamiltonians expressed in a basis of diabatic electronic states [3] and parameters derived fromour IP-EOM-CCSD calculations. The model allows the interaction of the 2B2 and 2B1 states tobe quantified in terms of the conical intersection energy and linear vibronic coupling constantsassociated with totally and non-totally symmetric vibrational modes of γ-pyrone. The nonadiabaticnuclear dynamics in the coupled 2B2 and 2B1 states was studied using MCTDH method. Also, theresulting vibronic spectrum was computed. The agreement obtained between the theoreticaland experimental spectra confirms the adequate level of our modeling and allows for qualitativeassignment of the observed spectrum.
Funding The work is supported by the Russian Ministry for higher education grant FZZE-2024-0002.
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Prediction of photophysical properties of organometallic compounds using ma-
chine learning algorithms
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Recently, a broad field of study has been developed in the realm of chemistry, focusing on thedevelopment of luminescent materials. For determining the suitability of a molecule as a phosphor,the knowledge of its photophysical and photodynamic properties, including excitation wavelengthand fluorescence wavelength, is considered essential. Currently, the demonstration of machinelearning applications is limited exclusively to organicmolecules devoid ofmetal atoms. The objectiveof this research is to devise amodel that can predict the photodynamic properties of organometalliccomplexes.
A combination of a 12×12 Coulomb matrix, which describes the coordination environment of mostmetal atoms, Morgan FingerPrints, which describe the ligand environment, and persistence Bar-codes, which describe the topology of the complex as a whole, was used to encode organometalliccompounds. Additionally, good results were shown by the SLATM descriptor.
Acceptable predictive ability was shown by gradient boosting CatBoost; the best results wereobtained with neural network architectures such as CNN and RNN, which were found capableof predicting the photodynamic properties of organometallic phosphors with high accuracy. Theresulting metrics to predict absorption and emission wavelengths are shown in Figure. For compar-ison, the results of quantum chemical modeling of absorption wavelengths at the TD-DFT/PBE0-D3BJ/def2-tzvppd/CPCM(Acetonitrile) level in the Orca software package are presented.
As a result, machine learning models that are capable of predicting photodynamic properties atthe level of quantum chemical modeling and higher for organometallic compounds were able tobe created.

Figure 1: Photophysical properties prediction metrics

Funding The work was supported of the non-profit Foundation for the Development of Scienceand Education “Intellect”. The code of the work and examples of the dataset used are available atthe link: https://github.com/Yagr49/Photocatalyst_NN.
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Dataset formation for refolding of the GLP-1 agonist precursor protein

A. Kazakova1, S. Ishchuk1

1 R&D center, GEROPHARM, Saint Petersburg, Russia
Machine learning is a subset of artificial intelligence (AI) that focuses on enabling machines tolearn from data and improve their performance over time without being explicitly programmed.In traditional programming, a programmer writes rules and instructions for a computer to follow.However, in machine learning, the computer is trained on data to learn patterns andmake decisionsor predictions based on that data. The prospects for machine learning are incredibly promising andcontinue to expand rapidly. Machine learning is widely used in various fields, including image andspeech recognition, natural language processing, recommendation systems, financial forecasting,healthcare, and many others.
In order for machine learning to be possible, datasets are required. Datasets are collections ofdata points that are used to train, validate, and test machine learning models. They serve as thefoundation for building and evaluating the performance of these models. Datasets can vary widelyin size, complexity, and format depending on the specific task and domain they are designed for.As a rule, the sources of datasets are open data. However, the amount of open data is limited insome highly commercialized areas, such as the pharmaceutical industry.
The main problem that the pharmaceutical industry faces when trying to use machine intelligenceis the lack of large amounts of open data. When creating datasets, each pharmaceutical companycan only rely on itself. Real experiments take time and labor. Therefore, to generate datasets,approaches are needed that allow obtaining the largest amount of data in a minimum numberof experiments. An example of such an approach is fractional factor analysis and the design ofexperiments (DoE) approach developed on its basis.
In this work, the DoE approach was applied to the refolding of the GLP-1 agonist precursor proteinto determine the optimal process conditions, as well as the formation of a dataset suitable formachine learning, in particular Bayesian optimization. Based on an analysis of the literature, 12factors were identified that could affect protein folding, including temperature, pH, urea, sucrose,arginine, SDS and others. Using MODDE 12.1 software, a D-optimal parameter screening plan wasconstructed, including 21 experiments. An indicator of the quantitative content of hybrid protein inthe sample, determined by capillary zone electrophoresis, was used as a response. In addition,to study the component composition of the samples, the method of protein electrophoresis inpolyacrylamide gel in the presence of SDS according to Laemmli was used.
Based on the screening results, a critical effect of SDS on the retention of the hybrid protein inthe dissolved state was revealed. The main mechanism that ensures an increase in the solubilityof a protein molecule in the presence of SDS is the shielding of the hydrophobic regions of theprotein by surfactant molecules from the effects of a hydrophilic environment. It is likely that thelower effectiveness of nonionic surfactants, such as Tween 20 and Triton X-100, in the processof renaturation of the GLP-1 agonist precursor protein is associated with less shielding of thehydrophobic regions of the molecule due to the lack of surface charge and a long hydrophobic tail.
Thus, in the course of this work, the current production problem was solved, refolding conditionsfor the molecule were selected, and a data set was obtained that can be used in the future formachine learning.
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Quantum chemical modeling of the electronic structure of ytterbium halides by
the coupled cluster method

P.A. Khadeeva1,2, V.M. Shakhova1, Y.V. Lomachuk1, N.S. Mosyagin1, L.V. Skripnikov1,2, A.V. Titov1,2

1 NRC «Kurchatov Institute» - PNPI, Gatchina, Russia
2 Saint-Petersburg State University, Saint Petersburg, Russia
Methods based on density functional theory are the most common in modeling the electronicstructure of materials. However, when studying optical properties, such as excitation energies,in materials containing lanthanides and actinides, it is almost impossible to achieve reliable andhigh-precision results. This problem arises due to the fact that the electronic structure of suchcompounds has close energy levels, which leads to the need to take into account correlation andrelativistic effects simultaneously. This can be achieved using relativistic coupled cluster methods,but there is a problem of necessity for time-consuming and memory-demanding calculations. Toapply these approaches to crystals, our laboratory has developed a technology for cutting out afragment from a periodic structure named CTEP (compound-tunable embedding potential) [1],which provides high accuracy in describing the influence of the environment on the selectedfragment.
To analyze the correctness of reproducing the simulated electron density in the vicinity of aheavy nucleus, the chemical shift of the X-ray emission spectrum lines was chosen. For eachatom, these spectra are characteristic and highly sensitive to the state of a d- or f-element in aparticular compound. Direct methods for calculating the X-ray emission spectra lines are practicallyunapplicable, therefore a "two-step" method for its calculation was developed [2].
In this work ytterbium halides (YbHaln Hal=F, Cl, n = 2, 3) are investigated by a relativistic versionof the CCSD. This approach has limited possibilities due to the rapid growth of its computationalcomplexity with increasing the system size, therefore, it is important to carry out preliminarycalculations on simpler systems and the stoichiometric molecules were chosen for this purpose. Inthe first part of the work, the calibration of the basic sets on molecular systems was carried out,which showed that when studying the "core properties" on the Yb atom, there is no need to usesaturated basic sets on halogens. In the second part of the work, pilot calculations of chemicalshifts of X-ray emission spectrum lines for fragments of CTEP crystals were carried out using therelativistic CCSD.
Funding Financial Support. The work was supported by the Russian Science Foundation (projectNo. 20-13-00225) https://www.rscf.ru/project/23-13-45028 / NRC “Kurchatov Institute” –PNPI.
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Theoretical modeling of the structural and spectral properties of a magnesium
atom in a methane matrix

N.N. Kleshchina1, B.B. Kamorzin1, G.K. Ozerov1, B.V. Rutskoy2,3, D.S. Bezrukov1

1 Lomonosov Moscow State University, Faculty of Chemistry,
2 National Research Centre "Kurchatov Institute",
3 National Research Nuclear University "MEPhI".
Matrix isolation is a well-established technique for investigating the properties of individual atomsand molecules. Initially conceived for studying metastable molecular systems or transient species,subsequent experimental advancements have revealed that the spectral properties of even well-characterized atoms and molecules exhibit a strong dependence on the surrounding matrix envi-ronment. This dependence continues to be of significant interest.
Previously, our group proposed an approach that made it possible to determine the structuralparameters of matrix-isolated atoms and small molecules in noble gas matrices, which was sub-sequently expanded to calculate various spectral properties: Raman spectra, EPR spectra, andelectronic spectra. The latter remains the most prevalent technique for investigating systemsexhibiting characteristic bands, such as first and second-row atoms.
This study aimed to extend the previously developed approach for modeling a pure isotropicmatrix to an almost isotropic methane matrix. The matrix-isolated magnesium atom was chosen asthe system of interest, for which experimental spectra are available, but there is no reasonabletheoretical interpretation and the trapping site structure has not been established. As part ofthis work, we carried out ab initiomodeling of the magnesium-methane system, constructing fivedifferent potential energy surface sections using the CCSD(T)/bf/CBS method for the ground stateand MRCI(+Q) for the excited state. The resulting potentials were averaged with the Jacobianto obtain isotropic potentials. Next, using the previously proposed approach, the geometries ofstable structures were obtained, and the positions of the bands in the vertical excitation spectrumand their shifts relative to the vacuum state were calculated. The agreement obtained with theexperiment confirms the correctness of the calculations and allows us to draw a conclusion aboutthe method of trapping the magnesium atom in the noble gas matrix.
Funding The work is supported by the Ministry of Science and Higher Education (project no.121031300176-3).
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Physically based water-related continuum modelling in the SubTHz range for
atmospheric applications

T.A. Galanina1, A.O. Koroleva1, D.S. Makarov1, M.Yu. Tretyakov1

1 A.V. Gaponov-Grekhov Institute of Applied Physics of the Russian Academy of Sciences, NizhnyNovgorod, Russia
The concept of continuum absorption raised due to the impossibility to describe the atmosphericair absorption as the sum of the resonance lines of atmospheric molecules. Even after a century ofpersistent theoretical and experimental efforts on the continuum nature investigation [1], empiricaland semi-empirical continuum models are still used in atmospheric physics and related studies.The accumulated knowledge about the continuum absorption spectrum (and its interpretationas a bimolecular absorption) in the subterahertz frequency range (0 – 1 THz), allows building aphysically based continuum model for practical applications.
The proposed model is a modification of the MPM (millimeter-wave propagation model) [2], widelyused all over the world. Water vapor self-continuum is presented as sum of contributions fromabsorption by stable and metastable dimers, and absorption corresponding to the unknown behav-ior of the far wings of the water monomer resonance lines approximated by a simple functions[3]. For the water foreign-continuum, the parameters of its empirical representation in MPM wererefined to achieve a better agreement with the available experimental data in the submillimeterwave range.
We demonstrate that the new model is in a very good agreement with current versions of propaga-tion models [4] but the deviation of the the atmospheric brightness temperature calculated withthe new model from its empirical progenitor may reach up to 20 K by adding significant for thesubTHz range resonance water lines.
Funding The work is supported by the Russian Science Foundation grant no. 22-72-10118 (https:
//rscf.ru/project/22-72-10118/).
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SubTHz molecular laboratory spectroscopy: experimental methods and results

M.A. Koshelev1, M.Yu. Tretyakov1, S.P. Belov1, G.Yu. Golubiatnikov1, V.V. Parshin1, I.N. Vilkov1,
T.A. Galanina1, E.A. Serov1, I.I. Leonov1, A.I. Chernova1, A.F. Krupnov1

1 A.V. Gaponov-Grekhov Institute of Applied Physics of the Russian Academy of Sciences, NizhnyNovgorod, Russia
Today’s molecular spectroscopy is addressing a wide variety of fundamental and applied key prob-lems in physical chemistry, molecular physics, and related fields. Molecular structure and chemicalbonding, intramolecular dynamics and intermolecular interactions are probedby spectroscopicmethods. Astronomical and atmospheric studies, diagnosis of human diseases by analyzing exhaledair, technological processes control and many other applications utilize the molecular spectra.These applications demand accurate information on the spectra of the target molecules.
Laboratory spectroscopy can provide the required spectral information. However, the most com-plete and reliable data can be obtained using different (by principle of measurement) spectroscopicmethods operating in a wide range of thermodynamic conditions. The wider the range of condi-tions, the more accurate the information about molecules, their dynamics and interactions can berevealed.
In this report we present a complex of gas spectrometers [1] that has been developed in IAP RAS(Nizhny Novgorod) for about half a century. The complex consists of three broadband BWO-basedscanning instruments operating in the subTHz range that have the complementary abilities in termsof studying themolecular spectra. These instruments are the video spectrometer, the spectrometerwith the radio-acoustic detection of absorption (RAD spectrometer) and the resonator spectrometer.All together they cover pressure range from about 10−3 Torr to 103 Torr allowing investigation of avariety of physical effects which can manifest themselves in experimental spectra. The examples ofthe comprehensive study of molecular spectra and other unique results are also presented in thereport.
Funding The work has been supported by the RSF (Project 22-72-10118, https://rscf.ru/
project/22-72-10118/).
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Calculation of higher-order correlation effects in highly charged ions

Y.S. Kozhedub1, M.Y. Kaygorodov1, A.V. Malyshev1,2, V.M. Shabaev1,2, I.I. Tupitsyn1, A.V. Volotka3

1 Department of Physics, St. Petersburg State University, 199034 St. Petersburg, Russia
2 National Research Centre “Kurchatov Institute” B. P. Konstantinov Petersburg Nuclear PhysicsInstitute, 188300 Gatchina, Leningrad district, Russia
3 School of Physics and Engineering, ITMO University, 197101 St. Petersburg, Russia
The properties of highly charged ions (HCIs), including both their structure and dynamics, arerigorously described from first principles by quantum electrodynamics (QED), widely acknowledgedas one of the most precise theories of fundamental interactions. In comparison to neutral atomsor light ions, HCIs exhibit significantly enhanced physical phenomena. Relativistic effects, Breitinteractions, QED corrections, and deviations from various selection rules are notably pronouncedin HCIs, exerting considerable influence on their structural and radiative characteristics. Theremarkable precision offered by QED theory presents unique scientific opportunities, particularlyin the exploration of "new" physics, underscoring the ongoing necessity for rigorous experimentalverification. HCIs are actively investigated experimentally utilizing heavy ion storage rings andElectron-Beam-Ion-Trap facilities of varying scales.
Precisely evaluating the structure and dynamic properties of highly relativistic, tightly bound elec-trons within HCIs presents one of the most formidable challenges in contemporary theoreticalatomic physics. Achieving the required theoretical accuracy in the case of few-electron HCIs is avery important and complicated problem. Methodologies employed for calculating high-Z ionsfundamentally differ from those used for low-Z ions due to the non-small nuclear-strength param-eter αZ (where α denotes the fine-structure constant), rendering it unsuitable as an expansionparameter. Consequently, calculations necessitate consideration of all orders in αZ.
The methodologies for calculating the QED contributions from first- and second-order diagramsare actively evolving and being applied. However, the technical intricacy of directly computing QEDcorrections escalates rapidly with the order of perturbation theory and the number of electrons,rendering large-scale computations practically infeasible. Consequently, simplified approximatemethods are often employed to incorporate these corrections [1, 2]. Enhancing the precision oftheoretical calculations entails the development ofmethodologies that leverage the benefits of bothexact and approximate approaches. Nonetheless, numerous experimental datasets exhibit greaterprecision than their theoretical counterparts, notably for Li-like [3], B-like [4, 5], and F-like [6, 7]ions.
To enhance the theoretical accuracy achieved through rigorous QED methods (limited to the lowestorders), higher-order correlation contributions can be incorporated within the lowest relativisticapproximation by solving the Dirac-Coulomb-Breit equation (DCB). These calculations are feasiblefor both individual levels [8, 9] and within the framework of quasidegenerate perturbation theoryto rigorously address the mixing of closely spaced levels with the same symmetry [10, 11].
To refine the prediction of QED screening corrections, we propose employing an approximatemethod based on the model QED operator. This entails isolating higher-order interelectronicinteractions from the QED screening outcomes derived with the model operator. To achieve this,we will introduce a small parameter scaling the interelectronic interaction operator in calculationsconducted with the effective QED operator [1]. This parameter enables a numerical decomposition
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of the QED screening correction by this parameter. By segregating the lower-order contributionsfrom the total value, we can deduce the higher-order contributions, which will be incorporatedinto the exact QED values. The accuracy of the results obtained can be gauged by the dispersion ofthe final values, contingent upon the initial approximation of the perturbation theory regardingthe interelectronic interaction (determined by the initial screening potential).
In this study, we illustrate the integration of rigorous QED calculations up to the second orderof perturbation theory with higher-order electron-correlation contributions assessed within theBreit approximation and model QED operator in HCIs. To account for correlation effects within theBreit approximation, we employ the relativistic Dirac-Fock-Sturm configuration interaction method(CI-DFS) in conjunction with many-body perturbation theory [12].
Funding This work was supported by the Russian Science Foundation (Grant No. 22-62-00004).
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Investigation of the structure and properties of the ThF+ molecule using rela-
tivistic coupled-cluster method

I.G. Kozhevnikov1,2, A.V. Oleynichenko 1,2, A.V. Zaitsevskii1,3

1 Petersburg Nuclear Physics Institute named by B.P. Konstantinov of NRC “Kurchatov Institute”,Gatchina, Russia
2 Moscow Institute of Physics and Technology (National Research University), Moscow oblast,Dolgoprudny, 141701, Russian Federation
3 Department of Chemistry, Lomonosov Moscow State University, Moscow, Russia
In the next generation of experiments to search for electron electric dipole moment (EDM) atJILA, the ThF+ molecular ion will be used [1]. The thorium monofluoride molecule is an excellentcandidate for searching for EDM, as its EDM-sensitive state 3∆1 is the ground electronic state. Thisallows for increased measurement accuracy, as the coherence time of the measurements will notbe limited by the spontaneous lifetime of the working state [2].

Figure 1: Potential curves of electronic states of the ThF+ molecule
Accurate data on low-lying electronic states and radiative properties of ThF+ were obtained usingrelativistic quantum chemical modeling. Potential curves were calculated using the Fock-spacerelativistic coupled cluster method with single and double excitations (FS RCCSD), and lifetimes ofelectronic states were calculated. The FS RCCSD-based spectroscopic constants agree reasonablywith experimental data [3] for the four lowest states, while significant discrepancies for higher-energy states are observed. The results of the calculation of potential curves for several dozenlow-lying electronic states of the ThF+ molecule are presented in Figure 1.
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Modeling of P−O bond cleavage mechanism of nucleoside phosphates

A. Kulakova1,2, T. Mulashkina 1,2, M. Khrenova1,3

1 Chemistry Department, Lomonosov Moscow State University, Moscow, Russia
2 Emanuel Institute of Biochemical Physics, Russian Academy of Sciences, Moscow, Russia
Chemical reactions involving the formation or cleavage of P-O bonds in phosphoric acid estersare important in biochemistry. Phosphoric acid esters of nucleosides are essential in biologicalsystems as components of DNA, RNA, and many cofactors and metabolites. Usually P-O bondcleavage involves the substitution of the leaving group (LG) by a nucleophilic agent (Nu). Thesubstitution might occur stepwise, creating a stable intermediate, or in a concerted manner,passing through transition state. Moreover, the reaction can follow one of two distinct paths: adissociative mechanism, where the leaving group exit is followed by the attack of nucleophilicagent, or an associative mechanism, where the Nu initiates the attack before the leaving groupdeparture.
In this work, various electron density descriptors and geometry criteria were considered to de-termine the type of mechanism based on the structure of the enzyme-substrate complex, usingthe hydrolysis reactions of different organophosphorus compounds in the enzyme’s active siteas examples. To determine the type of mechanism, it is proposed to use a combination of thedistribution of the length of the breaking P-O bond during QM/MM simulation and Laplacianof electron density along the breaking P-O bond at the stationary point corresponding to theenzyme-substrate complex.
Funding The work is supported by the Russian Science Foundation grant no. 19-73-20032.
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Modeling kinetics of the photoinduced retinal fragmentation

R.G. Kuliev1, O.B. Beletsan1, A.V. Bochenkova1

1 Chemistry Department, Lomonosov Moscow State University, Moscow, Russia
The retinal protonated Schiff base is a main component of photoactive proteins, which play acrucial role in sensory organs of organisms. The photon absorption in the protein environmentleads to the isomerization of retinal, and the chromophore returns to the initial form via a series ofintermediates, which are formed in the photocycle of these proteins. For the isolated moleculein the gas phase, the energy cannot, however, be released into the environment and its excessbecomes redistributed among various vibrational modes in the ground electronic state followinginternal conversion and isomerization of retinal. This eventually results in the statistical fragmen-tation of the molecule in the hot ground state. The chromophore shows a remarkably selectivephotoresponse in the gas phase, which is triggered by a cyclization reaction with subsequentfragmentation, leading to one specific fragment ion, the truncated protonated Schiff base, andtoluene [1, 2]. Such photoinduced fragmentation is used in action absorption spectroscopy, whenthe photophysics and fast photoinduced dynamics of the retinal protonated Schiff base is studied inthe gas phase. Here, we introduce a theoretical model to describe the kinetics of the photoinducedretinal fragmentation.
We develop a methodology for calculating statistical lifetimes of isolated chromophores followingtheir excitation by photons of different wavelengths. By using the MRMP2/CASSCF(12,12)/cc-pVDZlevel of theory, we locate all intermediates and transition states along the reaction pathway for thestatistical fragmentation of the retinal protonated Schiff base in the ground electronic state. Therate constants for all steps are calculated using the quasi-equilibrium theory for isolated moleculesbased on the numerical evaluation of densities and sums of vibrational states. The kinetic schemeis then analyzed based on the calculated rate constants. Three characteristic timescales are derived,and one of these time components can directly be compared to the experimental data obtained inthe millisecond time window. The calculated (103 mcs and 146 mcs) and experimental (107 mcsand 125 mcs) lifetimes are compared at excitation wavelengths of 530 nm and 550 nm, showingexcellent agreement.
Funding The work is supported by the Russian Science Foundation grant no. 24-43-00041. Thecalculations are carried out using the equipment of the shared research facilities of HPC computingresources at Lomonosov Moscow State University as well as the local resources (RSC Tornado)provided through the Lomonosov Moscow State University Program of Development.
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Molecular modeling of reagents potentially active against sulfide minerals
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1 Laboratory of complex processing of non-traditional mineral raw materials, Institute of Compre-hensive Exploitation of Mineral Resources Russian Academy of Sciences, Moscow, Russia
The search for selective reagents-collectors of sulfide minerals for flotation extraction of noble andother valuable metals is an urgent task. To predict the properties and select flotation reagents,IPKON RAS studied quantummechanical aspects of chemical bonds and intermolecular interactionsof reagents and sulfide minerals.
The fixation of collectors on sulfide minerals during flotation is considered as a process of formationof surface coordination compounds. 3D models of minerals, collectors and their complexes werecreated in the ChemBio 3D program of the specialized ChemOffice complex. The resulting structureswere optimized and minimized using molecular mechanics MM 2. The calculation of the main dataduring modeling was carried out using the PM 7 method using the MOPAC software module usingARC and Gaussian Output files.
To quantify the activity of collectors during the interaction of a collector with an atom of a mineralcluster, P.M. Solozhenkin proposed a forecast index for assessing the activity of the collector POAS[1]. It is defined as the difference between the total energy of the complex and the sum of theenergy of the cluster and the energy of the collector, determined by the expression:

∆E = Ecomplex − (Ecluster + Ecollector), eV

The lower the value of the POAS index, the more preferable is the interaction of the collector withan atom of the mineral cluster. Reagents with a negative index can be effective collectors.
As a result of modeling the parameters of molecular interactions, new reagents were identifiedand recommended as collectors of sulfide minerals of gold, antimony, copper, zinc, and lead. Thus,to obtain complexes of copper, lead, zinc and antimony with (di(pyrazin-2-yl)amine), docking wascarried out. Atomic charges, orbital energies, and the electron occupancy of the orbitals of thecomplexes were determined. The data obtained were used to calculate the POAS index. It wasestablished that for for the copper complex, POAS is equal to 6.081 eV, for the lead complex, POASis equal to -1.39301 eV, for the antimony complex, POAS is equal to -2.82434 eV. Thus, di(pyrazin-2-yl)amine can be a collector for sulfide minerals of lead and antimony.
For flotation of zinc sulfide minerals, their preliminary activation with copper ions is used. For theCuZnS cluster, di(pyrazin-2-yl)amine and C10H7(N=N)(C=O)OH are considered as collectors. For thecomplexes obtained as a result of docking, the values of the POAS index were calculated. For CuZnSand (C10H7(N=N)(C=O)OH), the POAS is -1.65243 eV, and for CuZnS and di(pyrazin-2-yl)amine, thePOAS is -1.7222 eV. Based on the negative values of the POAS index, it is possible conclude thatthese compounds may be effective as collectors of zinc sulfide minerals.
The approach being developed allows for a preliminary selection of reagents for flotation [2]. Itis especially important for the extraction of strategic metals, the compounds of which are foundin complex deposits, as well as in the form of finely disseminated or emulsion associations, andtherefore are difficult to isolate in pure form.
References
[1] Solozhenkin P., 2016, Reports of the Academy of Sciences, 466, 559[2] Solozhenkin P., 2006, Problems of technology for enrichment and processing of strategic bismuth-containing raw materials. Nauchtekhlitizdat, Moscow

81



Role of the protein environment and structural heterogeneity in the mechanisms
of photochromic reactions of microbial and animal rhodopsins

P.A. Kusochek1, V.V. Belov1

1 Chemistry Department, Lomonosov Moscow State University, 119991 Moscow, Russia
Rhodopsins are photosensitive proteins containing the retinal protonated Schiff base (RPSB) as achromophore group. The protein environment plays an important role in establishing high quantumyields and high rates of their primary photochemical reactions: all-trans → 13-cis and 11-cis →all-trans photoisomerization of RPSB in microbial and animal rhodopsins, respectively [1]. However,nonreactive excited states that produce no photoproducts are also observed in rhodopsins. Inthis work, we investigate the influence of the protein environment on the photodynamics ofRPSB in the forward and reverse photoisomerization reactions and study the role of the structuralheterogeneity of the protein active centers in the formation of nonreactive states in microbial andanimal rhodopsins.
By using molecular dynamics simulations and extended multiconfiguration quasi-degenerate per-turbation theory (XMCQDPT2) [2] combined with the effective fragment potential method (EFP) [3],we calculate the S0–S1 vibronic band shapes of RPSB in the active centers of microbial rhodopsinsKR2, ESR, and bacteriorhodopsin, as well as animal bovine rhodopsin. We show that each rhodopsinselectively excite certain vibrational modes of the RPSB polyene chain upon the S0–S1 transition,thus determining the different specificity and efficiency of the primary photoisomerization reac-tion in these proteins. Remarkably, the reverse photochromic reactions show specificity only inmicrobial rhodopsins, whereas the specificity of the reverse photoisomerization is lost in visualrhodopsin. The high efficiency of the direct 11-cis → all-trans photoisomerization reaction andthe low probability of the reverse photoreaction might indicate evolutionary much higher tunedchromophore-protein interactions in animal rhodopsins.
We also reveal structural heterogeneity of the retinal-binding pocket in the KR2 and ESR rhodopsins,characterized by several distinct conformations of their active centers. This is thought to be relatedto the presence of nonreactive states in the photodynamics of these proteins.
Funding The work is supported by the Russian Science Foundation grant № 23-73-01091, https:
//rscf.ru/project/23-73-01091/. The calculations are carried out using the equipment of theshared research facilities of HPC computing resources at Lomonosov Moscow State University aswell as the local resources (RSC Tornado) provided through the LomonosovMoscow State UniversityProgram of Development.
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Parametric broadening of the electronic-vibrational spectrum of a molecule
caused by zero-point vibrations and thermal fluctuations of interatomic bonds

P. Lebedev-Stepanov1,2

1 NRC “Kurchatov Institute”, Moscow, Russia
2 NRNU MEPhI, Moscow, Russia
The existence of a new type of broadening of the spectral line of an electronic-vibrational-rotational(rovibronic) transition in a molecule, caused by zero-point vibrations and thermal fluctuationsof atomic nuclei near their equilibrium positions during vibrational-rotational motion inside themolecule, has been shown [1, 2, 3]. From the position of the Copenhagen interpretation of quantummechanics, the parametric broadening of vibronic transitions is an expression of the differencebetween a real open (i.e., experimentally measured) system and an isolated (unobservable) system.To describe a real molecule, modified Franck–Condon diagrams have been proposed (Figure).

Figure 1: A modified Franck–Condon diagrams describing the occurrence of parametric broadeningof vibronic levels (a) and lines (b) in a molecule [2].

Expressions for the parametrically broadened spectral intensity of the vibronic transition are found.An estimate of the parametric broadening of the absorption line of the (0-0) transition in a series ofmonomers of polymethine dyes, which is comparable in order of magnitude with the broadeningobserved in the experiment, is presented. Existing quantum chemical methods for calculatingmolecular spectra do not take into account parametric broadening. Taking this effect into accountmakes it possible to clarify existing ideas, incl. when describing the photodissociation spectrum ofa molecule.
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Machine learning approaches for fuel design
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Despite the development of the alternative energy industry, fuel energy remains a key industryin the global economy. High-throughput screening of mixtures in order to find the optimal fuelcomposition, including those based on biofuel components, is important both from an economicand environmental point of view. The key characteristics of fuels are the research and motoroctane numbers (for gasoline), cetane number (for diesel), density and viscosity. Modern researchin various fields is shifting towards data driven approaches that allow making highly accuratepredictions based on accumulated experimental and calculated data. The use of such approaches inthe field of fuel quality assessmentmakes it possible to solve the complex problemof efficiency, timeand price costs: traditional methods of determining octane numbers and other fuel characteristicsinvolve expensive and time-consuming laboratory tests. Machine learning models can predictoctane numbers quickly, saving time and resources.
In this work, a machine learning model is implemented to predict the octane and cetane numbersof individual fuel molecules and mixtures. For individual molecule models, a comparison of the useof classical tabular ML approaches using deterministic descriptionization based on well establishedchemical descriptors [1] with subsequent feature engineering and a DL approach based on graphconvolutional neural networks of various architectures is demonstrated. Within the framework ofmixture prediction, various approaches to accounting for the properties of individual moleculeshave been studied: a quasi-additive model that uses only the composition and embeddings ofindividual molecules as input data, as well as an approach with the descriptization of pairedintermolecular interactions of molecules presented in mixture.
We used the created predictive model for individual molecules as a reward model for L-MolGAN[2] generative model, shifting the generation distribution to the region of molecules with a highoctane number or cetan number and conducted high-throughput screening of mixtures, identifyingpotential fuel candidate mixtures.
Funding The work is supported by the Ministry of Science and Higher Education (project no.121031300176-3).
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Modeling photoabsorption spectra of conformationally flexible calcium indica-
tors in solution upon one- and two-photon excitation

V.I. Nazarova1, O.N. Voldaeva1, A.V. Bochenkova1

1 Department of Chemistry, Lomonosov Moscow State University, 119991 Moscow, Russia
Fura-2 is a ratiometric fluorescent dye, which binds to free intracellular Ca2+ ions and is widelyused for calcium imaging in living cells. Upon complexation, the absorption maximum of Fura-2shifts from 375 nm to 340 nm, and the ratio of the emission intensities at these wavelengths candirectly be related to the amount of intracellular calcium [1]. However, continuous exposure ofsamples to the blue and UV light has a detrimental effect, as it causes their deterioration due tophotobleaching and photodamage. Moreover, the short-wavelength light is unable to penetratetissues deeper than 40 mm. These issues can be addressed by employing two-photon excitation,which practically assembled in two-photon scanning microscopy (2PEF) with near-infrared laserlight. Here, we introduce a methodology for modeling one- and two-photon absorption spectra ofconformationally flexible fluorescent dyes in solution to optimize their brightness for bioimagingapplications. We also apply the new methodology for calculating spectral profiles of Fura-2 in afree state and bound to Ca2+ ions in aqueous solution upon one- and two-photon excitation.
Our methodology explicitly accounts for both the homogeneous and inhomogeneous spectralbroadening effects. It combines MD sampling techniques with high-level quantum chemistrycalculations of one- and two-photon transition parameters for multiple structures taken along theMD trajectory. The followingmajor steps are performed: MD simulations using the NPT ensemble at300 K, QM/MM (PBE0/(aug)-cc-pVDZ/CHARMM) geometry optimization, XMCQDPT2 [2] / EFP [3]calculations of transition parameters, simulating Franck-Condon vibronic band shapes using a linearcoupling model, calculations of two-photon absorption cross-sections using a sum-over-statesapproach, modelling overall one- and two-photon absorption spectra.
We show that the contribution from inhomogeneous broadening is crucial for accurate modelingof both the one- and two-photon absorption profiles of conformationally flexible dyes like Fura-2in solution. We also reveal a strong correlation between the calculated two-photon absorptioncross-sections and the changes in permanent dipole moments upon the transition. Chemicalmodifications of Fura-2, which increase the intramolecular charge transfer character upon thetransition, can therefore be used to enhance its nonlinear photophysical properties.
Funding The work was supported by the Russian Science Foundation grant no. 22-13-00126. Thecalculations were carried out using the equipment of the shared research facilities of the HPCcomputing resources at Lomonosov Moscow State University, as well as the local resources (RSCTornado) provided through the Lomonosov Moscow State University Program of Development.
References
[1] Wiederschain G. Y., 2011, Biochemistry, 76, 1276[2] Granovsky A. A., 2011, J. Chem. Phys., 134, 214113[3] Gordon M. S., Freitag M. A., Bandyopadhyay P., et al., 2001, J. Phys. Chem. A, 105, 293

85



Ground state of the light relativistic atoms in intermediate and strong magnetic
fields

F.A. Petryaykin1, O.N. Mazaleva1, A.A. Bodunov1, D.S. Bezrukov1, G.K. Ozerov1

1 Lomonosov Moscow State University, Faculty of Chemistry
The progress of astrophysical spectroscopic methods for studying the thin hot atmospheres andaccreting gas near compact objects such as neutron stars, white dwarfs, and magnetars hassignificantly stimulated theoretical interest in investigating electronic properties of atomic systemsunder extreme conditions of relativistic matter in superstrong magnetic fields ranging from 106

up to 1015 G. Since such conditions are largely unattainable in available experimental setups,this motivates the development of ab-initio approaches to describe Lyman series. However, thecomplete description of the spectroscopic features for most compact objects requires considerationmany-electron atomic species, including He, Li, C, and O atomic species. In this context, there havebeen numerous studies dedicated to the description of non-relativistic atoms in strong magneticfields within the framework of either standard quantum chemical strategies or kinetic diffusionmethods. Against this background, there is a clear lack of research within the framework ofrelativistic approaches, whether QFT or relativistic quantum chemistry (RQC), which is primarilydue to the peculiarities of T-symmetry accounting in most standard relativistic packages, as well asthe general complexity of the resulted QFT propagator expansions.
The aim of this work was to create and implement RQC approaches, primarily DHF, MCSCF, and FCI,that allow one to bypass the NVPA when solving the problem of the spectrum of the relativisticelectronic Dirac-Coulomb-Gaunt Hamiltonian. Within this framework, the Lanczos method wasused in the critical points analysis for the energy dispersion functional which made it possible toavoid the problemwith the lack of a lower-bound property of the Dirac Hamiltonian. All approaches,except MCSCF, were implemented without NVPA in atomic bases with correct asymptotic behaviorand control of convergence by moments and the atomic basis size, where the magnetic fieldcontributions was completely accounted for within the one-particle problem. As a result, the FCImethod was applied to produce the relativistic energies dependencies on the magnetic field for theground and several lower excited states of H, He, and Li atoms, see Fig. 1. The regions of crossingof atomic terms corresponding to the rearrangement of the symmetry of the ground state wereobtained and studied.
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Branching in internal conversion of the methylene iminium cation
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1 Department of Chemistry, Lomonosov Moscow State University, 119991 Moscow, Russia
The interaction of molecules with light is essential for many natural processes and vital functions ofliving organisms. For example, 11-cis retinal in the form of a protonated Schiff base is a key elementof rhodopsin, which is a protein that plays an important role in human vision. The photoinducedisomerization of 11-cis retinal, leading to the formation of its all-trans form, causes structuralchanges in the rhodopsin protein. These changes trigger the generation of a nerve impulse. Theisomerization process is one of the fastest natural processes, with nuclear rearrangements occurringwithin hundreds of femtoseconds. However, the mechanism behind this reaction has not yet beenfully understood due to the difficulty in studying it using high-precision quantum chemistrymethods,which require a significant amount of time for calculations. In order to investigate the mechanismof photochemical isomerization, a small molecular model of the methylene iminium cation hasbeen chosen. This work aims at studying the relaxation mechanisms of the electronically excitedmethylene iminium cation using second-order extended multiconfiguration quasi-degenerateperturbation theory (XMCQDPT2).
By using the XMCQDPT2/SA(3)-CASSCF(12,12)/aug-cc-pVDZ level of theory, we have studied thepotential energy surfaces of the methylene iminium cation in the S0, S1, and S2 states. The S2state is found to be of a ππ∗ character, while S1 corresponds to the σπ∗ excited state, and thecorresponding S0 → S1 transition happens to be optically dark at the equilibrium geometry of themolecule in the ground electronic state. Therefore, the photoinduced dynamics of the moleculestarts in the S2 state. Stationary points and three conical intersections between different states areidentified, and topographies of the potential energy surfaces around the conical intersections areanalyzed. We show that the main relaxation pathway is associated with the passage of the excitedmolecule through two conical intersections, resulting in its barrierless isomerization. This finding isconsistent with the internal conversion mechanism of the methylene iminium cation as describedin the literature.
We also reveal another relaxation pathway through two conical intersections, S2/S1 and S1/S0;however, the second conical intersection is of a different nature compared to that of the mainrelaxation pathway. Unlike the S1 state of the main branch, which acquires the ππ∗ character afterthe passage of the first S2/S1 conical intersection, it remains its σπ∗ origin along the minor pathway.This minor channel in the relaxation mechanism of the methylene iminium cation has not beenreported so far. The minor branch may lead to the re-population of the initial ground state or tothe photoinduced fragmentation of the molecule through the loss of H2. The branching ratio ofthe two channels and its impact on the photoinduced dynamics of the methylene iminium cationare discussed.
Funding The work is supported by the Russian Science Foundation grant no. 24-43-00041. Thecalculations are carried out using the equipment of the shared research facilities of HPC computingresources at Lomonosov Moscow State University as well as the local resources (RSC Tornado)provided through the Lomonosov Moscow State University Program of Development.
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From humorous post to detailed quantum-chemical study: Isocyanate synthesis
revisited

I.V. Prolomov1,2,3
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3 Center NTI, Bauman Moscow State Technical University, Moscow, Russia
Isocyanates play an essential role in modern manufacturing processes, especially in polyurethaneproduction. There are numerous synthesis strategies for isocyanates both in industrial and labora-tory conditions, which do not prevent searching for alternative highly efficient synthetic protocols.
In this work, we report a detailed theoretical investigation of the mechanism of sulfur dioxide-catalyzed rearrangement of the phenylnitrile oxide into phenyl isocyanate, which was first reportedin 1977 [1]. The DLPNO-CCSD(T) method and up-to-date DFT protocols were used to perform ahighly accurate quantum-chemical study of the rearrangement mechanism. An overview of variousorganic and inorganic catalysts has revealed other potential catalysts, such as sulfur trioxide andselenium dioxide. Furthermore, the present study elucidated how substituents in phenylnitrileoxide influence reaction kinetics. This study [2] was performed by a self-organized collaboration ofscientists initiated by a humorous post on the VK social network.
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Search for T ,P-violating axionlike-particle-mediated interactions in HfF+
molecular cation

S.D. Prosnyak1,2, L.V. Skripnikov1,2

1 Advanced development division, NRC “Kurchatov Institute” - PNPI, Gatchina, Russia
2 Physics Department, Saint Petersburg State University, Saint Petersburg, Russia
Molecules containing atoms of heavy elements can be used to search for "new" physics beyond theStandard Model by precision experiments searching for the effects of spatial parity (P) and timereversal (T ) symmetries violations of fundamental interactions. One of the most discussed sourceof T ,P-violating interaction in molecules is the electric dipole moment (EDM) of the electron [1].At the present moment, a non-zero EDM of the electron has not been detected, but a constrainton its value has been established. The most accurate constraint was obtained by the JILA group inthe experiment with molecular cations of hafnium monofluoride (HfF+) [2].
However, the T ,P-violation of fundamental interactions in molecules can be induced not only bythe electron EDM, but also by the effect of the exchange of virtual axionlike particles betweenthe electron and the nucleus, as well as between two electrons. The study of this effect for anumber of atoms and molecules was carried out, e.g., in Ref. [3]. A detailed theoretical study ofthe T ,P-violating interactions induced by axionlike particles in the molecular cation HfF+ witha precise account of the inter-electron correlation effects was carried out in our paper [4]. Forthis purpose, programs were developed to calculate the matrix elements of the correspondinginteraction operators. As a result, the constraints on the interaction constants for a wide range ofconsidered masses of axionlike particles were established.
Funding The work is supported by the Russian Science Foundation grant no. 24-12-00092.
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Transferable ML-based variational Monte Carlo

A.K. Pupeza1, D.S. Bezrukov1

1 Chemisrty Department, Lomonosov Moscow State University, Moscow, Russia
The Quantum Monte Carlo (QMC) method is one of the most important methods for solving theSchrödinger equation ab initio. However, in QMC, the accuracy of the solution largely dependson the choice of the ansatz, which requires considerable knowledge and experience. This limitsthe adaptability of QMC compared to other deterministic approaches such as CCSD(T), which arewidely considered the “gold standard”.
Machine learning has revolutionized the field of quantum chemistry for obtaining more accuratesolutions to the Schrödinger equation. One of the pioneering approaches is theML-based real-spacevariational Monte Carlo (ML-VMC), such as FermiNet, PauliNet [1] and PsiFormer [2]. The groundstate wavefunction can be obtained through the variational principle, by which the expectationvalue of the energy is minimized. Based on this fact, ML-VMCmethods utilize deep neural networksto parameterize the wavefunction and optimize the network parameters with the energy servingas the loss function. The most important disadvantage is the inability to reuse the trained ML-VMCmodel within the study of different molecules. This problem can not be solved by additional trainingwith small amount of train steps: the internal structure of the model does not allow it to be reusedif number of electrons is changed. The existing solution to this problem is to replace electron-dependent trainable backflow matrices, which project electron embeddings onto single-electronfunctions, with trainable functions of atomic descriptors obtained from a cheap DFT calculation[3].
In this work, an ML-VMC solution is presented that project electron embeddings using atomicdescriptors together with information about the average density of other electrons of the same andopposite spin obtained using the seq2seq model for electron embeddings. It is shown that suchadditional transmission of information about other electrons bypassing the electronic embeddingitself has a positive effect on the transferabilty of the model. In addition, a number of alternativeatomic descriptors have been studied, including the joint use of data from the DFT calculation andconstant atomic descriptors independent of the molecular system under consideration. Despitethe growth of the trainable parameters, this expansion reduces the required number of additionaltraining steps when transferring the model to a new molecular system.
Funding The work is supported by the Ministry of Science and Higher Education (project no.121031300176-3).
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Non-adiabatic excited-state dynamics simulations based on highly accurate quan-
tum chemistry and neural network interatomic potentials
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The interaction of light with biological molecules is central to the vital activity of living organisms.These processes are remarkably efficient and occur on a timescale down to sub-picoseconds. In theunderstanding of the photoinduced dynamics, theoretical studies play an essential role becausethey provide many useful physical insights, for instance, excited-state reaction pathways, impact ofprotein environments, and detailed molecular motion in the dynamics. However, a proper selectionof electronic structure methods is essential for accurate modeling. Systems with quasi-degeneracyrequire multi-reference approaches, accounting for both static and dynamic electron correlation.The on-the-fly excited-state dynamics is generally very expensive due to high computational costs,particularly when a high-level electronic structure method is used. Great efforts are currently beingmade to construct excited-state potential energy surfaces by using machine learning approachesand to use them for speeding up dynamics simulations.
Here, we aim at developing a comprehesive computational protocol to explore general nonadia-batic dynamics in complex molecular systems by combining on-the-fly trajectory-surface hoppingmixed quantum-classical dynamics with multiconfiguration quasi-degenerate perturbation theory(XMCQDPT2) [1]. To speed up the nonadiabatic dynamics simulations, we use an E(3)-equivariantneural network approach [2] for learning interatomic potentials from the XMCQDPT2 and un-derlying CASSCF calculations. The developed methodology is extensively tested on the photoin-duced dynamics of the methylene iminium cation, CH2NH+

2 — a small model molecule featuringa single double bond of the retinal protonated Schiff base important in vision. The results areobtained using potentials, which are based on the XMCQDPT2/SA(3)-CASSCF(12,12)/aug-cc-pVDZand SA(3)-CASSCF(12,12)/aug-cc-pVDZ methods. Three electronic states are monitored during thephotoinduced dynamics simulations — optically bright S2, dark S1, and ground S0. The probabil-ity of hopping events between different electronic states are estimated based on the overlap ofelectronic wave functions at two successive points along the trajectory propagation. The timestep for propagation is set to 0.2 fs, and each trajectory out of the total of 100 is simulated upto 500 fs. Initial conditions are generated according to the Wigner distribution for ground-statenormal modes at 300 K. Population dynamics, key molecular motions, excited-state lifetimes, andbranching in the nonadiabatic dynamics of CH2NH+
2 , occurring through three conical intersectionsand involving photoisomerization and photoinduced fragmentation, are analyzed and discussed.

Funding The work is supported by the Russian Science Foundation grant no. 24-43-00041. Thecalculations are carried out using the equipment of the shared research facilities of HPC computingresources at Lomonosov Moscow State University as well as the local resources (RSC Tornado)provided through the Lomonosov Moscow State University Program of Development.
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Tensor decomposition methods for high-precision relativistic modeling of elec-
tronic structure
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The achievement of high accuracy in theoretical modeling of the electronic structure of materialscontaining f-elements, in particular lanthanides and actinides, requires simultaneous considerationof relativistic and correlation effects. The most promising method that satisfies this requirementis the relativistic coupled cluster method (RCC), which leads to extremely resource-intensivecalculations. It is possible to achieve increased capabilities and reduced computational complexityby using tensor decompositions to store data and optimize the algorithms used in modeling.
For this purpose, a detailed analysis of the efficiency of various tensor decomposition schemes(canonical [1], tensor train [2] and Tucker[3] decompositions) were carried out. Optimal algorithmswere found for performing the approximate decomposition of tensors of molecular integralsand cluster amplitudes, and the computational complexity of algorithms implementing the basicoperations of the working equations of the coupled cluster method was evaluated.
For the first time, the equations of the coupled clustermethod for the ground state were formulateddirectly in terms of tensor trains, including versions of the method that take into account thecontributions of triple excitations of reference functions. Also a software implementation wasperformed and include to the EXP-T quantum chemical package [4]. Pilot calculations using CCSDand CCSDT methods were carried out, in which the superiority of solving the equations of thecoupled cluster method in terms of tensor trains was shown.
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Polarizability in computational astrochemistry of fullerenes and PAHs

D.Sh. Sabirov1, A.A. Tukhbatullina1, I.S. Shepelevich1

1 Institute of Petrochemistry and Catalysis UFRC RAS, Ufa, Russia
Organic matter of space is a challenging object to study due to diversity of the astronomical objects,wide range of conditions, limitations of spectroscopy techniques etc. Therefore, astrochemicalstudies operate with a combination of experimental and computational methods. It allows restoringa whole picture of chemical processes in astronomical objects and predicting their behavior.
This talk summarizes the grounds and applications of polarizability to the astrochemical studies onpolycyclic aromatic hydrocarbons (PAHs) and fullerenes, which are widespread in interstellar andcircumstellar media. Polarizability is introduced to physical chemistry as a parameter describingthe response of the molecule’s electronic cloud to the external electric field. However, it wasfound useful for the analysis of physicochemical processes (interactions with positrons, molecularcollisions, quenching, and dielectric screening) and chemical reactions (including catalytic ones)[1, 2]. The idea of a combined use of minimum-polarizability and minimum-energy principlesfor searching for novel candidates for detecting in space is considered. This idea seems fruitful.Indeed, operating with the polarizability values, we predicted in 2018 the helicenes, a class ofnon-planar PAHs, as abundant compounds of interstellar medium [3]. In 2019, helicenes wereproduced in laboratory experiments simulating the conditions of the circumstellar envelops ofcarbon-rich red giants [4]. Thus, we formulated the empirical rule to discriminate low-abundantand high-abundant structures in environmental conditions: planar PAHs have low energy whereastheir nonplanar isomers have low polarizability [1, 5]. Low polarizability is a factor that enhancesmolecule’s survivability under high-energy conditions, so low polarizability is associated with highabundance of chemical substances [1, 6].
Funding The work is supported by the Russian Science Foundation, grant no. 22-13-20095.
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Bimolecular absorption in nitrogen
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Molecular composition of the currently known planetary atmospheres is dominated by symmetricalspecies that do not have resonant absorption lines in the long wave infrared andmicrowave spectralranges. Nevertheless, absorption caused by weak intermolecular interactions may become crucialin microwindows of atmospheric transparency. The most abundant gas in the Earth’s atmosphere,nitrogen, is transparent in the far-infrared. In contrast, collision induced absorption (CIA) in anitrogen gas is perceptible in the Earth’s stratosphere. Accounting for the nitrogen CIA is alsoknown to be indispensable for the simulation of the thermal radiance in the Titan’s atmosphere.
In this work we present a detailed experimental and theoretical characterization of the millimeterand sub-millimeter wave absorption in N2−N2 and N2−Ar pairs. The measurements are carriedout using a resonator spectrometer [1] at pressures up to 2 atmospheres in a broad frequencyrange from 70 up to 360 GHz. Spectra of pure nitrogen were measured at temperatures 296±20 Kand N2 with Ar mixture spectrum was measured at room temperature. In this frequency rangeand under chosen conditions, the absorption of the studied gases has entirely bimolecular nature.The expected continuum pressure and temperature variations are experimentally confirmed. Thedata obtained so far are in agreement with previous experimental observations [2] as well as withthe results of trajectory-based simulation [3]. New practical model is suggested on the basis oftheoretical and experimental data, which is intended to facilitate simulation of radiative transfer ofmm-submm radiation in the nitrogen rich atmospheres.
Funding This work is supported by the Russian Science Foundation (project No. 22–17–00041).
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Development of sustainable technologies for flotation plants
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The flotation method is used by about 45% of Russian mineral processing plants. Due to the deteri-oration of the mineral resource base, the ores supplied for processing are becoming increasinglypoorer and more complex. Maintaining the quality of the resulting concentrates is becomingincreasingly challenging. Digitalization of factories makes it possible to optimize management pro-cesses at a higher level for the sustainable development of technology. Machine (technical) visionhelps monitor the condition of ore during crushing and grinding. Artificial intelligence can be usedin digital twins of grinding and subsequent flotation processes, in automating equipment controlor in preliminary modeling of processes based on the analysis of sensor readings and historicalplant data in a database. Also, based on artificial intelligence, digital advisors (recommendationservices) are being developed to manage the duration and efficiency of the flotation process [1].At the Uchalinsky Mining and processing plant, the Smart Advisor system makes a forecast of thequality and quantity of the ore charge based on the quality of the feedstock and plans deliveries.When managing the flotation process, the digital advisor optimizes decision making and predictsperformance as process parameters change. As a result of using the system, a 6% increase inproduct quality, a 12% reduction in unscheduled shutdowns, and a 5% increase in productivitywere achieved. The introduction of the “Collective Flotation Optimizer” at Norilsk Nickel’s Talnakhconcentrator allowed to increase the extraction of metals into concentrates: nickel by 0.1%, copperby 0.08%, and also stabilize the flotation front.
Creating optimization algorithms for controlling the flotation process is a complex task. Flotation isa dynamic process. The machine vision systemmust be able to process a video stream from severalcameras and determine the main characteristics of the foam automatically. Foam characteristicsare used to control the degree of aeration, reagent consumption, and foam level in the flotationmachine. Semantic segmentation is used to determine the size, shape, and number of bubbles,and bubble tracking is used to analyze the speed and direction of foam movement.
The most famous machine vision systems were developed for their flotation machines by Out-okumpu (Outotec FrothSense), Metso Minerals (Outotec FrothSense), and Russian companies RIVS(MachineVision). For the Kola Mining and Metallurgical Company, the RIVS company developed amachine vision system and built flotation algorithms [2]. The neural network model was trainedby assigning the bubble size to one of the classes from 1 to 10 and comparing the image with theregulatory parameters – air flow for aeration and the flow of two reagents. The intended goalwas to ensure that the specified grade (up to 6 mm bubbles) was maintained at no lower than70-80%. When the content of bubbles of a given class decreased, a task was given to correct theconsumption of the collector reagent. Thus, modernizing process control using machine vision andneural networks can improve the performance of flotation plants.
References
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Cryochemical synthesis and quantum chemical modeling of the IR spectrum of
magnetic iron oxide nanoparticles and their hybrid systemswith chloramphenicol

A.S. Shumilkin1, O.I. Vernaya1,2, T.I. Shabatina 1,2

1 Lomonosov Moscow State University, Chemistry Department, Moscow, Russia
2 Bauman Moscow State Technical University, Moscow, Russia
During the last decade, science and engineering have seen a rapid increase in interest for nanoscalematerials with dimensions less than 100 nm. Nanoparticles, due to their submicroscopic sizesintermediate between atoms and bulk (solid) materials, have unique characteristics, primarily, alarge surface area per volume unit, a high proportion of surface and near-surface atoms. Magnetiteand maghemite nanoparticles also possess the unique magnetic and thermal properties, easilyseparation, low toxicity and biocompatibility. Magnetic iron oxides nanoparticles currently haveimmense potential as magnetic vectors for directed drug delivery and carriers, magnetic agentsfor MRI and magnetic hyperthermia. If the size of these particles decreases below the critical sizeof the magnetic domain, they will transfer into a superparamagnetic state. Superparamagneticnanoparticles are characterized by a high value of saturation magnetization, the absence of residualmagnetism and a high magnetocaloric effect. In addition, superparamagnetic particles smaller than10 nm are optimal agents for MRI, as they are T1 contrast agents, unlike larger particles [1, 2].
Cryochemical technologies in the case of nanomaterials production make it possible to increase theenvironmental friendliness of the synthesis and obtain materials with different dimensional andstructural characteristics. In the course of this work, particles ofmagnetic iron oxides of various sizesand structures were obtained, by varying the conditions of cryochemical synthesis. Cryochemicalcoprecipitation of divalent and trivalent iron salts makes it possible to reduce the average sizeof the resulting magnetic iron oxide nanoparticles from 17 (the case of classical coprecipitation)to 6 nm. However, in this case, in addition to the main metal oxide products, goethite withundesirable magnetic properties is also formed. The deposition of iron (II) sulfate from the surfaceof cryogranules makes it possible to obtain nanopowder of magnetic iron oxide, freed from theadmixture of goethite particles. n this case, the IR spectra of the resulting nanoparticles play animportant role in determining the substance. However, in modern literature it is difficult to findspectra and use them to separate magnetite and maghemite. To solve this problem, quantumchemistry approaches can be used to model IR spectra and compare them with IR spectra ofsamples of known composition.
Low-temperature technologies make it possible to obtain not only nanoparticles, but also hybridmaterials. Magnetite nanoparticles obtained by cryochemical method were included in chloram-phenicol based nanocomposite. The resulting hybrid particles had an average size of 50-400 nm,including magnetite nanoparticles with an average size of less than 10 nm, as in the precursor used.It is important to understand how the drug is attached to the surface of the hybrid system. One ofthe methods for determining this problem is quantum chemistry and molecular dynamics, whichallows one to calculate these interactions and construct a theoretical IR spectrum and compare itwith the practical one.
References
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Effective collaboration between science and industry in biotechnology

A. Sibiriakova1,2

1 Moscow Institute of Physics and Technology, Russia
2 Russian Quantum Center, Russia
Recently, scientists and business representatives in Russia are increasingly talking about closeco-operation between science and industry. It seems that this interaction can be particularlyeffective and serve to create high-tech products and solutions. But there is still a question of howexactly to organise this cooperation to make it really useful.
For the second year in a row, we are organising a scientific and industrial biotech festival "BioTechDay" [1] on the basis of MIPT, which is dedicated to the interaction of young scientists and specialistswith the biotechnology industry. Our venue brought together about 900 participants who listenedto more than 20 lectures, visited more than 5 excursions and took part in a poster session.
Our main idea is that cooperation between industry and science should be organised at all levels:from universities to classical laboratories and research centres. And the implementation of thisapproach, in addition to the conclusion of formal co-operation agreements, should include annualfestivals and conferences where all participants could communicate in a comfortable environmentand discuss current tasks, problems and areas of work.
We have developed a new programme for such a festival, based on the experience of the past twoyears and including the best of our solutions, which we are ready to share.
References
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Ab initio study of dioxidine dimers as a tool to predict polymorphs formation

A.V. Soloviev1, A.Y. Ermilov1, T.I. Shabatina 1,2

1 M.V.Lomonosov Moscow State University, Moscow, Russia
2 N.E.Bauman Moscow State Technical University, Moscow, Russia
Polymorphism of medicinal substances, understood as the crystallization of a medicinal molecule ina variety of structures depending on external conditions, is an important factor in pharmaceuticalcontrol, as well as a factor in the development of new highly effective dosage forms.
Electronic structure methods such as periodic DFT, MP2, molecular dynamics methods are widelyused for crystal structure prediction and calculation of its thermodynamic parameters. However,such standard methods are less suitable for studying molecular crystals, where a more thoroughexploration of the conformational space is necessary. Fragment-based approach which involvesbreaking down a crystal into smaller, more manageable fragments or characteristic building blocksallows to explore vast conformational space with reduced computing efforts as well as to obtainmore interpretable results [1]. Thus, in the study [2], the energy of two polymorphic crystal latticesof lead (II) phthalocyanine and their UV-vis spectra were estimated using calculations of the corre-sponding dimers and trimers.
If the crystal structures of polymorphs have been deciphered experimentally or modeled theoreti-cally, it becomes possible to predict the formation of a particular crystal structure depending onexternal conditions, in particular on the solvent. The effect of the solvent is to stabilize certainstructures of solute on the way to the formation of a critical size nuclei [3] as well as block specificcenters of hydrogen bond formation thus destabilizing the oligomer of the corresponding crystalstructure [4]. For the first stages of this process, the formation of dimers and lower oligomers, thethermodynamic effect will be maximal and decisive in the formation of the nuclei of a particularcrystalline phase. Thus, the approach consists in the precise description of molecular dimers andoligomers structurally corresponding to appropriate crystalline phases in a solvent medium.
In our study dimers and oligomers of antibacterial drug dioxidine have been shown to exhibitstructural properties of two polymorphic forms - triclinic (T) and monoclinic (M). In the absence ofany solvent oligomers corresponding to triclinic phase are shown to be more thermodynamicallystable, being in accordance with the experiment. When the CO2 carrier gas is used as a solventduring dioxidine nanoparticles formation, the M phase becomes more stable according to theexperimental data [5], and its content increases with increasing CO2 concentration. Calculationsof T and M dioxidine dimers with different numbers of CO2 molecules have shown that with anincrease in the number of CO2 molecules in the system up to four, the difference in the ∆G offormation of these dimers changes by more than 20 kJ/mol, making the M dimer more stablethan T dimer. This approach is planned to be applied to other drug-solvent systems, as well as tosolvate crystalline forms in the future. Quantum chemistry program ORCA, DFT B3LYP-D3 method,(aug)-cc-pVDZ basis were used for calculations.
Funding This work is supported by the Russian Science Foundation (project No. 22–17–00041).
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Predicting emulsion type in octane-C10E4-water systems using dissipative particle
dynamics simulation

N.S. Sopova1, V.E. Bochenkov1

1 Department of Chemistry, Lomonosov Moscow State University
Hydrocarbon production in the modern world is an extremely important issue. Nowadays one ofthe most useful approaches for increasing the efficiency of oil recovery is the injection of chemicalagents into the oil well. These agents reduce interfacial energy in the oil-water system, whichincreases the efficiency of oil recovery. Quite effective reagents for this goal are surfactant mixtureswith alkalis. Due to the complex composition of oil, an important task is to optimize the compositionof the reagents and production conditions. Experimental selection of the optimal surfactant com-position is highly complicated and requires significant time. Improvement of molecular modelingtools and computer technology provides great opportunities for predicting the properties andeffectiveness of surfactant mixtures used to reduce interfacial tension in the oil-water system [1].Dissipative particle dynamics (DPD) simulation is a very useful technique for estimating propertiesof large molecular systems [2]. DPD it takes less computational forces than similar moleculardynamics and DFT-methods but still provides accurate results.
In DPD simulations all particles are represented as soft beads, interacting with each other by weakrepulsive force. Repulsion parameters could be estimated from experimental data or using DFT.
In the present work DPD simulations in amodel octane-C10E4-water systemwere used for predictionof interfacial properties and microemulsion stability in different conditions. Repulsion parameterswere optimized for better accordance with experimental data. To estimate the microemulsiontype we used the ‘method of moments’ approach, based on the calculation of the first moment ofsurface tension [3].
Acknowledgements The calculations are carried out using the equipment of the shared researchfacilities of HPC computing resources at Lomonosov Moscow State University as well as the localresources (RSC Tornado) provided through the Lomonosov Moscow State University Program ofDevelopment.
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Band Alignment transformations in heterostructures by applying external stimuli:
a first principal investigation

E.V. Sukhanova1, Z.I. Popov1

1 Emanuel Institute of Biochemical Physics RAS, 119334, 4 Kosigin st., Moscow, Russia
To create ultrafast multifunctional nanoelectronic devices, it is necessary to develop some newapproaches to common semiconductor systems based on different band alignment of individualheterostructure components. It is generally accepted to distinguish three types of band alignmentbetween semiconductors distinguishing on the relative positions of the valence band maximaand conduction band minima of the semiconductors [1]. And one of the suggestions is to use2D nanomaterials to create different heterostructures. Due to the absence of broken bonds 2Dnanomaterials can be vertically aligned in van der Waals (vdW) heterostructures by both top-downand bottom-up techniques and such hybrid nanomaterials not only preserve the properties ofindividual components but also can acquire new features and expand the application of the initialmonolayers. To design novel biomimetic devices with excellent characteristics it is required tomanipulate and do engineering of the band alignment between individual heterostructure compo-nents which can be achieved by applying a reversible external stimuli like electric field or strain.
To date, many 2D nanomaterials are known and a large amount of them have been not only theo-retically predicted but also were successfully fabricated like transition metal dichalcogenides (TMD),MXenes, hexagonal boron nitride (h-BN) therefore the number of perspective heterostructureswhich should be investigated is significant and to solve this theoretical calculations can help experi-mental studies. The goal of the work was to carry out a theoretical investigation to find possiblecandidates for creating a two-component heterostructure in which it is possible to change thetype of heterojunction by applying a small external stimulus. All quantum-chemical calculationswere performed using density functional theory (DFT) [2, 3] realized in the VASP program package[4, 5, 6]. To create unit cells of the considered heterostructures the “HETEROTOOL” softwarepackage written in Python3 was used.
Funding The work is supported by the Russian Science Foundation grant no. 23-23-00490.
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High-precision measurements of the J = 1 − 0 rotational transitions of the
jet-cooled rare CO isotopologues

I.V. Tarabukin1, V.A. Panfilov1, L.A. Surin1

1 Institute of Spectroscopy, Russian Academy of Sciences, Troitsk, Moscow, Russia
High-precision measurements of the J = 1 − 0 (J is the quantum number for the rotationalangular momentum of the molecule) pure rotational transitions of isotopically substituted carbonmonoxide species, i.e., 13C16O, 12C18O, 13C18O, 12C17O and 13C17O, were performed using recentlydeveloped millimeter-wave jet spectrometer [1]. A coaxial propagation of the molecular jet andmillimeter-wave radiation resulted in the narrow linewidths of the 30-40 kHz that proved to beuseful for measuring line center frequencies with high accuracy (3-4 kHz) and resolving the closelyspaced hyperfine structure components. In the carbon monoxide isotopologues the hyperfinesplitting arises from the oxygen 17O electric quadrupole moment (larger effect) and the carbon
13C magnetic moment (smaller effect). The high spectral resolution of the spectrometer allowedus to observe hyperfine patterns from the both effects. We report here the first observationsof the resolved structure of the J = 1 − 0 rotational lines for 13C18O and 13C17O, more precisedetermination of the nuclear spin–rotation constantCI(

17O) for 12C17O and the first determinationof this constant for 13C17O. The new results were compared with other available high-precisiondata on the CO isotopologues from saturation dip spectroscopy (Lamb dip) [2, 3, 4, 5].
Funding The work is carried out within the framework of the theme no. FFUU-2022-0004 of theInstitute of Spectroscopy RAS.
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Molecular Parameter of Spatially-OddNuclear-Electron Interactions in the 29Si16O+

Cation

P.D. Turchenko1,2, L.V. Skripnikov1,2

1 Advanced Development Division, Petersburg Nuclear Physics Institute named by B.P. Konstantinovof National Research Centre “Kurchatov Institute”, Gatchina, Russia
2 St Petersburg University, St Petersburg, Russia
In a diatomicmolecule parity violation (PV) properties are dominated by the nuclear-spin-dependentinteractions (NSD-PV). Studying themwill contribute to the refinement of the theory of interactionsin atomic nuclei that violate spatial invariance. In recent years, many experiments to detect PVproperties have been initiated — effects have been measured in the atom 133Cs [1] and in the138Ba19F molecule (restriction obtained in the 19F nucleus) [2], and a series of experiments is in theplanning stages [3, 4, 5]. The advantage of diatomic molecules is the presence of closely spacedrotational levels of opposite parity in terms of energy [6, 7], which among other things influencedthe choice of 29Si16O+ cation for the upcoming experiment [5].
In this work, within the framework of fully relativistic descriptions of many-electron systems, thevalue of the molecular parameter of spatially-odd nuclear-electron interactions in the 29Si16O+
cation was calculated, which is necessary for the interpretation of the experiment [5]. In solvingthis problem, various contributions and their uncertainties due to variations in the basis sets of thesingle-electron wave function, the number and degree of electron correlation were considered.Currently, non-adiabatic contributions are being studied.
Funding The work is supported by the Russian Science Foundation grant no. 19-72-10019-P and the“BASIS” grant no. 21-1-2-47-4.
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Speed-dependent broadening and shifting of water lines in the subTHz range

I.N.Vilkov1, G.Yu. Golubiatnikov1, M.A. Koshelev1, A.I. Chernova1, I.I. Leonov1, M.Yu. Tretyakov1

1 A.V. Gaponov-Grekhov Institute of Applied Physics of the Russian Academy of Sciences, NizhnyNovgorod, Russia
Radiometric studies in the subTHz range play an important role in the tasks of remote sensing ofthe Earth’s atmosphere and the underlying surface. The technical capabilities of modern radiome-ters require high-accurate models of the radiation absorption in the atmosphere. This requiresaccurate laboratory measurements of the shape parameters of the resonance lines of atmosphericmolecules (first of all H2O) and continuum.The aim of this work is to increase the accuracy of modeling the resonant absorption of atmosphericwater vapor by acquiring new laboratory information about the line profile of all the most intenserotational transitions in the frequency range up to 1 THz. Line profiles are recorded using twospectrometers [1] differing in the principle of operation and the range of operating pressures, whichsignificantly increases the reliability of the experimental information. The first instrument is aclassical direct absorption spectrometer (video spectrometer) based on a frequency-stabilizedbackward wave oscillator and an InSb bolometer cooled by liquid helium, which allows recordingthe molecular spectra in the pressure range from fractions of mTorr to about 1 Torr. The secondinstrument is a spectrometer with radio-acoustic detection of the absorption (RAD spectrometer),which operates in the pressure range from several mTorr to tens of Torr. The experimental spectraare analysed using the Voigt profile modified to take into account the dependence of collisionalrelaxation rate on molecular speed which was investigated in the framework of the quadraticapproximating function [2]. The multispectrum fitting procedure, which applied the simultaneousfitting of the model function to all experimental spectra of a chosen line, was used to minimizepossible correlation of the line shape and baseline parameters in the model function.The results of the study are collisional broadening and shifting parameters and their speed depen-dence measured for the studied water lines at room temperature for several perturbing partners(H2O, N2, O2, Ar). The reliability of the results is well confirmed by the agreement of the data ob-tained using various experimental techniques. The obtained information can be used for verifyingresults of theoretical calculations, updating spectroscopic databases and refining the models ofatmospheric absorption.
Funding The work has been supported by the RSF (Project 22-72-10118, https://rscf.ru/
project/22-72-10118/).
References
[1] Krupnov A., Tretyakov M., Belov S., et al., 2012, J. Mol. Spectrosc., 280, 110[2] Rohart F., Mäder H., Nicolaisen H., 1994, J. Chem. Phys., 101, 6475

103

https://rscf.ru/project/22-72-10118/
https://rscf.ru/project/22-72-10118/


Influence of Mode-specific Excitation on the Nonadiabatic Dynamics of Methyl
Nitrate (CH3ONO2)

J. Zhang1, Zh. Lan1

1 South China Normal University, Guangzhou, China
The impact of mode-specific vibrational excitations in the initial preparations on the nonadiabaticdynamics of methyl nitrate (CH3ONO2) were studied by examining the excited-state populationdecay rates. In particular, exciting a few specific modes by adding a single quantum of energyclearly decelerated the nonadiabatic dynamics population decay rates. The underlying reason forthis slow population decay was explained by analyzing the profiles of the excited-state potentialenergy surfaces in the Franck-Condon regions and the topology of the S1/S0 conical intersection.This study not only provides physical insights into the key mechanisms controlling nonadiabaticdynamics but also shows the possibility of controlling nonadiabatic dynamics via mode-specificvibrational excitations.
Funding The work is supported by the NSFC projects (No. 21933011, 21873112, 22361132528).
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Multilevel Calculation Schemes as a New Approach to Molecular Docking Calcu-
lations

A.V. Zhilenkov1, O.A. Kraevaya1, L.G. Gutsev1,2, P.A. Troshin1,3

1 Federal Research Center of Problems of Chemical Physics and Medicinal Chemistry RAS, RussianFederation
2 Institute for Micromanufacturing, Louisiana Tech University, Ruston, LA 71272, USA
3 Zhengzhou Research Institute, Harbin Institute of Technology, Longyuan East 7th 26, JinshuiDistrict, Zhengzhou 450003, China
The study of various key mechanisms of antiviral activity is a necessary important step in thedevelopment of antiviral drugs. It is important to determine not only a target enzyme for the drugmolecule, but also to understand, in detail, how the enzyme is inhibited. That is, to identify theactive sites of the enzyme, to understand how the binding of the enzyme to the inhibitor impedesaccess to the active sites, etc. Computational methods play an important role during this process:quantum chemical calculations are used for modeling of the molecular structures, while moleculardocking is used to reveal the binding sites of inhibitor and the target protein.
Molecular docking is a semi-empirical calculation method, so it has accuracy limitations and doesnot take into account the quantum effects of intermolecular interactions. However, due to the highcalculation speed, this method can be widely used for approximate calculations in modeling ofprotein-ligand interactions.
We formulate the molecular docking problem as follows: find such a position of the ligand x⃗, sothat∆Gbind → ∆G(x⃗) = min, where∆G – is molecular docking scoring function. Briefly, this canbe represented by the following calculation diagram:

whereR3N (L) is set of ligand coordinates,R3N (E) – the set of enzyme coordinates, andR3N (EL)– set of coordinates of an intermolecular complex. This scheme is single-level, because it containsonly one calculational layer. Single-level molecular docking schemes used in practice do not providea complete picture of enzyme inhibition. An alternative approach is the multilevel calculationschemes presented in this work:
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This algorithm includes the calculation of the binding free energy not only for the interaction ofan enzyme macromolecule with an inhibitor or substrate, but also the calculation of the bindingfree energy of an enzyme-inhibitor complex with a substrate, as well as the calculation of thefree energy of binding of an enzyme-substrate complex with an inhibitor. This report will describethe mathematical foundations of the construction and the application of the multilevel schemes,as well as the practical application of these schemes with an example of antiviral activity (anti-influenza and anti-HIV) mechanisms modeling for penta-substituted fullerene derivatives (Figure 1),synthesized in the Laboratory of Functional Materials for Electronics and Medicine of the FederalResearch Center of Chemical Physics and Physical Chemistry of the Russian Academy of Sciences.The calculation results will be presented, as well as their comparison with the experimental data.Also, in addition to using multilevel schemes for calculating enzyme inhibition, we are currentlyadapting these schemes for quantum chemical modeling of the antitumor and neuroprotectiveactivity of fullerene derivatives.

Figure 1: Structures of some fullerene derivatives selected for calculation

Funding The work is supported by the Russian Science Foundation grant no. 22-43-08005.
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Unsupervised Machine Learning in the Nonadiabatic Surface Hopping Dynamics

Y. Zhu1, Zh. Lan1

1 South China Normal University, Guangzhou, China
The analysis of the leading active molecular motions in the on-the-fly trajectory surface hoppingsimulation provides the essential information to understand the geometric evolution in nona-diabatic dynamics. When the ring deformation is involved, the identification of the key activecoordinates becomes challenging. A “hierarchical” protocol based on the dimensionality reductionand clustering approaches is proposed for the automatic analysis of the ring deformation in thenonadiabatic molecular dynamics. The representative system keto isocytosine is taken as theprototype to illustrate this protocol. The results indicate that the current hierarchical analysisprotocol is a powerful way to clearly clarify both the major and minor active molecular motions ofthe ring distortion in nonadiabatic dynamics.
Funding The work is supported by the National Natural Science Foundation of China projects(Nos.22333003, 22361132528 and 21933011).
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Multiscale modeling of heterogeneous oxygen loss in plasma conditions

I. Ziganshin1,2, A. Rakhimov1,2, D. Lopaev2

1 Physics Department, Lomonosov Moscow State University, Moscow, Russia
2 Skobeltsyn Institute of Nuclear Physics, Lomonosov Moscow State University, Moscow, Russia
Plasma finds many applications in various fields: in the production of microelectronics, chips,micromechanical systems, in surface treatment and plasma cutting of materials. In the productionof modern devices, it is required to achieve extremely high manufacturing accuracy, therefore itis necessary to achieve a high degree of control over the concentration of active particles in thedischarge. In low-pressure discharges in molecular gases, the death of active particles, as well aspractically significant reactions, occur mainly on the walls of the discharge chamber or the surfaceof the processed material, therefore, high-quality models of plasma interaction with the surface ofa solid are required for the needs of industry.
Oxygen plasma is one of the main types of plasma used in the technology, however, so far modelsof the interaction of oxygen plasma with the surface have low predictive power, poorly explain thedependencies of experiment and almost do not explain the interaction process at the molecularlevel.
In the experiment, the probability of heterogeneous recombination of oxygen atoms from variousdischarge parameters was obtained, analyzing this dependence using microkinetic models – kineticMonte Carlo and deterministic models, the inverse problem of restoring reaction parameters andsurface characteristics from experimental data was solved. The influence of the model parame-ters on the probability of reaction and the analysis of the sensitivity of the results to the modelparameters were analyzed, which made it possible to identify the most reliable values of themodel parameters and explain the discrepancy in the results of data analysis obtained by differentresearchers and describe practically important features of the behavior of the system for reactionkinetics.
Using DFT modeling, the interaction of oxygen atoms with the surface of various amorphoussilica-like materials was studied, taking into account various surface groups and the presence ofadmixture of various substances in the material. The results were compared with the results ofmicrokinetic models and the most significant features of the system and the most likely candidatesfor adsorption centers were identified.
Funding The work is supported by the Russian Science Foundation grant no. 23-91-06102.
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Information entropy changes in elementary and complex chemical reactions

A.D. Zimina1, A.A. Tukhbatullina1, I.S. Shepelevich1, D. Sh. Sabirov1

1 Institute of Petrochemistry and Catalysis UFRC RAS, Ufa, Russia
In mathematical chemistry, a chemical reaction is represented as a transformation of onemolecularensemble into another one, and information entropy is used for quantitative describing changesin the molecular complexity. The information entropy of a chemical reaction is the differencebetween the values of the ensembles of products and reagents:

∆hR = hprod
ME − hreact

ME

The information entropy of molecular ensemble (ME) depends on the information entropies ofindividual molecules hi and, additionally, on the cooperative entropyHΩ, an emergent parameterthat reflects uniting the molecules into the ensemble:
hME = HΩ +

m∑
i=1

ωihi

where ωi is the fraction of the atoms of ME belonging to i-th molecule, andm is the total numberof molecules in the ensemble:
ωi = Ni

/ m∑
i=1

Ni

andHΩ is the cooperative entropy:
HΩ = −

m∑
i=1

ωilog2ωi

Then the information entropy change in chemical reaction (or information entropy of chemicalreaction) is represented as:
∆hR = Hredistr −Hreorg

In the above equation, the first terms is the redistribution entropy that depends only on the size ofthe reaction participants:
Hredistr = Hprod

Ω −Hreact
Ω

The second term depends on both structure, size of the molecules, and is called reorganizationentropy:
Hreorg =

prod∑
i=1

ωihi −
react∑
j=1

ωjhj

As we found [1], the information entropy of complex reaction scheme withK chemical reactionsdepends on the stage parameters∆hR(k) as follows:
∆hR =

K∑
k=1

ωk∆hR(k)

whereωk is the contribution of k-th reaction to the total value. In the talk, we demonstrate the workof this equation with typical examples of successive, parallel, catalytic, and conjugated chemical
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reactions [1, 2, 3].
Funding The work is supported by the Russian Science Foundation, grant no. 22-13-20095.
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Round-Table Discussions

Round-Table A

Classical and Quantum Dynamics in Molecular Spectroscopy

K.V. Kazakov1,2, A.A. Vigasin1

1 Obukhov Institute of Atmospheric Physics, Russian Academy of Sciences, Moscow, Russia
2 Institute of Quantum Physics, Irkutsk National Research Technical University, Irkutsk, Russia
Molecular spectra are subject to pronounced modifications caused by intermolecular interactions.Rigorous quantum mechanical description of such intermolecular effects requires huge compu-tational efforts, thus making it affordable presently only for relatively small molecular species.Semiclassical methods can be regarded as a reasonable alternative to pure quantum calculations.Molecular dynamics or trajectory based simulations were proved recently to be sufficiently accu-rate and feasible methods. However, a number of yet unresolved problems still remain of howquantum corrections have to be introduced into classical formalism in order to satisfy criticalquantum properties of molecular spectra. We suggest this round-table discussion to focus onseveral topics interconnecting quantum and classical dynamics with selected problems of molecularspectroscopy.
Main topics

• Requantization of classically simulated profiles;• Desymmetrization of classical band shapes;• Wigner functions and Moyal-brackets formalism;• Feynman’s path integrals;• Intercollisional interference.
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Round-Table B

Modern Software for Modeling Electronic Structure and Properties of Molecular
Systems

A.V. Oleynichenko 1

1 Petersburg Nuclear Physics Institute, NRC "Kurchatov Institute", Gatchina, Russia
Despite the significant progress in computational quantum mechanics of multi-particle systemsachieved in recent decades, high-precision modeling of atoms and molecules and their propertiesin different electronic states still remain a significant problem. This situation is primarily due to thefact that the most sophisticated and accurate models of electronic structure and computationalmethods remain unimplemented in popular software packages, existing only at the conceptual levelintended to demonstrate the capabilities of a newmethod but are not applicable to real challengingproblems. We suggest this round-table discussion to focus on some recent achievements in thedevelopment of computational quantum mechanics methods and quantum chemical packages.
Main topics

• Methods for excited states;• Calculations of atomic and molecular properties, including those determined by interactionswith nuclei;• High-performance computing for theoretical chemistry and physics.
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Round-Table C

Photoinduced Nonadiabatic Molecular Dynamics

A.V. Bochenkova1

1 Department of Chemistry, Lomonosov Moscow State University, Moscow, Russia
Nonadiabatic dynamics simulations are powerful tools for elucidating complicated photoinducedprocesses in molecules. Due to high computational costs, mixed quantum–classical dynamics isoften used to propagate nuclear dynamics through classical trajectories, whereas electrons aretreated at the quantum mechanical level. To recover nonadiabatic information various algorithmsare employed. The advantage of treating the nuclei classically is the ability to simulate molecularsystems in full dimensionality. The electronic properties are usually computed on-the-fly; however,the costs of such simulations are prohibitively high when accurate electronic structure theorymethods are used. Moreover, the local approximation implied by the classical trajectories alsofails to describe non-local quantum effects, as tunneling and quantum interference, as well as theresults can be affected by decoherence errors. We suggest this round-table discussion to focus onrecent advances in developing theoretical frameworks and efficient computational algorithms forsimulating ultrafast photoresponse of molecular systems. We also aim at bridging the gap betweenthe experimentalists and theoreticians to discuss various topics of mutual interest, such as ultrafasttime-resolved spectroscopy.
Main topics

• Mixed quantum-classical molecular dynamics;• Neural network potentials;• Time-resolved spectroscopy;• Two-dimensional vibrational-electronic spectroscopy;• Entangled two-photon absorption spectroscopy.
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