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ABSTRACT

The paper considers the problem of constructing program control for an object described by a system
with nonsmooth (but only quasidifferentiable) right-hand side. The goal of control is to bring such a sys-
tem from a given initial position to a given final state in certain finite time. The admissible controls are
piecewise continuous and bounded vector-functions with values from some parallelepiped. The original
problem is reduced to unconditional minimisation of some penalty functional which takes into account
constraints in the form of differential equations, constraints on the initial and the final positions of the
object as well as constraints on controls. Moreover, it is known that this functional vanishes on the solu-
tion of the original problem and only on it. The quasidifferentiability of this functional is proved, necessary

ARTICLE HISTORY
Received 1 May 2022
Accepted 20 March 2024

KEYWORDS

Nonsmooth right-hand side;
program control;
quasidifferential;
quasidifferential descent
method

and sufficient conditions for its minimum are written out in terms of quasidifferential. Further, in order to
solve the obtained minimisation problem in the functional space the method of quasidifferential descent

is applied. The algorithm developed is demonstrated by examples.

1. Introduction

Despite the rich arsenal of methods accumulated over the more
than 60-year history of the development of optimal control
theory, most of them deal with classical systems whose right-
hand sides are continuously differentiable functions of their
arguments. There are approaches that do not require these
smoothness conditions on systems. However, they usually use
direct discretisation or some kind of ‘smoothing’ process; both
of these approaches lead to losing some of the information
about ‘ behaviour’ of the system as well as to finite-dimensional
problems of huge dimensions. The paper presented is aimed at
solving the problem of bringing a nonsmooth (but only quasid-
ifferentiable) system from one point to another. The relevance
of considering such systems is due to their ability to more accu-
rately and more fully describe the ‘ behaviour’ of an object in
many cases.

In order to solve the problem of this paper, we will use a
combination of reducing the original problem to the problem
of minimising a functional in some functional space as well
as the apparatus of quasidifferential calculus. The concept of
‘quasidifferential’ was introduced by V. F. Demyanov. A rich
and constructive calculus has been developed for this nons-
mooth optimisation object (see Demyanov & Rubinov, 1990). In
a finite-dimensional case quasidifferntiable functions are those
whose directional derivative may be represented as a sum of the
maximum of the scalar product of the direction and the vec-
tor from a convex compact set (called a subdifferential) and of
the minimum of the scalar product of the direction and the vec-
tor from a convex compact (called a superdifferential). The pair
of a subdifferential and a superdifferential is called a quasidif-
ferential. The class of quasidifferentiable functions is wide. In

particular, it includes all the functions that can be represented
as a superposition of the finite number of maxima and minima
of continuously differentiable functions. The concept of quasid-
ifferential was generalised onto functional spaces in the works
of M. V. Dolgopolik (see, e. g. Demyanov & Dolgopolik, 2013;
Dolgopolik, 2014).

Let us make a brief review of some papers on nonsmooth
control problems. Such works as (Frankowska, 1984; Toffe, 1984;
Mordukhovich, 1989; Shvartsman, 2007; Vinter, 2005; Vinter
& Cheng, 1998) are devoted to classical necessary optimality
conditions in the form of the maximum principle for non-
smooth control problems in various formulations (including
the case of the presence of phase constraints). In paper (Ito
& Kunisch, 2011) the minimum conditions in the form of
Karush - Kuhn - Tucker are obtained for nonsmooth problems
of mathematical programming in a general problem statement
with applications to nonsmooth problems of optimal control.
In paper (De Oliveira & Silva, 2013) on the basis of ‘maxi-
mum principle invexity’ some sufficient conditions are obtained
for nonsmooth control problems. The author of the paper pre-
sented also constructed some theoretical results in the problem
of program control in systems whose right-hand sides contain
modules of linear functions; the necessary minimum conditions
are obtained in terms of quasidifferentials (see Fominyh, 2019).
For the first time, quasidifferential (in the finite-dimensional
case) was used to study nonsmooth control problems in work
(Demyanov et al., 1986). The works listed are mainly of theo-
retical nature; and it is difficult to apply rather complex min-
imum conditions obtained there to specific control problems
with systems with nonsmooth right-hand sides. Let us mention
some works devoted directly to the construction of numerical
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methods for solving a problem similar to that considered in this
paper. The author of this paper used the methods of subdiffer-
ential and hypodifferential descents earlier to construct optimal
control with a subdifferentiable cost functional and the system
with a continuously differentiable right-hand side (Fominyh
etal., 2018) as well as to solve the problem of bringing a contin-
uously differentiable system from one point to another (in paper
Fominyh, 2017). In work (Fominyh, 2021) a finite-dimensional
version of the quasidifferential descent method was applied
to the optimal control problem in Mayer form with smooth
right-hand side of a system and with a nondifferentiable objec-
tive functional. In work (Outrata, 1983) the optimal control
problem is considered which assumes, roughly speaking, the
subdifferentiability of an objective functional and continuous
differentiability of right-hand sides of a system. The approach
of this work is based on minimisation of the discretised aug-
mented cost functional via bundle methods. In paper (Gorelik
& Tarakanov, 1989) the minimax control problem is considered;
with the help of a specially constructed smooth penalty function
it is reduced to a classical continuously differentiable problem.
In work (Morzhin, 2009) a subdifferentiable penalty function
is constructed in order to take the constraints on control into
account; after that the subdifferential smoothing process is also
used. In papers (Mayne & Polak, 1985; Mayne & Smith, 1988)
the exact penalty function constructed (in order to take phase
constraints into account) is also subdifferentiable; an algorithm
for minimising the derivative of this function with respect to
the direction is considered. After ‘transition’ to continuously
differentiable problems a widely developed arsenal for solving
classical control problems can be used in order to solve them. In
works (Noori Skandari etal., 2015, 2013) more general problems
are considered in which the nonsmoothness of right-hand sides
of the system describing a controlled object is allowed. Here
with the help of basis functions (Fourier series) the smoothing
of system right-hand sides is also carried out, after which the
Chebyshev pseudospectral method is used to solve the problem.
In paper (Ross & Fahroo, 2004) the direct method for opti-
mising trajectories of nonsmooth optimal control problems is
proposed based on the Legendre’s pseudospectral method.

In the present paper the method is proposed for constructing
program control in a system with quasidifferentiable right-hand
side. The original problem is reduced to a variational one: the
unconditional minimisation of some penalty functional on the
space of trajectories, their derivatives and controls is consid-
ered. We prove the quasidifferentiability of this functional; it is
shown that the quasidifferential of the functional is determined
by the corresponding summands of its integrand. We also obtain
minimum conditions for this functional in terms of quasidiffer-
ential. Further, we apply the method of quasidifferential descent
to the variational problem under consideration. At this stage we
implement the (uniform) discretisation. Note that in contrast
to the majority of existing methods where the initial problem
is discretised, here the discretisation is implemented after the
quasidifferential is already obtained. It is proved that in order to
construct the steepest (the quasidifferential) descent direction
one has to find the Hausdorft deviation of one convex compact
set (minus superdifferential) from another convex compact set
(the subdifferential) at each time moment of the discretisation
made and then to implement the corresponding interpolation.

One illustative, two simple and one semi-academic examples are
calculated via the algorithm proposed. We also make a detailed
discussion of method advantages and disadvantages.

The method considered in the paper belongs to the so
called direct methods of the variational analysis (see Demyanov
& Tamasyan, 2011). The method is also ‘continuous’ unlike
most methods in literature (it is not based on direct discreti-
sation of the original problem). Although similar methods have
been applied to some problems of variational calculus and opti-
mal control, so far it was impossible to apply this method to
nonsmooth control problems. The main difficulty was in a too
complicated form of quasidifferentials and optimality condi-
tions obtained. The new technical idea of the current paper is
to consider phase trajectory and its derivative as independent
variables (and to take the natural relation between these vari-
ables into account via penalty function of a special form). To
the best of the author’s knowledge, this idea is used in litera-
ture for the first time. It allowed to simplify the quasidifferential
structure of the functional under consideration and to solve
the problem of finding the steepest descent direction. Briefly
enumerate here the advantages provided by the nature of the
method developed: (1) the method is able to ‘point’ to the fact
that there is no solution in a problem or a weak minimum
rather than a strong one is obtained; (2) typically it rapidly leads
to the vicinity of a solution; (3) an integral restriction on the
problems variables are effectively dealed with; (4) the method
developed gives better results than the discrete ones if a con-
tinuous solution is seeked for; (5) pointwise (with respect to
time) minimum conditions are obtained, hence the parallel cal-
culations may be efficiently implemented while computational
process. See section Discussion for details.

Also note that the paper does not consider controllabil-
ity problems, and we just assume that the desired solutions
exist. Hence, give a short review on controllability/reachability
in literature. Some explorations (see Kostousova & Kurzhan-
ski, 1977; Ovseevich, 1997) are based on reachable sets
approximations constructed by means of ellipsoids. The other
(Komarov, 1985) use the estimations via specially constructed
support functions. Another approach is the first-order approxi-
mations (Artstein, 1994; Otakulov, 1994; Panasyuk, 1990) which
are explored under natural assumptions on the set-valued map-
ping in the right-hand side of the controlled system. A similar
problem of a ‘viability’ kernel evaluation in couple with exten-
sions construction was considered in Saint-Pierre (1994), in
Rieger (2009) strict convergence rates are obtained. The related
questions on attainability and viability are considered in works
(Aubin & Cellina, 1984; Clarke & Wolenski, 1996) (are more of
theoretical nature).

2. Basic definitions and notation

The paper is organised as follows. Section 2 contains the nota-
tion of the paper as well as definitions of the quasidifferentials
of the functions (the functionals) required. In Section 3 the
problem statement and the main assumptions are presented. In
Section 4 the original problem is reduced to the unconstrained
minimisation one. The quasidifferentiability of the main func-
tional is proved in Section 5; after that minimum conditions for
the unconstrained problem are obtained. The quasidifferential



descent method is described in Section 6. In this section we also
discuss the methods for solving the auxiliary problems arising
during the basic algorithm implementation. Justification of pos-
sibility of finding the steepest descent direction at discrete time
moments is carried out in the section as well. Section 7 con-
tains the numerical examples illustrating the method realisation
with a rather detailed analysis of the problems considered. In
Section 8 advantages and disadvantages of the method are dis-
cussed. Section 9 summarises the main results of the paper.
Finally, Appendix contains some known quasidifferential rules
description applied to the specific functional considered.

In the paper we will use the following notations. C,[0, T']
is the space of continuous on [0, T]n-dimensional vector-
functions; P,[0, T] is the space of piecewise continuous and
bounded on [0, T]n-dimensional vector-functions. Denote
L;’[O, T], 1 < p < oo, the space of measurable on [0, T] n-
dimensional vector-functions which are summable with the
degree p, also denote L [0, T] the space of measurable on [0, T']
and a. e. bounded n-dimensional vector-functions. If the func-
tion p(t) is defined on the segment [0, T] and T is some subset
of this segment, then p(t)|F denotes its restriction to this set.
Denote coP a convex hull of the set P C R”. The sum E + F of
the sets E, F C R" is their Minkowski sum, while AE with 4 € R
is the Minkowski product. Let B(c, r) or B,(¢) (D(c, r) or D,(c))
denote a closed (an open) ball of some space with the radius
r > 0 and with the centre ¢ from this space; herewith, for some
set C (from the same space) B(C, r) or B,(C) (D(C, r) or D,(C))
denotes the union of all closed (open) balls with the radius r > 0
and the centres from the set C. Denote (g, b) the scalar product
of the vectors a, b € RY. Let X be a normed space, then || - ||x
denotes the norm in this space, and X* denotes the space, conju-
gate to the space X. Finally, for some number a let o(a) denote
such a value that o(a)/a — 0 if @ — 0. The words ‘weakly=
compact’ mean ‘compact in “weak-star”’ topology.

In the paper we will use both quasidifferentials of functions
in a finite-dimensional space and quasidifferentials of function-
alsin a functional space. Despite the fact that the second concept
generalises the first one, for convenience we separately intro-
duce definitions for both of these cases and for those specific
functions (functionals) and their variables and spaces which are
considered in the paper.

Consider the space R” x R™ with the standard norm. Let
g =1[g1,4] € R" x R™ be an arbitrary vector. Suppose that at
every time moment ¢ € [0, T] at the point (x, u) there exist such
convex compact sets of; (x, u, t), 0f;(x, u, t) C R" x R™, i =1,n,
that

ofi(x, u, t 1
%:) = }Xufg ;(ﬁ(x +ag,u+ag,t) — filx,u, t)) =
= max (v,g)+ min (wg), i=1n.
veofi(x.ut) weoafi(x,u,t)
(1)

In this case the function fi(x,u,t), i = 1,n, is called qua-
sidifferentiable at the point (x,u) and the pair Dfi(x,u) =
(0f: (x, u, t), 3fi(x, u, )] is called a quasidifferential of the func-
tion fi(x, u, t) (herewith, the sets of;(x, u,t) and 5fi(x, u, t) are
called a subdifferential and a superdifferential respectively of the
function f;(x, u, t) at the point (x, u)).
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From expression (1) one can see that at each t € [0, T] the
following formula holds true:

filx+ag,u+ag,t)

of: (o, u, t
= fi(x, u,t) +a—fl(x “ 1) + oi(a, x,u, g, 1),
og
i b bl bl ’t hea
olexugt) o =T 2

If for each number ¢ > 0 there exist such numbers J >
0 and ag > 0 that at g € Bs(g) and at a € (0,0¢) one has
loi(a, x,u,g,t)| < ag, i = 1,n, then the function f;(x, u,t), i =
1,7, is called uniformly quasidifferentiable at the point (x, ).
Note (Demyanov & Vasil’ev, 1986) that if at each t € [0, T] the
function f;(x,u,t), i = 1,n, is quasidifferentiable at the point
(x, u) and is locally Lipschitz continuous in the vicinity of the
point (x, 1), then it is uniformly quasidifferentiable at the point
(x, u). If for the uniformly quasidifferentiable function f; (x, u, t),
i=1,n,in expression (2) one has M —0,al0,i=
1,1, uniformly in t € [0, T], then such a function is called
absolutely uniformly quasidifferentiable.

Consider the space Cy,[0,T] x P,[0,T] x P,,[0, T] with
the following norm: L}[0, T] x L7[0, T] x L}'[0, T]. Let g =
[g1,£2,43] € Cu[0, T] x P[0, T] X P[0, T] be an arbitrary
vector-function. Suppose that at the point (x, z, u) there exist
such convex weakly* compact sets 9I(x,z, u), 01(x, z, u) C
(Cal0, TT x Py[0, T] x P[0, T1, I - llLz(0,11x 1210, 1) x L2*[0,77) "
that

ol(x, z, u)

og
1
= lim —(I(x +oag,z+ag,u+ags) —I(x,z, u)) =
al0 o

= max

v(g) + min
vedl(x,z,u) (g)

wedl (x,2,1t)

w(g). 3)

In this case the functional I(x,z,u) is called quasidiffer-
entiable at the point (x,z,u) and the pair DI(x,z,u) =
[01(x, z, u),gl (x,z,u)] is called a quasidifferential of the func-
tional I(x, z, u) (herewith, the sets 8I(x, z, u) and 0I(x, z, u) are
called a subdifferential and a superdifferential respectively of the
functional I(x, z, u) at the point (x, z, u)).

From expression (3) one can see that the following formula
holds true:

ol(x,z, u)
Ix+oag,z+oag,u+ag) =I1(x,zu)+ aa—g
+ o(a, x,2,u,8),
onxnng) o 40 (4)

o

3. Statement of the problem
Consider the system of ordinary differential equations
(1) = f (), u(?), 1) (5)
with the initial point
x(0) = xo. (6)
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In formula (5) f(x,u,t), t € [0,T], is a given n-dimensional
vector-function; T > 0 is a known finite time moment. In for-
mula (6) xop € R" is a given vector.

Assumption 3.1: The n-dimensional vector-function x(t) of
phase coordinates is assumed to be continuous and continuously
differentiable at every t € [0, T] with the exception of, possibly,
only the finite number of points (herewith, we suppose that its
derivative is bounded on its domain). The m-dimensional vector-
function u(t) of controls is supposed to be piecewise continuous
and bounded on [0, T]. The vector-function f(x, u, t) is supposed
to be continuous; and each of its components fi(x, u,t), i = 1,n,
- to be quasidifferentiable and locally Lipschitz continuous in the
pair (x, u) of variables at each fixed t € [0, T].

Under the assumptions made for system (5), (6), the classical
solution existence and uniqueness theorems hold true, at least,
in some neighbourhood of the initial point.

As noted above, in the paper we assume that each trajectory
x(t) is a piecewise continuously differentiable vector-function
with bounded on its domain derivative and u(t) is a piece-
wise continuous and bounded vector-function. If ty € [0, T) is
a discontinuity point of the vector-function u(t), then for def-
initeness we assume that u(ty) = lim; s, u(t). At the point T
put u(T) = lims1 u(t). So we also assume that x(#o) is a right-
hand derivative of the vector-function x(¢) at the point fy and
that x(T) is a left-hand derivative of the vector-function x(t) at
the point T. With the assumptions and the notations made we
can suppose that the vector-function x(¢) belongs to the space
C,[0, T, the vector-function x(t) belongs to the space P, [0, T
and the vector-function u(t) belongs to the space P,,[0, T1].

Introduce the set of admissible controls

U={uePul0,T] |y <ui(t) <uj, i=1,m, t €[0,T]}.
(7)

Here u;, u; € R,i = 1, m, are given numbers.

Constrained Control Problem. It is required to find such a
control u* € U that brings the corresponding (in the sense of
equation (5)) trajectory x* € C,[0, T] from initial point (6) to
the final state

x(T) = xr, (8)

where xt € R" is a given vector.

Assumption 3.2: We suppose that there exists such a control
u* € U (and the corresponding trajectory x* € C,[0, T]) (see the
previous paragraph). (This assumption means two-point control-
lability in a given class of controls.)

4. Reduction to an unconstrained minimisation
problem

The aim of this section is to reduce the Constrained Control
Problem stated above to Unconstrained Variational Problem
below. Construct the functional taking into account different
constraints on the object and on control which are given in the
statement of the problem. Let z(t) = x(f) (under the assump-
tions made, z € P,[0, T]), then according to (6) (where the

initial state of the system is given) we have
t
x(t) = x +/ z(7)dr. 9)
0

Construct the following functional on the space P,[0,T] x
P,,[0,T]:

dt

nooLT t
I(z,u) = i(H) — fi dz, u(t),
I(z,u) ;/0 zi(t) — f; <x0+/0 z(7)dz, u(t) t)

1 T :
+ - (xo +/ z(t)dt — xT) +
2 0

m_ T
+ Z/ max {gi — u,-(t),O}dt
=10

m T
i __1 > d.
+;/0 max{u ) —ui(t) 0} t

In the functional I(z, u) the first summand (which is a sum)
takes into account differential constraint (5), the second sum-
mand takes into account constraint (8) on the final state of
the system, the third summand (consisting of two sums) takes
into account constraint (7) on control. Note that this func-
tional is nonnegative for any of its arguments and I(z*, u*) = 0
iff the pair (x*,u*) € C,[0, T] x P[0, T] is a solution of the
original problem, i. e. the control u* belongs to the set U of
admissible controls and brings the corresponding trajectory
x*(t) = x0 + fot z*(tr)dr from the given initial position xg to the
given final state xt in the time T.

Transition to the ‘space of derivatives’ (z € P,[0, T]) has
been used in many works of V. E. Demyanov and his students
to study various variational and control problems. Under some
natural additional assumptions one can prove the quasidifferen-
tiability of the functional I(z, u) in the space P,,[0, T] x P,,[0, T]
as anormed space with the norm L2[0, T] x L}'[0, T]. However,
the quasidifferential of this functional has a rather complicated
structure which makes it practically unsuitable for construct-
ing numerical methods. Therefore, in this paper it is proposed
to consider some modification of this functional, ‘forcibly’ con-
sidering the points z and x to be ‘independent’ variables. Since,
in fact, there is relationship (9) between these variables (which
naturally means that the vector-function z(t) is a derivative of
the vector-function x(t)), let us take it into account by adding
the corresponding (last) term when constructing the new func-
tional on the space C,[0, T] x P,[0, T] x P[0, T]:

I(x,z,u) = L (x,z,u) + (2) + (u) + I4(x,z) =

" T
- ;/0 |2i(8) — filx(®), u(®), )| dt

2

T
+%( 0+/0 Z(t)dt—xT) +

m T
+> / max{u; — u;(t), 0}dt
i=1 0



m T
+ Z/O max{u;(t) — u;, 0}dt+
i=1

T t 2
+%/0 (x(t)—xo—/o z(r)dr) dt.

Note that this functional is also nonnegative for any of its argu-
ments and I(x*,z*, u*) = 0 iff the pair (x*,u*) € C,[0, T] x
P[0, T]is a solution of the original problem, i. e. the control u*
belongs to the set U of admissible controls and brings the cor-
responding trajectory x*(f) = xo + fot z*(r)dr from the given
initial position xp to the given final state xr in the time T. It
is obvious that if some of the right endpoint coordinates of an
object are free, then we put the corresponding summands of the
functional I>(z) equal to zero. It is also obvious that if some of
the restrictions on controls are absent, one has to remove the
corresponding summands from the functional I3(u). In both
these cases we keep for the functional I(x, z, u) its notation.

Despite the fact that the dimension of functional I(x, z, u)
arguments is n more the dimension of functional I(z,u)
arguments, the structure of its quasidifferential (in the space
C,[0, T] x Py[0, T] x P,[0,T] as a normed space with the
norm L[0, T] x xL7[0, T] x L}'[0, T]), as will be seen from
what follows, is much simpler than the structure of the func-
tional I(z, u) quasidifferential. This will allow us to construct a
numerical method for solving the original problem.

Unconstrained Variational Problem. Thus, the initial problem
has been reduced to finding an unconstrained global minimum
point of the functional I(x, z, ) on the space

(10)

X = (Cn[o, T] x P, [0, T] x P[0, T,

Il - IILg[o,T]xL;[o,T]xL;"[o,T])-

Remark 4.1: Note the following fact. Since, as is known, the
space (C,[0,T1,]| - ||L§[0,T]) is everywhere dense in the space
L%[0, T] and the space (P[0, T1, || - | L [0,7]) is also everywhere
dense in the space L7[0, T], then the space X* conjugate to
the space X introduced in the previous paragraph is isomet-
rically isomorphic to the space L5[0, T] x L}[0, T] x L'[0, T
(see Kolmogorov & Fomin, 1999).

5. Minimum conditions of the functional /(x, z, u)

Let us formulate a necessary and sufficient minimum condition
for the functional I(x, z, u) that obviously follows from its con-
struction. Recall that the functional I(x, z, u) is defined on the
space C,[0, T] x P,[0, T] x P[0, T].

Proposition 5.1: Let Assumptions 3.1, 3.2 be satisfied. In order
for the point (x*,z*, u*) to minimise the functional I(x, z, u), it is
necessary and sufficient to have I(x*,z*,u*) = 0.

In order to obtain a more constructive (than that given in
Proposition 5.1) minimum condition useful for constructing
numerical methods for solving the problem posed, first, let us
investigate the differential properties of the functional I(x, z, u).

Using the classical variation one can directly prove the
Gateaux differentiability of the functional I;(z); we have
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T
VI (z) = x +/ z(t)dt — xr.
0

By quasidifferential calculus rules (Dolgopolik, 2011, Example
3.1) one may put

T
DI (z) = [8L(2), 0L(2)] = |:x0 + / z(t)dt — x7, on].
0

Formally denote 8¢ (x(t), z(t), u(t), t) = (04, x0 + fOT z(t)dt —
XT> Om)/) 002 (x(t), z(t), u(t), t) = (0y, 0y, Om)/-

Using the classical variation and integration by parts one can
directly check (cf,, e. g. Demyanov & Tamasyan, 2011, Formula
(14)) the Gateaux differentiability of the functional I4(x, z); we
obtain

x(t) — xg — /tz(r)dr
0

_/tT (x(f) Cxp— /0 z(s)ds) dr

By quasidifferential calculus rules (Dolgopolik, 2011, Example
3.1) one may put

VI4(JC, Z) =

D 14 (x, Z)

= [0L4(x, 2), 814(x,2)]

t
x(t) — xo —

z(z)dr
ohor ) )
—/[ (x(r) — Xp _/0 z(s)ds) dr On
Formally denote ¢4 (x(£), z(t), u(t), t) = (04, 04, 0,1) 34 (x(t)
t T
z(tr)u(t)t) = (x(t) — xo —/0 z(t)dr —/t (x(z) —x0 —

/ z(s)ds)dz,0,,)’.
0

Study now the differential properties of the functionals
I (x, z,u) and I3(u). For this, we prove the following theorem
for a functional of a more general form.

Theorem 5.1: Let the functional

T
J©) = /0 o (&0, Dt

be given where & € P[0, T, the function ¢(&,t) is continuous

and is also absolutely uniformly quasidifferentiable, with the qua-

sidifferential [0 (&, 1), 89 (&, t)]. Suppose also that the mappings

t — 0p(E(t),t) and t — dp(E(H), t) are upper semicontinuous.
Then the functional ] () is quasidifferentiable, i. e.

(1) The derivative of the functional J () in the direction g exists
and is of the form

ojg) . 1 3
o = lim —(€+ag -J©)
= Mo vie) + e e (v
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where g € P[0, T, and the sets 0] (), oJ(&) are of the form

@) ={ve (POTLI L) v

T
=/0 (0(H),g(0)dt Vg e P[0, T],

v eIl [0,T], o(t) € dp(E®).1) vt e [0, T]}.
(12)

3@ ={we (Pr.11

11l) " | w@
T
:/0 (w(t),g(t))dt Vg e P[0, T],

o el  [0,T], w(t)edpEt),0) Ve o, T]}.
(13)

(2) The sets 8](), 6] (&) are convex and weaklys compact sub-
sets of the space (P[0, T1, || - ||L12[0,T])*'

Proof: Prove statement (1).

Insofar as the function ¢(¢&,t) is quasidifferentiable by
assumption, then for every ¢ € P;[0, T] and for each a > 0 we
have (see formula (2))

T
o) =IO = [ max (v0),ag(o)dr
0 vedp(Sit)
T
+/ min (w(t), ag(t))dt+
0 wedp(S,t)

T
+ /0 o(e E(), g(1), D,

0@, ¢®.80.0 1o,
o

(14)
At this point let us check that the integrals in the right-hand side
of this formula are correctly defined.

Insofar as &, g € P[0, T] and the function ¢ (&, ¢) is continu-
ous, then for each a > 0 the functions t — ¢(&(t),t) and t >
@(E(t) + ag(t), t) belong to the space LL_[0, T].

Under the assumption made, the mappings t — 99 (£(¢), 1)
and t — 8¢ (&(t),t) are upper semicontinuous and then are
also measurable (Blagodatskikh & Filippov, 1986). Then due
to the piecewise continuity and the boundedness of the func-
tion g(f) and due to continuity of the scalar product in its
variables we obtain that for each a > 0 the mappings t —
maxy(neap (o0 (V(),ag(®))  and £ — min, 5,600
(w(t)ag(t)) are upper semicontinuous (Aubin & Frankowska,
1990) and then are also measurable (Blagodatskikh & Fil-
ippov, 1986). During the proof of statement 2) it will be
shown that under the assumptions made, the sets 9¢ (¢, t) and
0¢(&, 1) are bounded uniformly in t € [0, T], from here tak-
ing into account the fact that ¢ € P[0, T], check that for each
a > 0the mappings t — maXy(r)egp (), (V(E), ag(t)) and t —
min EO0) (w(t), ag(t)) are also bounded uniformlyint €

ndeed, fix some g € P;[0, T] and a > 0 and foreach t €
[O, T] take such a vector v(¢) € 99 (£(F), t) that (v(1),ag(t)) =
maxy(neap (), (V(t), ag(t)) (the vector v(t) exists since for

w(t)e

each t € [0, T] the set ¢ (£(2), ) is a convex compact). Then by
Cauchy-Schwarz inequality (v(¢), ag(t)) < a|[v(t)||xllg()]lz1
and the value on the right-hand side is bounded (uniformly
in t € [0, T]) since g € P[0, T] and since the set ¢ (£(1), 1) is
bounded uniformly in t € [0, T]. (The justification regarding
the mapping t — minw(t)egw G0 (w(?), ag(t)) is carried out in
a completely analogous fashion.) So we finally have that for each
a > 0the mappings t — maXy(segp(&(t),1) (V(t), ag(t)) and t —
minw(t)e5¢(§(t),t) (w(t), ag(t)) belong to the space L. [0, T].

Then for every a > 0 one has t— o(a,l(t),g(h),t) €
Ll [0, T] and due to the absolutely uniformly quasidifferentia-
bility of the function ¢ (&, t) we have

o, &g, __ o(@)
a

a

-0, al0. (15)

Now our aim is to ‘bring the operations of taking maximum and
minimum out of the integral’, i. e. to obtain the expression in the
right-hand side of formula (11).

Consider the functional fOT maxyepp (&, (V(E), ag(t))dt in
detail. For each a > 0 and for each t € [0, T] we have the
obvious inequality

max

v(t),ag(t)) =
o (é,t)< (1), ag(1))

(v(1), ag(1))

where v(t) is a measurable selector of the mapping ¢t —
09 (E(1),t) (due to the noted boundedness property of the set
O (¢, t) uniformly in t € [0, T] we have v € Léo [0, T]) and by
virtue of formula (12) form for every & > 0 one has the inequal-

ity
g T
max (v(t),ag(t))dt > max/ v(b), ag(t))dt
/o veéw(é,t)< (0, ag(0) ved](€) Jo (v(#), ag(t))

Insofar as for each a > 0 and for each ¢ € [0, T] we have

(v(D),0g(0) € {(v(0),0g(0) | v(1) € 2p(E(0).1)]

max

vedp(Sot)
and the set 8¢ (&, t) is closed and bounded at each fixed t by the
definition of subdifferential and the mapping t — o¢ (&(¥), t)
is upper semicontinuous by assumption and also because the
scalar product is continuous in its arguments and g € P;[0, T,
then due to Filippovlemma (see Filippov, 1959) there exists such
a measurable selector v(f) of the mapping t — ¢ (&(¢), t) that
for each o > 0 and for each t € [0, T] we have

(v(1),ag(t)) = (v(t), ag(t)),

max
vedp(Sit)

so we have found the element v from the set 8J(¢) which brings

the equality in the previous inequality. Thus, finally we obtain

T T
/0 Veaw(g ) (v(t),ag(t))d :Vggja()é)/o (v(t),ag(t))dt. (16)

Consideration of the functional fOT min,, 5, = (w(t), ag(t))

dt is carried out in a completely analogous fashion. Taking
formula (13) form into account we have

T T
/ min (w(t),ag(t))dt = min / (w(t), ag(t))dt
0 wedp(&.t) wed] (&) Jo (17)

From expressions (14), (15), (16), (17) follows formula (11) (see
expression (4)).



Prove statement (2).

The convexity of the sets 9J(¢) and 9(¢) immediately fol-
lows from the convexity at each fixed t € [0, T] of the sets
0p(&,t) and dg (&, £), respectively.

Prove the boundedness of the set ¢ (&, t) uniformly in ¢ €
[0, T]. Due to the upper semicontinuity of the mapping t —
0 (&(t),t) ateach t € [0, T] there exists such a number (¢) that
under the condition |f — t| < J(t) the inclusion ¢ (&(F),t) C
B, (8¢ (&(t),t)) holds true at f € [0, T] where r is some fixed
finite positive number. The intervals Ds (t), ¢ € [0, T], form
open cover of the segment [0, T], so by Heine-Borel lemma
one can take a finite subcover from this cover. Hence, there
exists such anumber § > 0 thatforeveryt € [0, T] the inclusion
0p(E(D), 1) C Br(0p(E(1),1)) holds true once [t —t| < J and
t € [0, T]. This means that for the segment [0, T] there exists
a finite partition t; = 0,1,. .., tN—1, tn = T with the diameter
dsuch that 9p (&, 1) € N, B (89 (E(t), ;) forall t € [0, T). It
remains to notice that the set Ufil B, (8¢ (&(¢), 1)) is bounded
due to the compactness of the set ¢ (¢, 1) at each fixed t €
[0, T]. The boundedness of the set 5(/) (&,t) uniformly in ¢ €
[0, T] may be proved similarly.

The weak* compactness of the set 9J(£) in the space
&[0, T, 01 - 11 L [O)T])* follows from its weak compactness (in
this space) by virtue of these topologies definitions (see Kol-
mogorov & Fomin, 1999). Prove the weak compactness of the set
9J(¢) in the space (P[0, T1, || - ||L’2[0,T])*' Note that by virtue of
Remark 1 it is sufficient to consider the set §J(¢) image (under
an isometric isomorphic mapping from (P[0, T1,|| - || L [O,T])*

to le [0, T]) in the space le [0, T]. For simplicity denote this
image by 9J(&) as well. So our aim now is to prove the weak
compactness of the set 8/(¢) in the space L}[0, T]. The space
le [0, T is reflexive (Dunford & Schwartz, 1958), so the set there
is weakly compact if and only if it is bounded in norm and
weakly closed (Dunford & Schwartz, 1958) in this space. The
boundedness of this set in norm has been proved in the previ-
ous paragraph. In the next paragraph we prove that this set is
weakly closed. The similar reasoning is valid for the set 3](¢).

Prove that the set 9](&) is weakly closed. As shown in state-
ment 1) proof and at the beginning of statement 2) proof, the set
9J(&) is convex and its elements v belong to the space Léo [0, T].
Then all the more the set 9J(¢) is a convex subset of the space
LZZ[O, T]. Let us prove that the set 9J(¢) is closed in the weak
topology of the space LZZ[O, T]. Let {v,}52 , be the sequence of
functions from the set 9J({) converging to the function v* in
the strong topology of the space L,[0, T1. It is known (Munroe,
1953) that this sequence has the subsequence {v,, },°_, converg-
ing pointwise to v* almost everywhere on [0, T1, i. e. there exists
such a subset 7" C [0, T] having the measure T that for every
point t € T we have vy, (t) € dp(£(t),t) and vy, (f) converges
to v*(t), np = 1,2,.... But the set 9 (&(t), t) is closed at each
t € [0, T] by the definition of subdifferential, hence for every
t € T' we have v*(¢) € 9p(E(2), t). So the set 8] (&) is closed in
the strong topology of the space LIZ[O, T] but it is also convex,
s0 it is also closed in the weak topology of the space L5[0, T
(Dunford & Schwartz, 1958). One can prove that the set 8](&)
is weakly closed (in le [0, T]) in a similar way.

The theorem is proved. |
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Remark 5.1: The assumption of the absolute uniform quasid-
ifferentiability has been made in order to simplify the presen-
tation. Via a special form of the mean value theorem (Dolgo-
polik, 2018, Pr. 2) for quasidifferentials one can show that this
assumption is actually redundant.

Thus, as one can see from Theorem 5.1, the quasidifferentials
of the functionals I (x, z, «) and I3(u) are completely defined by
the quasidifferentials of their integrands (at each time moment
t € [0, T]). The Appendix contains the detailed description of
calculating the quasidifferentials required as well as the main
quasidifferential rules.

We have the following final formula (Dolgopolik, 2011,
Proposition 4.1) for calculating the quasidifferential of the func-
tional I(x, z, u) at the point (x, z, u)

DIi(x,z,u) = [QI(x, z,u), 0I(x, z, u)]

4 4
= |:ZQIk(x, z,u), Zélk(x, z, u):| (18)
k=1 k=1

where formally I (x, z, u) := L1(2), I3(x, z, u) := Iz(u), Is(x, 2, u)
= 14 (x, Z)‘

Let us formally denote 9p(&(#), £) = 31, dpi(x(t)z(u(?),
1), 0p (£(1), 8) = 3y Dpi(x(t), 2(1), u(®), 1),

Using the known minimum condition (of the functional
I(x, z,u) at the point (x*, z*, u*) in this case) in terms of qua-
sidifferential, we conclude that the following theorem is true.

Theorem 5.2 ((Dolgopolik, 2014), Th. 6.2)): Let Assump-
tions 3.1, 3.2 be satisfied. In order for the control u* € U to bring
system (5) from initial point (6) to final state (8) in the time
T, it is necessary that for each measurable selection w(-) of the
multivalued mapping t — 3¢ (E*(t), t) the following inclusion

—w(t) € 9p(C* (D), 1)

holds true at almost each t € [0, T.

(19)

Theorem 5.2 already contains a constructive minimum con-
dition since on its basis it is possible to construct the quasidif-
ferential descent method; and for solving each of the subprob-
lems arising during realisation of this method (for a wide class
of functions) there are known efficient algorithms for solving
them.

6. The quasidifferential descent method

Let us describe the following quasidifferentiable descent
method for finding stationary points of the functional I(x, z, u).

Fix an arbitrary initial point (x(1),z(1), (1)) € Cul0, T] x
P[0, T] x P[0, T]. Let the point (x(x) z(k)» t(x)) € Cnl0, T] X
P,[0, T] x P,,[0, T] bealready constructed. If for each t € [0, T]
minimum condition (19) is satisfied (in practice, with some
fixed accuracy z and at discrete time moments t;, i = 1, N,
with some fixed discretisation rank N), then (x(k), zx)> U()) is
a stationary point of the functional I(x, z, u) and the process
terminates. Otherwise, put

(%(k+1)> Z(k+1)> Y(k+1))
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= (X(ky> Z(k)> U(k)) + V) GX(k)s Z(k)> U(k))

where the vector-function G(x), z(k), t(x)) is the quasidiffer-
ential descent direction of the functional I(x, z, u) at the point
(%(k)» Z(k)» t(k)) and the value y ) is a solution of the following
one-dimensional problem

Iyn>1131 ((x(k), Z(ky> h(k)) + ¥ G(X (k) Z(k) M(k)))

=1 ((X(k»Z(k» Udky) + 700 G(X(k)> 2(k)> M(k>))- (20)
In practice, the problem above is solved on some interval
[0,7] with some fixed 7 value. Then I(X(x41) Z(k+1)> U(k+1)) <
ey, 2y thiiy)-

As seen from the algorithm described, in order to realise the
kth iteration, one has to solve three subproblems. The first sub-
problem is to calculate the quasidifferential of the functional
I(x,z,u) at the point (x(),Z(k), (k). With the help of qua-
sidifferential calculus rules the solution of this subproblem is
obtained in formula (18). The second subproblem is to find
the quasidifferential descent direction G(x(x), z(k)» t(x)); the fol-
lowing two paragraphs are devoted to solving this subproblem.
Finally, the third subproblem is one-dimensional minimisa-
tion (20); there are many effective methods (Vasil’ev, 2002) for
solving this subproblem.

In order to obtain the vector-function G(x), Zk)» 4(x))> con-
sider the problem

_ max min
WEBI(X(k),Z(k),u(k)) VEQI(x(k) Z(R)U(k))

T

/ (v(t) + w())*dt.  (21)
0

Denote v(t), w(t) its solution. (The vector-functions v(t), w(t),
of course, depend on the point (x(), z(k), t(x)) but we omit
this dependence in the notation for brevity.) Then the vector-
function G(x(x), z(k) (k) = —(¥V(t) + w(t)) is a quasidifferen-
tial descent direction of the functional I(x,z, u) at the point
(%(k)» Z(k)» t(k))- Note that the functional I(x, z, u) quasidifferen-
tial at each time moment ¢ € [0, T] is calculated independently
(i. e. the functional I(x, z, u) quasidifferential, calculated at one
time moment, does not depend on the functional I(x,z, u)
quasidifferential, calculated at some other time moment).

Now let us check that in order to solve problem (21) in this
case, one has to solve the problem for each ¢ € [0, T]:

2

(v(®) + w(t))

max min (22)

w(t)€dp (g (£).t) VD €29 (Eapy ():1)

Indeed, let v, w € C,[0, T] x P,[0, T] x P,,[0, T] be such that
for each t € [0, T] we have

() + W)’ =  max mi (v(t) + w(t))*.

n
w(t) €09 (& (D),) V(DELP & (8)0)

Then we obtain

T
/ (W(t) + W(t))*dt
0

(v(t) + w(n)) dt =

T
= / max min
0 w(t)edp &y (b).t) V€29 (1))

min

T
B /0 v(t) €09 (g (),0)

T
/ (v(t) + (1)) *dt
0

(v(t) + w(t))dt

= min
VEQI(X(k) SZ(K) ,M(k))

where the last equality holds due to Filippov lemma (cf. for-
mula (17)).
Hence the following inequality holds true:

_ max min
wedl(X(k)>2(k) U (k) vedl(X(k)2(k)>(k))

T
/ (v(t) + w(t))*dt >
0

max min (v(t) + w(t))zdt. (23)

T
- |
0 w(t)edp (&g (1), V(D€ (Ciry (1)

Now fix some w € Cy,[0, T] x P,[0, T] x P,,[0, T]. Again, by
Filippov lemma we get

. T = 2
min /O (v(t) + w(t))"dt

vedI (X (k)2 (k)-t(k)

T
. = 2
= min v(t) + w(t)) dt <
/0 v(t)€dp (& (1)) ( © ( ))

T
< / max min (v(t) + w(t))zdt.
0 w(t)edp &gy (t),) VDEIP ik ():1)

Since the vector function () was chosen arbitrarily, we obtain
the inequality

_ max min
weol(X(k)>2(k)>U(k)) VEQI(x(k) 2 (k) oK)

T
/ (v(D) + w(t)) dt <
0

T
. 2
< max min v(t) +w(t)) dt. (24
/ :<k>(t),t)( © ()) (24)

0 w(t)edp(Ey (t),p) V(P

From inequalities (23) and (24) we finally get the equality

_ max min
WeBT(x(ky 2 (k) th(hy) VEQT (X(k) 2k (k)

T
2 —_—
| /0 (v(t) + w())"dt =

max min

T
- / (v(t) + w(t))*dt.
0 w(t)edp &gy (1)) VO EIP (E(ky (D):1)

(25)

The equality (25) justifies that in order to solve problem (21) it is
sufficient to solve problem (22) for each time moment ¢ € [0, T].
Once again we emphasise that this statement holds true due to
the special structure of the quasidifferential which in turn takes
place due to the separation implemented of the vector functions
x(t) and x(#) into ‘independent’ variables.

Problem (22) at each fixed t € [0, T] is a finite-dimensional
problem of finding the Hausdorff deviation of one convex com-
pact set (a minus superdifferential) from another convex com-
pact set (a subdifferential). This problem may be effectively
solved for a rich class of functions; its solution is described in
the next paragraph. In practice, one makes a (uniform) partition
of the interval [0, T] and this problem is being solved for each
point of the partition, i. e. one calculates G((x(x), z(x)> U(k))> ti)



where t; € [0, T], i = 1, N, are discretisation points (see nota-
tion of Lemmas 6.1, 6.2). Under additional natural assumption
Lemma 6.1 guarantees that the vector-function obtained via
piecewise-linear interpolation of the quasidifferential descent
directions calculated at each point of such a partition of the
interval [0, T] converges in the space L%”er[o, T] (as the dis-
cretisation rank N tends to infinity) to the vector-function
G(x(k)> 2(k)> (k) sought.

As noted in the previous paragraph, during the algorithm
realisation it is required to find the Hausdorft deviation of the
minus superdifferential from the subdifferential of the func-
tional I(x,z,u) at each time moment of a (uniform) parti-
tion of the interval [0, T]. In this paragraph we describe in
detail a solution (for a rich class of functions) of this subprob-
lem for some fixed value t € [0, T]. It is known (Demyanov
& Rubinov, 1990) that in many practical cases the subdifferential
3¢ (&(t), t) is a convex polyhedron A(t) C R*"*™ and analo-
gously the superdifferential d¢ (¢(t), t) is a convex polyhedron
B(t) C R*"*t™_ For example, if some function is a superposition
of the finite number of maxima and minima of continuously
differentiable functions, then its subdifferential and its superdif-
ferential are convex polyhedra. Herewith, of course, the sets A(t)
and B(#) depend on the point (x, z, u). For simplicity, we omit
this dependence in this paragraph notation. Find the Hausdorff
deviation of the set —B(t) from the set A(¢). It is clear that in
this case it is sufficient to go over all the vertices bj(t), j = 1, s
(here sis a number of vertices of the polyhedron —B(¢)): find the
Euclidean distance from every of these vertices to the polyhe-
dron A(#) and then among all the distances obtained choose the
largest one. Let the Euclidean distance sought, corresponding
to the vertex b;(t), j = 1, s, is achieved at the point aj(t) € A(t)
(which is the only one since A(t) is a convex compact). Then the
deviation sought is the value || b;(¢) — aj(t)ll rentmyj € {1,.. ., s}
(Herewith, this deviation may {)e achieved at several vertices of
the polyhedron —B(t); in this case b;(f) denotes any of them.)
Note that the arising problem of finding the Euclidean distance
from a point to a convex polyhedron can be eftectively solved by
various methods (see, e. g. Wolfe, 1959).

In Lemmas 6.1, 6.2 we will write L,[0,T] and Ly[0, T]
instead of L%[O, T] and L. [0, T], respectively, for the conve-
nience of notation.

First, give a lemma with a rather simple condition which, on
the one hand, is quite natural for applications and, on the other
hand, guarantees that the function L(t) obtained via piecewise-
linear interpolation of the sought function p € L [0, T] con-
verges to this function in the space L, [0, T].

Lemma 6.1: Let the function p € Lo [0, T] satisfy the following
condition: for every 6 > 0 the function p(t) is piecewise continu-
ous on the set [0, T'] with the exception of only the finite number
of the intervals (£,(0),2(9))s ..., & (0), t,1+1(0)) whose union
length does not exceed the number 6.

Choose a (uniform) finite splitting t; = 0,12, ..., IN—1,IN =
T of the interval (0, T] and calculate the values p(t;), i = 1, N,
at these points. Let L(t) be the function obtained with the help of
piecewise linear interpolation with the nodes (t;, p(t;)), i = 1, N.
Then for each & > 0 there exists such a number N(¢) that for
every N > N(¢) one has ||L —plliz[o)ﬂ <e.
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Proof: Denote M(5) := Jj_, (0), tx11(5)). We have
M= bl on = [ (0= po)dr
M)

+/ (L — p®)*dt.
[0,TI\M(0)

Fix the arbitrary number ¢ > 0. By lemma condition the func-
tion p(t) is bounded, the function L(t) is also bounded by
construction for all (uniform) finite partitions of the interval
[0, T]. Hence, there exists such d(¢) that the first summand
does not exceed the value ¢/2 for all (uniform) finite parti-
tions of the interval [0, T]. As assumed, the function p(t) is
piecewise continuous and bounded on the set [0, T] \ M(d(¢)),
then there exists (Ryaben’kii, 2008) such a number N(¢) that
for every (uniform) finite partition of the interval [0, T] of the
rank N > N(¢) the second summand (with such d(¢)) does not
exceed the value ¢/2.

The lemma is proved. u

Now give a lemma with a more general but less clear (com-
pared to the previous lemma) condition which also guarantees
that the function L(¢) obtained via piecewise-linear interpo-
lation of the sought function p € Ly [0, T] converges to this
function in the space L, [0, T1].

Lemma 6.2: Let the function p € Ly [0, T] satisfy the following
conditions:

(1) for every € > 0 there exists such a closed set T(g) C [0, T]
that the function p(t)|r) is continuous and |T'(€)| <&
where T'(2) := [0, T] \ T(¢);

(2) for every 6 > O there exists such a number N(5) that
for each N > N(6) we have |M(5)| < & where M(6) :=
Ui\]:z[tk—l’ tr]; here we take the union of only such inter-
vals [tk—1, tx], k € {2,...,N}, in each of which at least one
of the points t_1, tr, k € {2,..., N}, belongs to the set T' (€).

Choose a (uniform) finite splitting t; = 0,t2,.. ., IN—1,IN =
T of the interval [0, T] and calculate the values p(t;), i = 1, N,
at these points. Let L(t) be the function obtained with the help of
piecewise linear interpolation with the nodes (t;, p(t;)), i = 1, N.
Then for each ¢ > 0 there exists such a number N(¢) that for
every N > N(&) one has ||L _Plliz[o,T] <e.

Proof: Note that the first assumption of the lemma is always
satisfied since it is nothing but formulation of Lusin’s theorem
(Kolmogorov & Fomin, 1999). However, it is given in the lemma
formulation since the set T’(¢) introduced there is used in the
second assumption of the lemma.

Fix some number & > 0.

Let g(t) be a ‘polygonal extension’ of the function p(t)|7)
onto the whole interval [0, T] which may be constructed (Cul-
lum, 1969, Lemma 4.1) due to the fact that the set T'(€) is closed
(see assumption 1) of the lemma). Then the function g(¢) is con-
tinuous on [0, T] and q(¢) = p(t) att € T'(¢). Herewith, one can
check (see Cullum, 1969, Lemma 4.1) that one may choose € in
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such a way that

T
/0 (q(t) — p(1))*dt < &/3. (26)

Consider the expression

T 2 2
/ (L(t) —q(0)"dt = / (L(t) — q(n)"dt
0 M(9)

+ / (L() — q(t)*de.  (27)
[0,T\M(3)

Consider the first summand in the right-hand side of equal-
ity (27). By construction the function q(t) is bounded, the
function L(¢) is also bounded by construction for all (uniform)
finite partitions of the interval [0, T]. Then from assumption 2)
of the lemma it follows that for ¢ > 0 there exists such d(¢) that
for every (uniform) partition of the interval [0, T] of the rank

N > N(6(¢)) one has

/ (L(t) — q(1))’dt < &/3. (28)
M(0)

Consider the second summand in the right-hand side of equal-
ity (27). Let L(t) be a function obtained via piecewise-linear
interpolation with the nodes (t;,q(t;)), i = 1, N. Insofar as
the function q(¢) is continuous on [0, T], then there exists

(Ryaben’kii, 2008) such a number ff(g) that for every (uni-

form) partition of the interval [0, T] of the rank N > N(e)
one has fOT(f(t) —q(t))*dt < g/3.Butat t € [0, T] \ M(5) we
have L(t) = L(t) by construction (with the same rank of par-
titions involved in these functions construction), insofar as if
t; € [0,T)\ M(d),ie{l,...,N}, then t; € T(¢), and for such
t; we have q(t;) = p(t;). For every (uniform) partition of the

interval [0, T] of the rank N > N(g) we then have

/ (L(r) — q(n))*dt
[0,TN\M(3)

- / (L) - q()dt
[0, TT\M(9)

T
< / (T(t) — q(1))*dt < &/3. (29)
0

Take N(¢) = max{ﬁ(é(e)),ﬁ(e)}. For every (uniform) parti-
tion of the interval [0, T] of the rank N > N(¢) from (26),
(28), (29) we finally have
T 2 T 2
=l on < | 00 —a0)de+ [ (a0 —p)ar
<eg/34+¢e/34+¢/3=c¢.

The lemma is proved. |

Remark 6.1: The meaning of Assumption 3.2) of Lemma 6.2 is
the requirement that p(t) does not have ‘too many’ discontinu-
ity points on the segment [0, T']. It may be directly verified that if

the condition of Lemma 6.1 on the function p(?) is fulfilled, then
the condition required is satisfied. In the picture a simple exam-
ple is given of a measurable bounded function with an infinite
number of discontinuity points for which one may construct the
function ¢(t) in such a way that the set M(J) measure is arbitrar-
ily small for a sufficiently large splitting rank. It is an example of
an ‘appropriate’ in the sense of Lemma 6.2 assumption function.

Let us give an example of the function for which this condi-
tion is violated. Let p(t) be the Dirichlet function on the segment
[0,1], i. e. taking the value 1 at rational points and taking the
value 0 at irrational points of this interval. If we take the func-
tion g(t) = 0 Vt € [0,1] as a continuous one and as satisfying
Lusin’s theorem applied to the function p(t), then condition 2)
of Lemma 6.2 will be violated with every rank of (uniform) split-
ting of the interval [0, 1], insofar as with such a splitting all the
splitting points will be rational, i. e. will belong to the set T7(2)
Ve > 0, hence |[M(d)| = 1 VJ > 0 in this case. It is seen that in
this example one has ||L — p| |12,2 (01] =1 for each function L(t)
obtained via piecewise-linear interpolation of the function p()
with a uniform splitting of the segment [0, 1], insofar as with
such a splitting we always have L(t) = 1Vt € [0, 1]. The Dirich-
let function p(#) does not satisfy condition 2) of Lemma 6.2,
insofar as this function has ‘too many’ discontinuity points on
the interval [0, 1].

A

1 =

p(t)

‘ —
o t 1

Remark 6.2: The problem of a rigorous proof of the above
method convergence is rather complicated and remains open;
it is beyond the scope of this paper. The convergence of some
modifications of the subdifferential descent method, as a spe-
cial case of the quasidifferntial descent method described, was
studied in the finite-dimensional case in papers (Demyanov
& Malozemov, 1990; Demyanov & Vasil’ev, 1986). It is an inter-
esting problem for future investigations to attempt to spread
the ideas of these studies to explore convergence in the more
general problem considered in this paper (the case of a quasid-
ifferentiable functional in a functional space). Strictly speaking,
in the paper presented only the problem of finding the direction
of the steepest (quasidifferential) descent in the problem posed
is completely solved. The examples below show the adequacy of
the method used; nevertheless, as just noted, its convergence (in
whatever sense) requires additional rigorous justification.

Remark 6.3: One of the possible problems for the future
research is application of the main concepts of this paper to
some more difficult control problems. For example, consider the
problem of minimising the functional
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under restrictions (5), (6), (8) and u € U (see (7)). We don’t
give here the assumptions on the integrand of the functional
J(x, u) as here only the essence of the problem is discussed. For
simplicity consider now only restriction (5) and construct the
functional

nooaT
Tz + 4 /0 |zi(t) — fix(t), u(p), )| dt.
i=1

The hypothesis (based on the previous research made in Dol-
gopolik and Fominyh (2019)) is that under natural assumptions
this functional is an exact penalty one. This means that there
exists such a value A* < oo that V4 > 1* the problem of min-
imising this functional is equivalent to the stated problem of
minimising the functional ] (x, 1) under restriction (5). We omit
the details here. Note that the functional constructed may be
treated via the method of the paper so it is interesting to try such
an approach.

7. Numerical examples

Let us first explain the operation of the quasidifferential descent
method using an illustrative example in which the iterations
are given in detail. For simplicity of presentation this example
is not chosen as a control problem but is a nonsmooth prob-
lem of the calculus of variations; however, according to the
minimised functional structure, it fits the formulation of the
problem considered in the paper.

Example 7.1: Consider the functional

1 1
I@@=4M®+MMW+AV®W

+ /OT (x(t) —xo— /Otz(r)dr)zdt

with the initial point xop = 0 and with the obvious solution
x*(t) =0, z"(t) = 0 for all ¢ € [0, 1]. Note that the third sum-
mand here means that z(¢) must be the derivative of x(¢) (see
the functional I4(x, z) in formula (10) and formula (9)).

Take the functions x(1)(t) = ¢ — 0.5, z(1)(t) = 0 as an ini-
tial approximation and discretise the segment [0,1] with a
splitting rank, equal to 2 (i. e. consider the points 0, 0.5,
1 for further interpolation of the quasidifferential descent
direction). In this example we use the simplified notation
[2I(x(1)> 2(1)),5I(x(1), z(1))] in order to denote the correspond-
ing quasidifferential (see formulas (12) and (13)). According to
the algorithm, calculate the descent direction separately at these
points. At the point = 0 we have

0 2
0I(x(1), 2(1)) = co [( 5 ) , ( 5

= 0
ol(xqy, z1)) = ( 0 )

Find the deviation of the set —oI (x(1)»z(1)) from the set
I(x(1), Z(1)) at the point ¢ = 0 and obtain the quasidifferential
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descent direction G((x(1), 2(1)), 0) = (0,2)’. Atthepointt = 0.5

we have
= (5) () ()
1.75 —2.25 —0.25
(2)’( 0 )’( 0 ),
OI(x(1), (1)) =co<( _01 )( (1’ )]

hence, one has G((x(1), z(1)), 0.5) = (0,0)’. At the point t = 1

we have
0 2
oI(x1),z(1)) = co [( 5 )( 5 )]
= 0
ol(xqy, z)) = ( 0 ),

so one has G((x(1),z(1)), 1) = (0, —2)’. By making the appro-
priate interpolation we obtain the quasidifferential descent
direction of the functional I(x,z) at the point (x(),z(1))s
namely G(x),zq1)) = (0, —4t + 2)". Construct the next point
(x2) (1), 22 (1)) = (0 + (1) 0,t — 0.5+ y1)(—4t + 2))’; having
solved the one-dimensional minimisation problem min, ¢ I(x(2),
2Z(2)), we have y(1) = 0.25, hence, x(2)(t) = 0, z(2)(t) = 0 for all
t € [0, 1], i. e. in this case the quasidifferential descent method
leads to the exact solution in one step.

Of course, the initial approximation and discretisation rank
are chosen artificially here in order to demonstrate the essence
of the method developed. If we take different initial approxi-
mation and discretisation rank, then in a general case it will
no longer be possible to obtain an exact solution in the finite
number of steps.

—0.25 1.75

-2

Consider now some examples of nonsmooth control prob-
lems. In all examples presented the iterations were carried out
till the error on the right endpoint did not exceed the value
3 x 1072 - 5 x 107 (of the trajectories resulting from numer-
ical integration of the system (from the initial left endpoint
given) with the control substituted which was obtained via the
method). Such a choice of accuracy is due to a compromise
between the permissible for practice accuracy of the required
value of the considered functional and a not very large number
of iterations. The magnitude ||G(x, z, u)|| (the norm is consid-
ered in the corresponding space) on the solution is also pre-
sented and did not exceed the value 5 x 1073 = 5 x 1072 (see
inclusion (19) and problem (21)).

The calculations were performed in the package MatLab 18.0
on a computer with the 3.6 GHz AMD Ryzen 5 PRO 2400G CPU
and 8 GB of RAM.

Example 7.2: It is required to bring the system

x1(8) = x2(H)x3(t) + uy (2),
x2(t) = x1(H)x3(t) + ua(t),
x3(t) = x1(H)x2(t) + u3(t)
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from the initial point x(0) = (1,0,0)’ to the final state x(1) =
(0,0,0) at the moment T = 1. We suppose that the total control
consumption is subject to the constraint

1
/o |y (O] + luz2 ()| + |uz()|dt = 1.

This problem has a practical application to the optimal satellite
stabilisation and was considered in work (Krylov, 1968). With

the help of the new variable x4(¢) = fot |ty ()] + |ua(2)| + |u3
(r)|dz reduce the problem given to problem (5), (6), (8) which
is considered in the paper.
Then we have the system

x1() = x2(B)x3(8) + w1 (t),

x(t) = x1(t)x3(t) + uz(t),

x3(t) = x1(B)x2(f) + uz(t),

x4(t) = [ (O] + 2 (O] + luz ()],
with no restrictions on the control u* € P5[0, T|] which is aimed
at bringing the object from the initial point x(0) = (1,0, 0,0)’ to
the final state x(1) = (0,0, 0, 1)’ at the time moment T = 1.

The problem given is reduced to an unconstrained minimi-
sation of the functional

1
I(x,z,u) = / |zl () — x2(Dx3(t) — up ()|det
0
1
+ / |22(t) — 31 ()x3(t) — wa(D)de+
0
1
+ / l23(t) — x1(Dxa(t) — us(H]dt
0

1
+/ l24(t) — [1a (O] = lua(O)] — lus (D)l de+
0

+ %(1 + /01 Zl(t)dt)z + %(/01 Zz(t)dt)2
+ %(/01 .za(t)dzf)2 + %(/01 z4(t)dt — 1)2+
+%g/01 (xi(t)—x,-(O)—/Otz,-(r)dr)zdt.

Take (x(1),2(1), (1)) = (1 +t,£,,1,1,1,1,1,0,0,0)" as an ini-
tial point, then I(x(1),zq),u(1)) & 5.72678. As the iteration
number increased, the discretisation rank gradually increased
during the solution of the auxiliary problem of finding the direc-
tion of quasidifferential descent described in the algorithm and,
in the end, the discretisation step was equal to 10~!. At the 58th
iteration the control u(sg) was constructed:

u) ~ —2.88657t° 4 8.96619t* — 9.303861° + 2.99867t
+0.10679t — 1.03399,

uy ~ —0.83764t° 4 0.85068t* + 0.43135¢° — 0.54058¢>
+0.06933¢ + 0.00945,

u3 ~ 0.13344t — 0.01334, t € [0,0.1), 0.03928¢°

—0.01848t> — 0.00194t, t € [0.1,0.6),

— 0.944811% + 2.12646t> — 1.55331¢ + 0.36987,
t € [0.6,1],

with the value of the functional I(x(ss), z(ss), U(s8)) ~ 0.00551,
herewith, x, (T) & 0.01251, x,(T) ~ 0.00431,x3(T) ~ 0.00431,
x4(T) ~ 1.0069. For the convenience, the Lagrange interpola-
tion polynomial is given accurately approximating (that is, the
interpolation error does not affect the value of the functional
and the boundary values) the resulting control.

Take u(5g) as an approximation to the control u* sought. In
order to verify the result obtained and to find the ‘true’ tra-
jectory, we substitute this control into the system given and
integrate it via one of the known numerical methods (here, the
Runge-Kutta 4-5th order method was used). As a result, we
have the corresponding trajectory (which is an approximation
to the one x* sought) with the values x1 (T) = 0.00514, x,(T) =
0.00204, x3(T) = 0.00051, x4(T) = 1.00514, so we see that the
error on the right endpoint does not exceed the value 5 x 1073,

Thecomputational time was 1 min 43s. The pictures illus-
trate the control and trajectories dynamics during the algorithm
realisation.

Example 7.3: Consider the system

X1 (t) = Xz(t)
x%2(t) = u(t) — Pxa()|x2(t)| — Qo ().

It is required to find such a control u* € U which brings this
system from the initial point x(0) = (0,0)" to the final state
x(48) = (200,0)" at the moment T = 48. Herewith, put u =
—2/3,u =2/3,i. e. we suppose that —2/3 < u(t) < 2/3 Vte
[0, 48]. The parameters of the problem are P = 0.78 x 10~ and
Q = 0.28 x 1073, This problem has a practical application to
the optimal train motion and was considered in work (Out-
rata, 1983). In fact, in paper (Outrata, 1983) a more complicated
problem is considered with the functional

48
J(x, u) =/ X7 (t) max{u(t), 0}dt
0

to be minimised. We try to solve optimal control problem via
the approach of the paper (see Remark 5).

The problem given is reduced to an unconstrained minimi-
sation of the functional

48
I(z,u) :/0 z1 (t) max{u(t), 0}dt

48
+ /0 l22(6) = ut) + P2y (0121 ()] + Qe (8)|de+

+ ,12( /048 z1(t)dt — 200)2 + /13(/0

48
+ A4 ( max{—2/3 — u(t),0}dt +
0 0

+ s /048 (z1 t) — /Otzz(r)dr)zdt.

The functional is slightly simplified beforehand using the fact

thatx, (f) = z1(t), also putx; (f) = fot z1(z)dr, x3(t) = fot z3(7)dr,
t € [0,48], throughout iterations.

48

zz(t)dt)2+

48
max{u(t) — 2/3,0}dt) +
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Figure 1. Example 2, control on iterations: 2, 10, 29, 45, 58.

Take (z(1), (1)) = (0,0,0, 0)’ as an initial point, then I(z(1),
u)) = 2 x 10°. As the iteration number increased, the dis-
cretisation rank gradually increased during the solution of
the auxiliary problem of finding the direction of the qua-
sidifferential descent described in the algorithm and, in the
end, the discretisation step was equal to 10~!. The values
of penalty factors A;, i =1,5, gradually increased as well
from (5,5,5,5,5) to (10,40, 320, 10, 640) (we don’t give the
details here of the ‘increasing rule’; briefly speaking, the fac-
tors were chosen in order to satisfy the boundary condi-
tions and control constraints with the appropriate accuracy,
some receipts on penalty factors choice may be also found
in paper (Byrd et al., 2008)). At the 4569th iteration the
control u(4s69) was constructed (see the picture) with the
value of the functional I(z(s69), U(4s69)) ~ 12.49101, herewith
](x(4569),u(4569)) A 12.48611, x1(T) =~ 199.99793, x(T) =~
0.00289.

Take u(4569) as an approximation to the control u* sought.
In order to verify the result obtained and to find the ‘true’ tra-
jectory, we substitute this control into the system given and
integrate it via one of the known numerical methods (here,
the Runge-Kutta 4-5th order method was used). As a result,
we have the corresponding trajectory (which is an approxima-
tion to the one x* sought) with the values x; (T) & 199.99607,
x2(T) ~ 0.00288, so we see that the error on the right end-
point does not exceed the value 3 x 1073; the error on the
control does not exceed the value 7 x 107 at each ¢ € [0, T].
The corresponding value of the functional is J (x, u) = 12.48832.

0.4

024

The computational time was 38 min 5s. The pictures illus-
trate the resulting control and trajectories obtained via the
algorithm realisation.

Remark 7.1: Note that in the examples considered, if one supp-
poses the error on the right endpoint of order 3 x 1072 - 5 x
1072 to be satisfactory, then the computational time may be
reduced at at least two times. This is explained by the fact that
the method rather rapidly obtains the localisation of solution
but after that a lot of iterations may be required to improve
the result; what is customary for gradient-type optimisation
methods.

Let us give the solution obtained via DC method (see
Strekalovsky, 2020) applied to the corresponding finite dimen-
sional problem after direct discretisation. Note that DC
algorithms require a d. c. decomposition of the functions of the
problem; although in this example it is not difficult to obtain
such a decomposition, in general case this is a drawback of DC
methods in spite of the method of the paper. Under direct dis-
cretisation we mean the Euler scheme applied to the system
of differential equations and direct left integral Riemann sums
substituting the corresponding integrals. Herewith, the discre-
tised functional J(x, u) is the objective function and there are
constraints in the form of difference scheme equations, restric-
tions on the right endpoint (the left endpoint is taken from
known values) and on control. The discretisation step value 0.1
is taken. With such a rank of discretisation we obtain the DC

Figure 2. Example 2, trajectories on iterations: 2, 10, 29, 45, 58.
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Figure 3. Example 3, the resulting control and trajectories.

optimisation problem of dimension 1438 with 439 DC equal-
ity constraints. So the finite dimensional problem obtained was
solved via DC method. The linear interpolation was used to
obtain the corresponding control and trajectory from the values
obtained at discrete time moments (see the picture). The con-
trol obtained delivers the integral functional J(x, u) the value
12.59657. So we see that this result is comparable with the
result obtained via present paper approach. However, the error
on the right endpoint is rather noticeable (the values x;(T) =
201.55618 and x,(T) = 0.06521 are obtained). The computa-
tional time was 33 min 12s what is slightly faster than the
proposed in the paper algorithm work time. Note that as one
can check the constraints of the discretised problem are satis-
fied with the accuracy of order 1078 on the control obtained,
so it is unclear how the restrictions on the right endpoint may
be improved to the appropriate values. Apparently, in order to
achieve that, one has to take a smaller discretisation step. How-
ever, note that the further increasing of the discretisation rank
leads to the dimension of the order 104 (or more), and it is
known that (even convex) problems of such a dimension lead
to difficulties in ‘standard’ machine calculations in general case
(unless such problems have a special structure, etc.).

u(t)

0,4

0,2

10 0 a0 a
02

-0,4 4

-0,6

Note that if piecewise constant (instead of piecewise lin-
ear) interpolation of controls and state derivatives is imple-
mented in DC algorithm, then the result may be significantly
improved (the objective function value obtained is approx-
imately 12.43006 with the error on the right endpoint is
3 x 107%). On the other hand, the method of the paper can

be easily modified in order to generate piecewise controls and
state derivatives (and continuous piecewise linear trajectories)
as well; so it would be correct to compare piecewise constant
politics interpolation in both methods. Also note, that in many
problems it is natural to obtain continuous controls and phase
derivatives from physical considerations. Like this, in the exam-
ple considered it is natural to suppose that the train speed can
not change immediately.

8. Discussion

First of all, let us briefly explain why the paper novel idea of
the variables x and z separation is crucial. If this method is
not implemented, on some iteration k of the functional I(z, u)
minimisation algorithm one has to solve the following problem:

T
“min / VA (t)dt
vedl(zky,uk)) J 0

(for simplicity of explanation we suppose that I(z(x), 1)) is sub-
differentiable at the point (z(k), u(r))). However, if one calculates
the functional I(z(x), t(x)) subdifferential than it is seen that the
integrand of functional in expression (30) contains, in general
case, the functions of the form fot V(z)dr, t € [0, T]. It is an
Aumann integral, because V(7) belongs to some compact set at
each 7 € [0, t] (and other conditions required of the Aumann
integral definition are satisfied as well). It is unclear how to
choose the function V(¢) in this case in order to solve prob-
lem (30). The idea of the paper implemented allows to get rid
of such Aumann integrals in the quasidifferential structure and
to solve problem

(30)

min  v*(f)
vedp (k) (D)1
at each point t € [0, T] (see (22) and justification therein).

As already noted, the main advantage of the method pro-
posed is of theoretical nature: it is original as it is qualitatively
different from existing methods based on the direct discreti-
sation of the initial problem. Besides, the method preserves
attractive geometrical interpretation of quasidifferentials (see
Example 7.1 and Ch. V, Par. 3 in book (Demyanov & Rubinov,
1990) for more examples with geometrical illustration in the
finite-dimensional case).

It also has some practical advantages. The following four
paragraphs give examples of some specific problems demon-
strating these advantages. In order to simplify the presentation
and just to get essence we give examples of some problems of



calculus of variations and an example of one simplest control
problem only in a smooth case.
Consider the problem of minimising the functional

1
J(x,2) = / 24 (1) /48 + 22 (¢) + X% (t) — 6x(t) dt
0

under the constraints

1
x(0) =1, x(1)=0, / x(t)dt =2/3.
0

In this example the steepest descent method appeared to be very
effective. On the contrary: in order to construct approximations
by the Ritz—Galerkin method, a lot of calculations are required
and it is also necessary to solve essentially nonlinear systems
with parameters.

In a problem of minimising the the functional

10
J(z) = / 22(t) — x*(t) dt
0
under the constraints

x(0) =0, x(10)=0
both the Euler equation and the Ritz-Galerkin method give a
trajectory delivering neither a strong nor a weak minimum.
The steepest descent method ‘points’ to the fact that there is
no solution in this problem: the one-dimensional minimisation
problem has no bounded solution.

Minimise the functional

2
J(z) = / 2t dt
0
under the constraints

x(0) =0, x(2)=4.
This example illustrates that the steepest descent method
‘points’ to the fact that, on a solution obtained, the functional
reaches a weak minimum rather than a strong one, while both
the Euler equation and the Ritz-Galerkin method give only a
trajectory delivering a weak minimum.

All the details have been omitted for brevity. One can find
a detailed description of these problems and more interesting
examples as well as justification of the statements posed in the
original papers (Demyanov & Tamasyan, 2010, 2011). Note also
that a method used in these papers is slightly different from
the one presented but it preserves its many properties, so the
comparative analysis is correct.

Consider the system

() = —x(t) + u(t)

on the time interval [0, 2]. It is required to find a control u* €
P1[0, T] such that the corresponding trajectory satisfies the
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boundary conditions
x(0) =x(2) = 0.
Apply direct discretisation to this system via the formula
1
xG+1) —x() = ﬁ(—x(i) + u(i))

N o-—see-see e e e

S0d e B D L

where i = 0,19 and the discretisation rank N = 20. If we use
the initial condition x9 = x(0) = 0 and calculate x;9) = x(2) as
an explicit function of the variables u;, i = 0, 19, we will obtain

x20(u) =~ 0.01886768013 up + 0.01986071592 u;
=+ 0.02090601676 u; + 0.0220063334 uz+
+ 0.02316456151 uy + 0.02438374896 us
+ 0.02566710416 ug + 0.02701800438 u;+
+ 0.02844000461 ug + 0.02993684696 19
+ 0.03151247049 uy9 + 0.03317102156 uy1+
=+ 0.03491686480 u12 + 0.03675459453 u;3
+ 0.03868904688 114 + 0.04072531250 u15+
+ 0.04286875000 116 + 0.045125 uy7
+ 0.0475 u1g + 0.05 upo.

Soin order to get the required finite position, one has to solve the
equation x,0 (1) = 0 with respect to the variables u;, i = 0,19.In
other words, it is required to minimise the functional |x3(1)].
Take the initial point u(g) with the following coordinates: uy; =
10,i=0,9, upip1 = —10,i = 0,8, u19 &~ —6.7101842175 (see
the picture). Note that x50 (1)) = 0, so the point u () deliv-
ers a global minimum to the functional |x29 ()| (i. e. the point
u( solves the discretised problem). However, if we substi-
tute this control u(g) into the original system, we will get the
corresponding trajectory x(oy(f) with the finite value x(2) ~
—0.1189349683.

Now try to solve this problem via the method of the paper, i.
e. minimise the functional

1 2
I(x,z,u) = E/o (z(t) + x(t) — u(t))* dt+
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1 2 t 1 2
+§/0 (x(t)—/o z(r)dr) dt—i—i (/o Z(t)dt)

(for simplicity of presentation we have taken a square-function
instead of the abs-function as the integrand in the first sum-
mand). Take the same point (x(g), z(0), 4(0))’ (Where z(g) = X(0))
as an initial approximation. One can check that on the first itera-
tion we will get such a control that the corresponding trajectory
takes the finite value |x(2)| < 0.11894 (i. e. ‘better’ than that one

obtained via discretisation method).

In fact, applying the method to this example one can get a
solution with any given accuracy. This is due the fact that the
Gateaux gradient in this case is as follows:

2 2

VI(x,z,u)

(z(t) + x(t) — u(t)) + { x(¢) — / z(7)dr

0
(40+ﬂg—wm—(/Q@@yilyumgm)+lfdﬂa

—(2(t) + x(t) — u(®))

Hence, the stopping criteria (that is
[|VI(x*z*u™)| |L§ 021 LY[02]xL1[0.2] = 0in this case) may be only
fulfilled (with some accuracy) when the third component of the
gradient vanishes. This fact implies that the second summand
in the first component vanishes. This fact finally implies that the
third summand in the second component vanishes. Thus, we see
that there are no local minima of the functional considered, so
the method of the paper will lead to the desired solution (with
any given accuracy). Roughly speaking, the method proposed
“ analyses’ the ‘ behaviour’ of the whole trajectory, rather than
only its points considered at some discrete moments of time.

Although in this example the initial control is chosen in a
special way, one can check that there is a ‘huge’ number of
other controls with the same properties (i. e. delivering a global
minimum to the functional |xr(u)| but giving an error to the
right endpoint value). Both increasing the time moment T and
adding a nonsmoothness in the right-hand side of the system
given (for example taking the function —|x(#)| instead of —x(t)
now) will only increase this ‘huge’ number. Of course, while
increasing discretisation rank, one can decrease the error on the
right endpoint. On the other hand, even the discretisation rank
taken seems to be not very high for control problems solved via
discretisation or a ‘control parametrisation’ technique (see, e. g.
Teo et al., 1991). Besides, for any discretisation rank taken the
initial control may be chosen in such a way that it will deliver the
global minimum to the functional minimised (i. e. x7 (o)) =
0) but give an arbitrary large error to the right endpoint value.

As noted, only the smooth case in the examples given is
considered for simplicity. A nonsmooth case may lead to even
more difficulties: for example, in the control problem presented
any kind of nondifferentiability in the right-hand side will sig-
nificantly increase the number of ‘local’ minima with direct
discretisation used.

Also note that although some particular concrete examples
were given in this section, they demonstrate the general disad-
vantages of the methods known, so the ‘difficulties’ with a lot
of nontrivial calculations in Ritz-Galerkin method, ‘uninforma-
tiveness’ of Euler equations, sufficiently large errors on the right
endpoint in discrete methods, etc. may be met in many practical
problems.

List also some secondary advantages of the method pro-
posed:

(1) although large discretisation rank gives a good approxima-
tion to the original problem, the choice of the appropriate
discretisation rank is not straightforward;

(2) in many cases the quasidifferential descent method
rapidly demonstrates the structure of the desired solution,
although then the convergence to this solution may be very
slow;

(3) anintegral restriction (e. g. ””(t)”%g‘[o,T] < C,C € R)gen-
erates a complicated constraint with a big number of vari-
ables (equal to the discretisation rank) after direct discreti-
sation is applied; on the contrary: the integral restriction
is very natural for the variational statement of the problem
solved and it is easy to add a corresponding summand to
the functional I(x, z, u) in order to take this restriction into
account.

(4) if from physical or other considerations, only continuous
(in spite of piecewise continuous) controls and state deriva-
tives are preferable, then the method developed is expected
to give better results than the discrete ones (as the discrete
method solves the difference scheme system and ‘doesn’t
mind’ the ¢ behaviour’ of the variables between the points
of discretisation).

(5) the algorithm is constructed in such a way that instead
of a one problem of big dimension of order N(n + m)
(obtained, e. g. from direct discretisation of the initial prob-
lem) with the discretisation rank N one has to solve N prob-
lems of dimension of order n+ m of the initial problem
which seems more preferable from the computational point
of view; the descent directions G((x(k), Z(k)» t(x))» ti) on the
kth iteration are calculated independently for each time
moment #; of discretisation, i = 1, N, hence the parallel
calculations may be implemented.

The main disadvantage of the method presented in this paper
reduces to the computational effort: the number of iterations
may be very large. On the other hand, the execution time per
one iteration is rather short, so the total time of the algorithm
in examples computed was satisfactory.

9. Conclusion

The paper is devoted to developing a direct ‘continuous’ method
for a nonsmooth control problem. The problem of bringing a
system with a nondifferentiable (but only quasidifferentiable)
right-hand side from one point to another is considered. The
admissible controls are those from the space of piecewise con-
tinuous vector-functions which belong to some parallelepiped
at each moment of time. The problem of finding the steepest
(the quasidifferential) descent direction was solved and the qua-
sidifferential descent method was applied to some illustrative
examples. The method is original and is qualitatively different
from the existing methods as most of them are based on direct
discretisation of the original problem. The main and new idea
implemented is to consider phase trajectory and its derivative as
independent variables and to take the natural relation between



these variables into account via penalty function of a special
form. This idea gives possibility to calculate the quasidifferen-
tial of the minimised functional and eventually to obtain the
steepest descent direction.
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if uj — u; = 0. Here 1 is on the jth place.

-/ 0 -
0
D max {gj - uj(t),O} = =1 1,04,
0
L\ O J
ifgj — uj(t) > 0. Here —1 is on the jth place.
D max {gj - uj(t),O} = [0, 0],
ifgj —u;(t) <0.
_ 0 _
0
Dmax{gj — uj(t),O} = | co =1 |,0m¢, Om |,
0
L 0 i

if U — u;(t) = 0. Here —1 is on the jth place.

Denote p3(x(t), 2(1), u(t), ) = D%, max{u;(t) — u;, 0} + ZJm:l
max{gj — u;(?),0}.

In the previous paragraph formulas the subdifferentials of;(x, u, t) and
the superdifferentials 0f;(x, u, t), i = 1, 1, are calculated via quasidifferen-
tial calculus apparatus as well. Book (Demyanov & Rubinov, 1990) (see Ch.
III, Par. 2 there) contains a detailed description of these rules for a rich
class of functions. Let us give just some of these rules which were used in
the formulas of the previous paragraph. Let & € R'. If the function ¢ (&) is
quasidifferentiable at the point &, € R! and 2 is some number, then we have

2 Dp(&) = [4.09(&), A 69p(&)],
A Dy(&) = [409(&), 4 09(&)],

If the functions gx(&), k = 1,1, are quasidifferentiable at the point & €
R!, then the quasidifferntial of the function ¢ (&) = max,_1; ¢k (<) at this
point is calculated by the formula

Dy (&) = [0 (%), 09 ()],

29 =cofom@) = > Fnic), ke P&,
ieP(So), iFk

iftA>0,

if A <0.
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Gp&) = D i)
ieP(&)

P(&) =k e {L,....r} | pr(éo) = (D)}

If the functions ¢y (&), k = 1,7, are quasidifferentiable at the point & € R!,
then the quasidifferntial of the function ¢ (¢) = min;_t7 ¢x(¢) at this point
is calculated by the following formula

Dy (&) = [09(&), 09(&0)]s

&)= D, 39i(&),
jeQ(o)

3p (&) = cofpi(&) —jEQMZ);#kaJ»(fo), ke Q@)

Qo) ={ke(l,....r}H 9k(&o) = 9 (o)}

Note also that if the function ¢ (&) is subdifferentiable at the point & € :
then its quasidifferential at this point may be represented in the form

Dy (&o) = [09(), 01,

and if the function ¢ (&) is superdifferentiable at the point & € R!, then its
quasidifferential at this point may be represented in the form

Do (&) = [0, 09 ()]

These two formulas can be taken as definitions of a subdifferentiable and
a superdifferentiable function respectively. If the function ¢ (&) is differen-
tiable at the point & € R/, then its quasidifferential may be represented in
the forms

Do (&) = 19" (%), 0] or Do (&) = [0, 90" (0)],

where ¢’(&) is a gradient of the function ¢ (&) at the point &. The latter
fact indicates that there is not the only way to construct quasidifferential.
We also note that the subdifferential (the superdifferential) of the finite sum
of quasidifferentiable functions is a sum of subdifferentials (superdifferen-
tials) of the summands, i. e. if the functions ¢x(¢), k = 1,r, are quasidif-
ferentiable at the point & € R, then the quasidifferential of the function
9(&) = D 1_; 9(&) at this point is calculated by the formula

Do (&%) = [Zam(&o),zawk@o)} :

k=1 k=1

Via the rules given and formulas (12) and (13) we find the quasidifferentials
DI (x, z,u) and DIz (u).
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