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Abstract—Within the framework of the development of the theory of hidden oscillations, the problem of
determining the boundary of global stability and revealing its hidden parts corresponding to the nonlocal
birth of hidden oscillations is considered. For a phase-locked loop with a proportional-integrating filter and
a piecewise-linear phase detector characteristic, effective methods for determining bifurcations of global sta-
bility loss, for obtaining analytical formulas for bifurcation values, and for constructing trivial and hidden
parts of the global stability boundary are suggested.
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1. INTRODUCTION

A key engineering problem in nonlinear analysis of
phase-locked loops (PLLs) is the determination of the
pull-in range for the input signal frequency depending
on physical implementation parameters of the system
[1, 2]. For given physical implementation parameters
and input signal frequency corresponding to the pull-
in range, the state of the system with any initial data is
attracted to a stationary set, and the system is called
globally stable [3].1 The boundary of global stability in
the parameter space of the system is the boundary of
the closure of the set of parameters for which the sys-
tem is not globally stable (in the phase space, there are
trajectories that do not tend to the stationary set).
Moreover, points of the boundary of global stability
are bifurcation points2 corresponding to the birth of
undamped oscillations that do not tend to the station-
ary set. A point of the global stability boundary is
called hidden [4] if for its certain neighborhood in the
parameter space the loss of global stability is caused
only by global bifurcations of the birth of hidden oscil-

1 For systems with a nonunique equilibrium state, various types of
stability can be defined depending on the character of attraction
and the form of the stationary set; in this case, the terms global
asymptotic stability of a system and a gradient-type system are also
used for PLLs in [2, 18].
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lations for which the basin of attraction in the phase
space is not connected with unstable equilibria; other-
wise, the point is called trivial (explicit). Trivial points
of the global stability boundary can be determined
using well-developed methods for analyzing local
bifurcations and numerical procedures for analyzing
self-excited oscillations in a neighborhood of unstable
points of the stationary set. General methods for
determination of hidden points of the global stability
boundary require nonlocal analysis, including analysis
of global bifurcations, and such methods are devel-
oped in the theory of hidden oscillations [4, 5].

For a PLL system with a proportional-integrating
filter, in Kapranov’s 1956 paper [6], it was assumed
(by analogy with the Tricomi problem [7]) that self-
excited oscillations arising in the birth of a heteroclinic
orbit connecting unstable saddle equilibria determine
the loss of global stability and specify the pull-in range
of the system (Kapranov’s conjecture). However, it was
soon shown that Kapranov’s conjecture does not hold
in the general case (see [8–11]) and the system can
exhibit bifurcations of nonlocal birth of oscillations
leading to the loss of global stability. Based on these
results, series of bifurcation diagrams for some param-
eter values and phase detector characteristic types
were numerically constructed in the 1970 paper [12];
however, it was noted that, in the general case, there
are no sufficiently complete and detailed formulas for

2 For a bifurcation point in the parameter space of the system in an
arbitrarily small neighborhood, there is another point such that
the corresponding phase portraits of the system are not topolog-
ically equivalent. The nonequivalence of the phase portraits in
an arbitrarily small neighborhood of a stationary set corresponds
to a local bifurcation, and, outside such a neighborhood, to a
global bifurcation.
0
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Fig. 1. PLL model in the form of a nonlinear control sys-
tem.
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fast computation of the pull-in range in the literature.
As a result, at present, classical monographs on phase
synchronization for the pull-in range of PLLs with a
proportional-integrating filter offer copied numerical
bifurcation diagrams, approximate or conservative ana-
lytical estimates, and remarks on the lack of a satisfactory
solution to the problem (see, e.g., [1, 2, 13, 14]).

Below, to solve this problem within the framework
of the theory of hidden oscillations, we develop an
effective approach [15, 16] for determining the exact
boundary of global stability and its hidden parts. The
approach is based on a special change of variables, fol-
lowed by integration and matching of trajectories in
terms of phase variables. In contrast to [6, 8, 10, 11],
this approach does not require the computation of
time intervals for which trajectories pass through lin-
earity intervals of the system, which simplifies the
analysis and makes it visual. Developing these ideas in
the present paper, we analytically describe all possible
bifurcations of the loss of global stability, including
global bifurcations of the birth of hidden oscillations,
and derive complete analytical formulas for construct-
ing trivial and hidden parts of the global stability
boundary and for determining the pull-in range in the
general case of a continuous piecewise-linear phase
detector characteristic.

2. MATHEMATICAL MODEL AND 
FORMULATION OF THE PROBLEM

A classical PLL model in the signal’s phase space can
be written as a control system in the Lurie form [4]:
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where  is the gain of the voltage-controlled
oscillator (VCO);  is the difference between the
input signal frequency and the natural frequency of the
VCO;  are parameters of a low-pass filter
with the transfer function

the state of system (1) corresponds to a shifted state of
the low-pass filter and to the phase difference between
the input and voltage controlled signals: u(t) =

; and  is the phase detector

characteristic, which is assumed in this paper to be
continuous and piecewise-linear:

(2)

The triangular characteristic (2) with  is

obtained by analyzing impulse signals in digital elec-
tronics [2].

System (1) is associated with the block diagram
shown in Fig. 1, where

Due to the invariance of system (1) under the trans-
formation , x(t), ,
the analysis can be performed only for . The
equilibrium states of system (1) are described by the
equations

(3)

The form of the function  implies that, for
, system (1) has no equilibria, and an analysis
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 implies that the equilibria 

are asymptotically stable, while the equilibria

 are unstable for any

.

The existence of an asymptotically stable equilib-

rium varying continuously in the phase space as 
varies continuously within the longest symmetric

interval, , corresponds to the engineer-
ing concept of a hold-in range [17]. For system (1), we
have .

One of the key engineering problems in nonlinear
analysis of PLLs is the estimation of the pull-in range

 [17], which is a subinterval of the hold-in range
such that, for any initial data, the state of the system
tends to an equilibrium. Note that the mathematical
model admits unstable transient processes from a
measure zero set of points of the phase space to unsta-
ble equilibria that are not observable in a physical
implementation because of the noise.

3. MAIN RESULT

Applying qualitative methods for analysis of
dynamical systems to the continuous piecewise-linear
system (1), we can show that the loss of global stability
is determined by bifurcations of disappearance of
equilibria and the birth of a semistable cycle of the sec-
ond kind3 or a heteroclinic orbit connecting unstable
saddle equilibria, but the loss of global stability is not
connected with the birth of a cycle of the first kind or
a homoclinic orbit [2, 18].

Let us define

(4)

which determine the type of stable equilibria in terms
of the parameter .

3 A cycle of the first kind is a periodic trajectory in , and for
cycles of the second kind  there exists a period T > 0
and a number  such that ,

 > 0 [18].
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Theorem 1. For   , and

, the pull-in range coincides with the
hold-in range:

Proof sketch. By making the changes of variables

system (1) on smoothness intervals can be written as

(5)

Using a quadratic Lyapunov function for system (1)
and analyzing the phase space, we find the absorbing
set

(6)

which contains the limit trajectories of system (5).

For , the stable equilibria are nodes
and their eigenvectors are the phase trajectories of (5)
on linearity intervals. Since the trajectory correspond-
ing to one of the eigenvectors of a node crosses
domain (6) from boundary to boundary, there are no
cycles of the second kind in system (5) and the pull-in
range coincides with the hold-in range.

By applying the method of comparison systems
(see, e.g., [18, 19]), a similar result on the coincidence
of the pull-in and hold-in ranges in some domain of
parameters can also be proved for a sinusoidal phase
detector characteristic.

Lemmas 1 and 2 below describe bifurcations of the
birth of a saddle-to-saddle heteroclinic orbit and a
semistable limit cycle of the second kind for various
values of .
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(7)

(8)

For , we define

(9)

Lemma 2. Given   and , for any

, there exists a unique value

 for which system (1) has a
semistable cycle of the second kind, where

(10)

and  is determined by the follow-
ing transcendental equation for :

Here,  are defined formu-
las (4), (8), and (9).

Lemma 2 can also be used to determine initial data
for a semistable cycle if : u(0) =

.

Theorem 2. For , and , the

pull-in range of system (1) with piecewise-linear charac-
teristic (2) has the following form: for ,
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and, for ,

where ωht and ωpt are given by formulas (7) and (10)
(here,  for ).

Proof sketch. The case  was treated in
Theorem 1. For , we consider system (5)
on a period and divide the phase portrait into the
domains

where system (5) is linear (see Fig. 2). Consider the
trajectory  intersecting the lines θe =

, , and  at the points (y, θe) =

, , and ,

respectively (see Fig. 2). By making the change of vari-
ables

where  (see (8)), system (5) can be written
as equations with separated variables:
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and we can obtain expressions4 describing the parts of
the trajectory  of system (5) in the domains
A and B.

For  corresponding to trajectories lying above the
saddle’s eigenvectors, the resulting expressions can be
used to analytically determine the curves 
and , the intersection of which corresponds
to a cycle of the second kind with initial data

. Analyzing the derivatives of

the curves  and restricting the search
domain by set (6) and the additional condition that the
trajectories pass above the saddle’s eigenvectors, we
can derive analytical formulas for the bifurcation value

 determining the boundary of global stabil-
ity of system (1) for .

Similarly, we consider the limiting case when a het-
eroclinic orbit connecting saddle equilibria arises in
the system. An analysis of the saddle’s eigenvectors

yields the points  and  =

, at which the heteroclinic orbit

intersects the lines  and , respectively.

Substituting the points  and  into the

analytical expression for trajectories in the domain B,
we determine the bifurcation value .

Thus, for , the pull-in range is deter-
mined by the fact that the point  of 
belongs to the curve  (see Fig. 2) at

 (7), which corresponds to the birth of a
saddle-to-saddle heteroclinic orbit, or by the fact that
the curves are tangent at  (10), which corre-
sponds to the birth of a semistable cycle.

Corollary 1. Fix . Then
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Fig. 2. The point  of the curve  gets to the curve , which corresponds to a het-

eroclinic orbit with initial data (y(0),  that connects saddle equilibria in system (5). The intersection of the

curves  and  at the point  corresponds to a stable cycle of the second kind in sys-

tem (5) with initial data . Parameters: , , , , and
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where  is a unique solution of the equation

If , then  as .

4. COUNTEREXAMPLE TO KAPRANOV’S 
CONJECTURE: HIDDEN AND TRIVIAL PARTS 

OF THE GLOBAL STABILITY BOUNDARY

For fixed , after making a change of variables

and introducing the parameter , bifurca-

tion diagrams with axes  for vari-

ous values of  can be constructed using Theorem 2
(for the code plotting bifurcation diagrams, see
https://github.com/ApCyb/2023-PLL-lead-lag-pull-
in).

Figure 3 shows the boundary of global stability
constructed using the analytical expressions from
Theorem 2 for the standard engineering parameter
values ,  [20] and for a piece-

wise-linear phase detector characteristic with  in

the parameter space for , .
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Based on the standard engineering analysis of the
pull-in range with the help of numerical simulation,
the boundary of global stability is determined as fol-

lows. For the fixed parameters , , ,

and , the trajectories from an arbitrary small
neighborhood of an unstable equilibrium are monitored
as  is sequentially increased in small steps until
a bifurcation of the loss of global stability5 is detected
(see the vertical line in Fig. 3). Here, the disappearance
of stable equilibria (for ; the green
boundary segment on the left) and the birth of a saddle-
to-saddle heteroclinic orbit (for ;
the blue boundary segment in the middle, when self-
excited oscillations arise in the phase space) corre-
spond to the trivial part of the boundary revealed in
the standard analysis of the pull-in range. The birth of
a semistable cycle (for ; the red boundary
segment on the right), which is a hidden oscillation,
determines a hidden part of the global stability bound-
ary that is not revealed by the standard analysis of the
pull-in range (see Fig. 4) and is a counterexample to
Kapranov’s conjecture. The blue dashed curve depicts
the “boundary” determined by the standard engineer-

5 It is well known that system (1) with  is globally stable,
which follows from the analysis of the Lyapunov function

.
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Fig. 3. Boundary of global stability constructed according
to Theorem 2. The part of the boundary for sufficiently

large  corresponds to the asymptotic value  =

0.605, according to Corollary 1. Parameters: ,

, and .
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vcoK ωfree
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e

K

π
2=k

τ1 = 0.0448 τ2 = 0.0185
ing analysis and Kapranov’s conjecture, and the gap
between the red boundary segment and the blue
dashed curve shows the necessity of analyzing hidden
oscillations in examining the global behavior of the
system.

The circles in the vertical line  in Fig. 3
denote the parameter values used to construct the
phase portraits presented in Fig. 4. Here, the red upper
trajectory  was constructed by the numerical inte-
gration from a neighborhood of an unstable equilib-
rium (without loss of generality, we used the trajectory
of an unstable one-dimensional manifold, for which
initial data are determined analytically). The black
lower trajectory  was constructed analytically
based on the features of the behavior of the system in
Theorem 2.

Figure 4a ( ) corresponds to the

first point on the line of increasing  at which
the red upper trajectory  from a neighborhood of
an unstable equilibrium tends to an asymptotically sta-
ble equilibrium; initial data for the black lower trajec-
tory  are chosen at the boundary of the absorbing
set (6). In Fig. 4b ( ) the red
upper trajectory  also tends to an asymptotically
stable equilibrium (bifurcation of the birth of a saddle-
to-saddle heteroclinic orbit has not yet happened:

vco = 600K

( )su t

( )hu t

ω ωfree = 328.72 <e p

ω ≥free  0e

( )su t

( )hu t
ω ω ωfree pt= 399.56 > =e p

( )su t
) without revealing the loss of
global stability, because the system has a stable cycle of
the second kind, which is a hidden oscillation arising
due to the global bifurcation of the birth of a
semistable cycle at . Note that direct
numerical integration methods may also fail to detect
a semistable cycle and close ones because of the finite-
ness of the step size [21]. The importance of visualiz-
ing hidden oscillations for supplementing Viterbi’s
simulation results [13] was noted in [9].

As  increases further,  =
ωp, the red upper trajectory  from the neighbor-
hood of the unstable equilibrium tends to a stable cycle of
the second kind (black lower trajectory ) in Fig. 4c
and shows the loss of global stability after the intersec-
tion of its boundary. For , the
equilibrium states disappear and all the trajectories
tend to a cycle of the second kind (Fig. 4d), showing
the loss of global stability when tracked from a neigh-
borhood of a stable equilibrium as well (external esti-
mate of the global stability boundary).

5. CONCLUSIONS

In the general case, the simple structure of the
global stability boundary obtained in the considered
example corresponds to a manifold of one dimension
lower (hypersurface) in the space of real parameters.
For each point of this boundary, there is a neighbor-
hood in the parameter space that is divided by the
boundary into two connected open subsets, one con-
taining only points of global stability, and the other,
only points of no global stability. The type of a bound-
ary point, hidden or trivial, is uniquely determined in
this neighborhood along any continuous path of the
intersection of the boundary through the point into
the instability domain. The interiors of the largest
connected subsets of boundary points of the same type
define a partition of the global stability boundary into
hidden and trivial domains (parts).

Trivial parts of boundaries can be revealed by
applying well-developed methods for analysis of local
bifurcations and numerical analysis of self-excited
oscillations in a neighborhood of unstable points of
the stationary set. Methods for revealing hidden parts
of the global stability boundary require nonlocal anal-
ysis, including analysis of global bifurcations, and such
methods are developed in the theory of hidden oscilla-
tions [4, 5]. Classical problems and conjectures on
global stability by the first approximation (the
Andronov–Vyshnegradsky problem [22], Aizerman’s
conjecture [23], Kalman’s conjecture [24],
Kapranov’s conjecture, and others [4]) are associated
with justifying and developing ideas concerning trivial
boundaries of global stability.

ω ωfree ht= 399.56 <e

ω ωfree pt=e

ωfree
e ω = > ω > ωfree ht pt399.77e

( )su t

( )hu t

ω = > = ωfree
vco601e hK
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Fig. 4. Phase portraits of system (1) for parameter values , ,  and (a)  = 328.72,

(b) , (c) , and (d) .
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For PLL systems with higher order filters, internal
(conservative) estimates for the global stability bound-
ary can be obtained by generalizing Lyapunov’s direct
method and frequency-domain techniques to the
cylindrical phase space (see [2, 5, 17, 25]).
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