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Should We Believe Our Eyes or Our Ears?
Processing Incongruent Audiovisual Stimuli

by Russian Listeners

Elena Riekhakaynen(B) and Elena Zatevalova

Saint-Petersburg State University, Universitetskaya Emb. 7/9, 199034 St. Petersburg, Russia
e.riehakajnen@spbu.ru

Abstract. In this paper, we describe the pilot study aimed at finding out those
combinations of auditory syllables and lip movements for which the misinterpre-
tation of auditory information because of the incongruent visual one would be the
strongest for Russian listeners. We conducted an experiment where 60 schoolchil-
dren and 60 adults processed congruent and incongruent audiovisual stimuli (the
syllables containing one of six Russian consonants /t/, /d/, /p/, /b/, /f/, /v/ and the
vowel /a/ pronounced by one female speaker). Most often we observed the visual
dominance in the pairs “labial stop consonant in the auditory channel – labioden-
tal fricative in the visual channel”, i.e., baVA and paFA. The labial stops were
most often substituted in responses to other sounds. Audiovisual integration was
more prominent in adults than in schoolchildren, although the average number
of mistakes did not differ much. We did not observe the effect of the preferred
perceptual modality on the recognition of auditory stimuli which supports the pre-
vious findings in the field. Further studies can include the experiments with the
data from several speakers and with other Russian consonants. The results of the
study contribute to better understanding of multichannel processing and can be
presumably taken into account in automatic audiovisual recognition.

Keywords: Audiovisual integration · McGurk effect · Russian

1 Introduction

When perceiving speech in a situation of direct contact with a speaker, we not only use
auditory information, but also process the gestures and facial expressions of the speaker
and correlate them with what we hear. The interaction of different modalities is often
discussed in studies that focus on learning [1, 2, etc.]. Many of these studies draw on
the Cognitive Theory of Multimedia Learning (CTML) [3]. This theory, among other
things, postulates the existence of two independent channels of information processing –
auditory and visual. Both channels have limited bandwidth. Apparently, due to this
limitation, in the process of natural communication, we try to combine the information
coming through these two channels. This process is called a multimodal association – a
synergistic use of information received from different modalities. The term can refer to
any stage of the integration process where there is a combination of different sources

© Springer Nature Switzerland AG 2022
S. R. M. Prasanna et al. (Eds.): SPECOM 2022, LNAI 13721, pp. 604–615, 2022.
https://doi.org/10.1007/978-3-031-20980-2_51
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of information. In recent studies carried out on the material of the Russian language, it
was shown that a multimodal text that combines auditory text and its written summary
is perceived better than only auditory or only written one [4, 5]. It is believed that cross-
modal merging increases the reliability of the system (both a cognitive and an automatic
one) in case of an error or failure [6].

Moreover, the interaction of auditory and visual modalities can occur not only at high
levels of perception (such as text or word processing), but also at lower ones. In particular,
it has been shown that visual information about the articulation of sounds affects their
auditory perception. This influence is called audiovisual integration. The nature of this
phenomenon is not fully understood (see [7] for the overview). For instance, it is not
clear what factors can enhance or weaken audiovisual integration: whether it depends on
specific sounds, as well as on the individual characteristics of the speaker and listener.
Recent studies of the McGurk effect have shown that this effect is not automatic. Thus, the
“two-stage model of audiovisual fusion” is developed which includes the binding stage
that is followed by the fusion one [8]. The binding is believed to be highly contextual
[9].

The problem of audiovisual integration is crucial not only for cognitive studies, but
also for automatic speech synthesis [10–12] and recognition [13] as well as for such
practical issue as dubbing. We believe that the experimental evidence on how auditory
and visual information are interconnected at low levels (i.e., individual sounds and their
articulation) can be used to improve automatic audiovisual speech recognition systems,
and also be taken into account in audiovisual synthesis. For example, for audiovisual
synthesis, information about whether all native speakers equally rely on both auditory
and visual information while perceiving speech is useful. Speech recognition systems
based on articulation can possibly benefit from the data about the most perceptually
stable articulations, which determine the interpretation of what is heard, even if the
auditory signal does not match the visual information.

2 Previous Experimental Studies of the Incongruent Audiovisual
Stimuli Processing

Much of the experimental research that considers the interaction of auditory and visual
information at low linguistic levels is based on the McGurk effect [14]. If this effect
occurs, the listener cannot correctly determine what he/she hears if the movements of
the speaker’s lips do not correspond to the auditory signal. In the original experiment by
McGurk and McDonald, participants interpreted the syllable /ba/ as /da/ if the articulation
in the video they were shown along with the sound corresponded to the syllable /ga/.
Later studies [15] have shown that participants in the experiment proposed one more
interpretation – /gba/, i.e., a syllable that includes both the consonant that was pronounced
and the one that was articulated.

Many studies were conducted in English [16], but more recently there have been
experiments in Chinese [17, 18, etc.], Japanese [19, 20, etc.], Dutch [21, 22, etc.],
Swedish [23], and other languages, some of which have been part of cross-linguistic
studies of the McGurk effect. In most studies, the effect is tested on the material of con-
sonants, but there is evidence that it can also appear on vowels (for example, in Swedish
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[23] and Dutch [24]), as well as on the tones of the Chinese language [25]. When conso-
nants are analyzed, they are most often presented in a syllable with the vowel /a/ (as was
done in [14]). However, it was shown in [26] that the McGurk effect is most prominent
in syllables with the /i/ vowel, and weakest in syllables with the /u/ vowel. As for the
consonants used, they are usually bilabial, alveolar, and velar stops, i.e. consonants that
coincide in the manner of articulation, but differ in the place of articulation.

This effect has been used in certain studies aimed at describing neural mechanisms
of auditory and visual speech information processing [18, 27, 28, etc.]. The aim of quite
numerous cross-linguistic studies was, first of all, to answer the question of whether the
interaction of visual and auditory information in the processing of auditory speech is
universal or language specific. In the future, the results of such studies should allow a
better understanding of the cognitive mechanisms of information processing. A separate
area of research, which is addressed in a number of papers, is the comparison of how
stimuli based on the McGurk effect are processed by different groups of recipients. There
is evidence that the effect of visual information on the perception of auditory information
is the weakest in 4- to 6-year-old preschool children, while it is quite pronounced in older
informants, as well as in infants under similar conditions (for review, see [29]). It can
be also assumed that different people rely on information coming through different
channels of perception not in one and the same way. There are those for whom auditory
modality is more crucial and those who prefer visual information. This assumption has
been thoroughly discussed within the theory of cognitive/learning styles. The current
experimental studies, however, claim that there is not a great difference between so called
verbal learners and visual learners [30] and that “none of the four learning styles (visual,
auditory, read/write, or kinesthetic) predicted students’ retention of the material” [31].
The study of the McGurk effect can provide new evidence on the role of cognitive styles
and preferred perceptual modalities in audiovisual processing.

Despite a fairly large number of experimental studies conducted on the material of
various languages, there is almost no experimental evidence for the McGurk effect in
Russian listeners. Perhaps the only exception is [29], which describes the methodology
of a cross-linguistic study using Russian-language material. However, the author does
not present the results of the study, but only discusses what they could be. Thus, it seems
promising to use the McGurk effect to study the processing of information coming
simultaneously through the auditory and visual channels. Since there is no experimental
data for the Russian language on how this effect manifests itself, in the pilot experiment
that will be described in this paper, we tried to find out those combinations of audio and
visual stimuli that will cause the most errors in the perception of auditory information,
i.e. demonstrate the highest audiovisual integration.

3 Our Experiment

3.1 Goal

The main goal of our study is to find out those combinations of auditory syllables and
lip movements for which the misinterpretation of auditory information because of the
incongruent visual one would be the strongest for Russian listeners. At the same time,
we tried to take into account the recipient factor and check whether the results would
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differ depending on the individual characteristics of the participants: on the preferred
perceptual modality and on age group.

3.2 Stimuli

Audiovisual stimuli were created specifically for this experiment. We asked a 20-year-old
Russian native speaker to pronounce six syllables of the Russian language /ta/, /da/, /pa/,
/ba/, /fa/ and /va/. The speaker is female. She is a linguist, but she is not a professional
speaker. She does not have any pronunciation disorders. As our study was a pilot one,
we used the data from only one speaker, although we understand that it is probably the
most crucial limitation of the study.

In contrast to the classic experiments aimed at studying the McGurk effect, which
use only stop consonants, we decided to choose consonants that are close in place of
articulation and, at the same time, those whose articulation is easy to distinguish by
the listener when he/she looks at the speaker. Therefore, in our experiment, we included
bilabial stop consonants, labio-dental fricative consonants, and alveolar stop consonants.
We used the syllables with the /a/ vowel as this vowel was used in the majority of previous
studies of the McGurk effect.

The speaker repeated each syllable five times. The pronunciation of the syllables was
recorded on video. Then, we compiled stimuli from the original videos, some of which
were supposed to provoke the participants to experience an effect close to the McGurk
effect, namely, to lead to misinterpretation of what they heard. To do this, the sound track
of one syllable was combined with the video of another. The synchronization process
was performed manually by one of the experimenters and then checked by the other.
Records with voiceless consonants were combined only with voiceless consonants, and
voiced ones – only with voiced ones. A total of 18 combinations were obtained: six
initial ones, in which the auditory and visual information coincided (these were control
stimuli) and 12 stimuli that were supposed to provoke audiovisual integration – six each
for voiceless and voiced consonants.

3.3 Procedure

The experiment was conducted on the Google Forms platform. It consisted of two parts.
Participants had to read the instructions for the experiment, provide consent to take part in
it and some personal information (gender, age, year of study (for schoolchildren)). After
that, participants had to choose one of four questionnaire options, which differed from
each other only in the sequence of stimuli (thus, pseudo-randomization was achieved
in order to reduce the influence of the order of stimuli presentation on the participants’
answers).

In the first part of the experiment, participants had to carefully look and listen to
each of the 18 stimuli and note what the speaker said, choosing one of the six proposed
answers or writing down their own. It is the forced-choice paradigm that is used in most
studies of the McGurk effect (see [29] for review), so we also chose it. But at the same
time, we left the participants the opportunity to write their own answer if they believed
that none of the proposed options was suitable. All 6 syllables that were used in the
experiment appeared as suggested answers for all stimuli.
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The second part of the Google form contained a questionnaire aimed at determining
the preferred modality of perception. For this, a questionnaire by S. Efremtsev was used,
consisting of 48 questions that must be answered “yes” or “no”. This questionnaire
is said to determine how strongly a person has expressed preferences for each of the
three following modalities of perception: auditory, visual and kinesthetic. There are 16
questions for each modality in questionnaire. The more “yes” answers the participant
gives to questions from the corresponding block, the greater the role for him/her in the
process of perception plays precisely this channel of information transmission.

The experiment was conducted in accordance with the Declaration of Helsinki and
the existing Russian and international regulations concerning ethics in research. It took
participants around 10 min to pass the experiment. The experiment can be found at the
link: https://forms.gle/riGhH1smjiPzchWdA At the end of the experiment, participants
could leave their email address to get results of the Efremtsev’s questionnaire.

3.4 Participants

Two groups of respondents took part in the experiment: schoolchildren from 14 to
17 years old and adults from 18 to 50 years old. Initially, there were 70 people in
each group. We decided to analyze the results of schoolchildren (teenagers) separately,
since the problem of learning and cognitive styles is often referred to school education.

3.5 The Principles of Data Analysis

We calculated the number of “correct” responses of each participant to each stimulus,
which, within the framework of the study, were those answers that corresponded to
the auditory token in the stimulus, regardless of the visual token. In further sections of
the paper, we refer to the answers that did not corresponded to the auditory tokens as
errors or the cases of audiovisual integration. The responses of those participants who
made at least one error in their responses to control stimuli (where the audio and video
corresponded to the same sound), were excluded from the analysis. The responses of
those participants who, after completing the experiment, reported that they had problems
with video playback, were also excluded. As a result, we analyzed the data from 60
schoolchildren (Me = 16.0; M = 15.9; SD = 0.9; 49 females) and 60 participants from
18 to 50 years old (Me = 20.5; M = 23.5; SD = 7.3; 46 females).

Using the chi-squared test, we compared the number of correct answers for different
syllables. Using the Mann-Whitney test, the chi-squared test with continuity correc-
tion and the Spearman’s rank correlation coefficient we compared the data obtained on
schoolchildren and adults. Correlation analysis was also used to test the hypothesis about
the dependence of the number of correct answers on the participant’s preferences for
one or another modality of perception. Only responses to target stimuli were taken into
account, i.e., to those in which the sound of the stimulus did not coincide with the
articulation in the video. Free software JASP (https://jasp-stats.org/) was used for
statistical processing.
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3.6 Results: Schoolchildren vs. Adults

We observed the influence of the group factor. Audiovisual integration was more promi-
nent in adults than in schoolchildren: schoolchildren, on average, made significantly
fewer mistakes than adults, although the average number of correct answers did not
differ much (10.5 and 9.8 respectively, W = 1414, p = 0.037; see Fig. 1).

Fig. 1. The number of correct answers in two groups of participants.

The total number of incorrect answers among schoolchildren is significantly less
than in the group of adults (91 (12.6%) and 135 (18.8%), respectively, for 720 answers
in each of the groups; X2 = 9.704; p = 0.002). The smallest number of correct answers
given by one participant in the group of schoolchildren is 2 out of 12. In the adult group,
two participants did not give a single correct response to the target stimuli (while they
correctly identified all control stimuli). We decided not to exclude such participants
from the sample because we were interested, among other things, in the influence of
individual factors (in particular, the preferred perceptual modality) on the perception of
target stimuli.

We also tested the hypothesis that the number of correct answers decreases with
age. A significant weak negative correlation was found (Spearman’s rho = −0.222; p =
0.015), but it should be noted that not the oldest participants in the experiment did not
give a single correct answer, but two girls, whose age was 21 years old.

In the following sections, we will describe the results of recognition of all stimuli.
The data will be given as a whole for all 120 participants, because all the trends that will
be discussed below were the same for both groups of participants.

3.7 Results: Quantitative Analysis of Audiovisual Integration

A total of 1214 correct responses and 226 incorrect responses were received for 12 target
stimuli. There is no significant difference in the number of correct answers between
voiceless and voiced sounds (X2 = 0.635; p = 0.426): participants made 119 errors in
voiced consonant pairs and 107 errors in voiceless ones.

We found the influence on the number of errors both of the syllable that sounded (X2

= 91.240; df = 5; p =< 0.001), the syllable that was articulated (X2 = 49.042; df = 5;
p =< 0.001), and the combination of spoken and articulated syllables (X2 = 196.987;
df = 11; p =< 0.001).
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Most often, the audiovisual integration occurred when the participants heard the
syllables /ba/ (76 errors) and /pa/ (60 errors). The integration was the greatest when
the speaker articulated the syllables /va/ (65 errors) and /fa/ (51 errors) in the video.
These results indicate that bilabial stop consonants are the most vulnerable to the impact
of contradictory visual information (which was confirmed by statistical analysis: X2 =
87.052; df = 2; p =< 0.001; see Table 1).

Table 1. The number of errors and correct answers to different types of auditory tokens.

Type of the sound (auditory token)

Answer Alveolar Labial Labiodental Total

AV integration 47 136 43 226

Correct 433 344 437 1214

And vice versa: the greatest number of errors in the perception of auditory tokens
was provoked by the articulation of labiodental consonants in the video (X2 = 44.381;
df = 2; p =< 0.001; see Table 2).

Table 2. The number of errors and correct answers to different types of visual tokens.

Type of the articulation (visual token)

Answer Alveolar Labial Labiodental Total

AV integration 42 68 116 226

Correct 438 412 364 1214

As for the combinations of auditory and visual tokens, the most common errors were
found when the syllable /ba/ sounded, while the speaker articulated /va/ in the video (57
errors (47%)), and when /pa/ sounded, while in the video the speaker pronounced /fa/
(48 errors (40%)) (see Table 3; the first two small letters in each stimulus correspond
to what was heard (auditory token), whereas two big letters show what was articulated
(visual token)). The least common errors occurred when /ta/ was pronounced and the
video had /fa/ (3 errors) and vice versa (6 errors), as well as when /va/ sounded and the
video had /da/ (5 errors; in the opposite combination, 8 errors were made).
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Table 3. The number of different types of audiovisual integration for all the stimuli.

Total Visual dominance Audiovisual
serialization: two
consonants in the
answer

Audiovisual
fusion:
substitutions for
another sound

Substitutions for
the voiceless /
voiced pair of the
auditory token

baDA 19 4 4 11 0

baVA 57 50 7 0 0

daBA 14 6 8 0 0

daVA 8 3 4 1 0

faPA 16 13 2 0 1

faTA 6 1 4 1 0

paFA 48 43 5 0 0

paTA 12 2 3 7 0

taFA 3 3 0 0 0

taPA 22 6 15 0 1

vaBA 16 10 6 0 0

vaDA 5 1 0 3 1

3.8 Results: Qualitative Analysis of Audiovisual Integration

All the errors that were made by the participants in the experiment can be divided into
four groups: 1) visual dominance: answers with the consonant, the articulation of which
was in the video (or with its voiced/voiceless pair); 2) audiovisual serialization – answers
in which two consonants occur: the one that sounded and the one that was in the video (in
this case, different options are possible: ba-da-ba-da-ba or bda-bda-bda-bda-bda for the
baDA stimulus), or a combination of one of the consonants from the stimulus with some
other consonant (for example, ba-va-ba-va-ba for the baDA stimulus); 3) audiovisual
fusion: answers containing only one consonant, which does not match either the one that
sounded or the one that was in the video (for example, va-va-va-va-va for baDA); 4)
responses containing a voiced/voiceless pair consonant to the consonant that sounded
in the stimulus (for example, va-va-va-va-va for the faPA stimulus). The distribution of
responses to each stimulus is presented in Table 3.

For the stimuli with the highest number of incorrect responses (baVA and paFA),
we observed mostly visual dominance (substitutions for the sound shown in the video).
Interestingly, the cases of audiovisual serialization (when there are two or more conso-
nants in the response) were observed for almost all stimuli (except for vaDA and taFA,
for which the smallest number of errors occurred). The largest number of responses con-
taining a consonant that does not match either the one that sounded or the one that was
in the video was obtained for the pairs baDA and paTA: in both cases, these were con-
sonants, whose place of articulation is between the place of articulation of the auditory
and visual tokens from the stimulus: /v/ and /f/ respectively.
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3.9 Results: The Influence of the Preferred Perceptual Modality

Correlation analysis using Spearman’s test did not reveal a relationship between the
number of correct responses to target stimuli and a greater preference for any of the
modalities of perception (according to Efremtsev’s questionnaire), neither for all
participants in general, nor separately for schoolchildren and adults (see Table 4).

Table 4. The results of the Spearman’s rank correlation test for the number of correct answers
and the number of answers “yes” to each of three perceptual modalities

Modality All participants Schoolchildren Adults

Auditory rho = −0.028
p = 0.759

rho = 0.012
p = 0.929

rho =−0.133
p = 0.311

Visual rho = 0.012
p = 0.893

rho = 0.014
p = 0.916

rho = 0.077
p = 0.558

Kinesthetic rho = −0.051
p = 0.583

rho = −0.019
p = 0.888

rho = −0.060
p = 0.649

4 Discussion and Conclusions

The experiment showed that the greatest audiovisual integration is in pairs “labial stop
consonant in the auditory channel - labiodental fricative in the visual channel” (i.e.,
baVA and paFA) where we observed visual dominance. Such cases, strictly speaking,
do not indicate the emergence of the McGurk effect, but they show that the labiodental
articulation of Russian consonants is quite clear and even can lead to the misinterpretation
of what was pronounced. The labial stops are the most vulnerable from the point of view
of auditory perception: they were most often substituted in responses to other sounds.

Examples of the manifestation of the McGurk effect can be considered the answers
with the combination of several consonants (primarily those that were presented in the
stimulus, as reported in [15]), as well as those cases when the sound in the answer is the
one articulated between the sounded consonant and the one that was in video (these are
examples with the responses to baDA and paTA stimuli, see Sect. 3.8).

The fact that there is no difference in the processing of voiceless and voiced con-
sonants in the experiment shows that in further similar studies with the participation
of native speakers of the Russian language, both stimuli with voiced and voiceless
consonants can be used.

The influence of the factor of the group of participants was revealed: schoolchildren
gave more correct answers than those who had already graduated from school. At the
same time, we understand that in our study the boundary between the two groups of
participants is largely conditional: in the group of adult participants, there were 1st year
University students, i.e., those who are 18 years old, and the average age of the adult
group is 23.5 years. Therefore, the question of the influence of the age of participants
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on the results of the study requires further study. Perhaps the greater number of correct
answers in the group of schoolchildren is due to the fact that, on the whole, because of
their habit of completing school assignments, they were more attentive and responsible
in completing the experimental task.

The fact that we did not find the effect of the preferred modality of perception on
the recognition of auditory stimuli can be explained by various reasons. For example,
this may support the previous findings [30, 31] that people cannot be easily divided
into auditory, visual and kinesthetic groups and cognitive styles are not that crucial for
audiovisual interaction while processing speech. Or it can indicate the imperfection of the
questionnaire that was chosen to identify these groups, although it is this questionnaire
that is most often used to determine the preferred perceptual modality in the studies
with Russian-speaking informants. In any case, this aspect of the study requires further
development. Perhaps, in the future, it makes sense to test the hypothesis about the
influence of the preferred modality of perception on multimodal processing only using
the stimuli for which audiovisual integration is high in Russian speakers, but involving
a larger number of speakers. An increase in the number of speakers is also necessary
in order to make sure that the results obtained are not due to the individual articulatory
characteristics of a particular speaker.

The experiment that we conducted included only six consonants, the articulation of
which we considered the most obvious (noticeable) for the listener. In the future, we can
expand the experiment to include other consonants (in particular, velar stops, as in most
classic experiments on the McGurk effect). We believe that our further studies of the
McGurk effect in Russian speakers will contribute to the discussion of the theoretical
problem of audiovisual binding and audiovisual integration in general.
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Russian Science Foundation.
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