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The task of analysing the inhabitants of the underwater world applies to a wide range of applied
problems: construction, fishing, and mining. Currently, this task is applied on an industrial scale
by a rigorous review done by human experts in underwater life. In this work, we present a tool
that we have created that allows us to significantly reduce the time spent by a person on video
analysis. Our technology offsets the painstaking video review task to Al, creating a shortcut that
allows experts only to verify the accuracy of the results. To achieve this, we have developed
an observation pipeline by dividing the video into frames; assessing their degree of noise and
blurriness; performing corrections via resolution increase; analysing the number of animals on
each frame; building a report on the content of the video, and displaying the obtained data of the
biotope on the map. This dramatically reduces the time spent analysing underwater video data.
Also, we considered the task of biotope mass calculation. We correlated the Few-shot learning
segmentation model results with point cloud data to achieve that. That provided us with a biotope
surface coverage area that allowed us to approximate its volume. Such estimation is helpful for
precise area mapping and surveillance.

Thus, this paper presents a system that allows detailed underwater biotope mapping using automatic
processing of a single camera underwater video data. To achieve this, we combine into a single
pipeline a set of deep neural networks that work in tandem.
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Underwater biotope mapping: automatic processing of underwater video data

1. Introduction

Conducting underwater research is necessary to understand better what is on the seabed and
whether it can carry out construction work there. Within each state, there are particular documents
approving construction plans, as well as approving plans for fishing. Nevertheless, to assess the
detailed damage that a particular type of activity will cause to nature, it is necessary to understand:
what species of animals and plants live within a kilometre or 500 m around.

At the moment, to solve this problem, measurements are being made: data is taken point by
point using video equipment and transmitted to experts, or a unique grid is lowered, which captures
part of the soil and lifts it to the ship, and then geologists carry out an assessment.

In the case of considering schools of fish or other non-deep water objects of marine flora and
fauna, it must be taken into account that the results of their activities sink and participate in the
biological cycle. That is, the characteristic inhabitants of the bottom use them. Knowing which
animals and plants are on the seafloor can help us guess which species swim higher.

The main task and solution in this context are watching many hours of video. For each
object, measurements are made at specific points, according to which a reporting table is compiled,
consisting of a list of living beings recorded by an expert, indicating time intervals on video—the
use of platforms for labelling and aggregating data, such as «Yandex.Toloka» is impossible since
professional training is required to recognise underwater biological diversity [1].

Solving the problem of automating the work of experts in the field of biotope analysis and
mapping by employing artificial intelligence requires the system to be able to detect and identify
various underwater objects and traces of their vital activity in low visibility conditions [2]. In
addition to information from photographic images (video streams), the system may have information
generated from a video about the depth and topography of the area where the shooting was carried
out. Thus, the system has an additional context within which the biotope is recognised.

2. Problem definition

Viewing many hours of video recordings can take an enormous amount of time for experts
since it is necessary to fix the number of objects of each type at time intervals of 10 seconds. At
the same time, over time, the accuracy of the assessment may decrease since the frames contain
elements of the biotope of different sizes, which, together with blurring and distortion of the image
[3], harms perception.

From the point of view of applied machine learning, it is necessary to consider the presence
of a significant difference in the size of the objects of interest to achieve high prediction accuracy.
Another critical factor is the lack of a large amount of labelled data from a particular area (White
Sea).

Thus, to automate the analysis of underwater video sequences, it is necessary to solve the
problems of classification and segmentation in the absence of labelled data and take into account
the specifics of underwater shooting.
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Figure 1: LaMa results: Resolution-robust Large Mask Inpainting with Fourier Convolutions. The first
image is the input data, with an object that makes it difficult to solve the problem of segmentation and
classification; the second image is an auto-generated mask of the main object in the image; the third image
is the result of solving the fragment replacement problem.

3. Replacing Image Fragments

Replacing objects in a video recording, which aims to fill in missing areas of the video, remains
a challenging task due to the inability to maintain proper spatial and temporal consistency of video
content.

At the moment, the modern fragment inpainting system Lama [4] is one of the three state-of-
the-art solutions in the Image Inpainting on Places2 benchmark [5] and others. At the same time,
for the inference of this model, there is no need to create an image mask on its own, since the model
is able to select the main objects in the image on its own (an example of such a baseline is Fig. 1).

This system is easily adaptable to the task of inpainting high-resolution images underwater,
since the model is trained with an emphasis on the ability to work with large masks (a new method
is presented in [4]).
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4. Classification

Based on the study’s results, we have formed a database of objects from the bottom of the
White Sea, where research expeditions settle annually for geo- and bio-prospecting. Nevertheless,
to train a neural network, it is necessary to have a massive and diverse dataset [6], so some of
the data were aggregated from open data sources. Also, at the bottom, there are a large number
of specific classes of objects of human activity, such as barrels, bottles, iron cans, and garbage,
which are assigned to a separate class. Our database contains 36 classes, 6 of them are generalised
concepts such as fish, garbage, and man. For better recognition of classes, aggregated open-source
data [7], and data from the White Sea are mixed in a proportion of 60 to 40. As an architectural
solution, we used ResNet [8] pre-trained on 1000 classes and re-trained on the classes of interest.
As a result of finetuning, this model achieved an accuracy of 95 percent on the validation set.

5. Segmentation

To solve the segmentation problem, DoG-BConvLSTM - a model that solves the few-shot
learning (FSL) segmentation problem [9] was used (one of the three state of art solutions with
Mean IoU = 83.36). Since, in our case, it would take a very long time to form a dataset for
segmentation [10]. The task of few-shot learning segmentation is the ability of the model to
segment an object whose class was not previously known, according to several notable examples
(fig. 2).

To test the solution to the FSL problem of segmentation of various marine life, a sample of
6 images for each species was created. For this dataset, the original image was resized to 224 X
224 pixels, and a black and white image mask of the same size was created. To solve the FSL
segmentation problem, a 6-shot model trained on the FSS-1000 dataset was used [11]. The easy
expandability of the FSS-1000 can also be attributed to the positive characteristics of this approach.

The input of the neural network is a support set - a set of 6 pairs of an object image and a
black-and-white mask, as well as a frame of the video sequence. It should be noted that before
solving the segmentation problem, each frame is divided into 12 parts since the objects of interest
are often relatively small. After predicting the model for each of the parts of the frame, the image
is merged back.

6. 3D reconstruction

For a more accurate analysis of the biotope, there is a need to recreate a 3D model of the bottom.
However, in contrast to the standard formulation of the problem, where a well-lit stationary object
is reconstructed, around which the camera flies [12]. In the case of underwater reconstruction, the
task becomes much more complicated.

To get the point cloud [13], we used the hierarchical localization [14] toolbox framework. The
main stages of which are:

1. feature extraction (SuperPoint: Self-Supervised Interest Point Detection and Description was
used)
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Figure 2: Scheme of work when solving the few-shot learning segmentation problem. Required elements:
support set - 6 pairs of labelled images with masks; input image. The result of the work of the neural network
is the prediction of areas with an object inside.

2. feature matching (SuperGlue: matching the points found in the previous step using a graph
neural network [15])
3. Point Cloud Triangulation (COLMAP: Classical Reconstruction Methods).

To obtain a 3D model, it is necessary to preprocess the generated point cloud (fig. 3). Using
the open3d library [16]:

1. remove all selections (points that are farther from each other than the average distance between
neighbouring points in the point cloud)

2. change the orientation of the normals (using a minimum spanning tree)
3. Poisson Surface Reconstruction [17]

The result of the presented algorithm is a 3D mesh of the underwater bottom (fig. 4).
Nevertheless, it is worth noting that a good reconstruction detail for large objects (for example,
a stone) is not possible, but a detailed reconstruction of the biotope.
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Figure 3: Scheme with key elements of reconstruction to obtain a 3D model of the seabed. The first stage of
Hierarchical-Localization are used: SuperPoint, SuperGlue and COLMAP. The result of the work is a point
cloud. In the next stage, using the Open3D library, the point cloud is reconstructed into a mesh.

7. Localization

A separate stage is the localisation of objects of interest (fig. 5), which consists in:

1. Objects are segmented on the frame,

2. for each closed contour with an object larger than the given value:

(a) find the minimum rectangle in which the contour can be inscribed

(b) cut rectangle out of frame



Underwater biotope mapping: automatic processing of underwater video data

Figure 4: example of 3D reconstruction. Frame from video sequence; Resulting point cloud; Generated
mesh; Mesh where colours are stored in points.

The received frame with the object of interest can be localised in the point cloud using
hierarchical localisation. The localised points belonging to the object form a surface, the area of
which can be calculated and used to estimate the volume of the biotope.

8. Image processing

Part of the solution we propose is presented as a web application, where the launch of a neural
network is possible in a browser from any device. The main functionality is to download a video
recording, preprocess it, inference a neural network that solves the classification problem, and
generate reports in Excel format.
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Figure 5: Scheme of the work of estimating the average area and average volume. After segmentation,
each contour goes through a localisation stage, according to the results of which the points belonging to the
contour are segmented into a 3D model. The segmented area and volume can be roughly calculated.

After loading a video file, a mandatory step in preprocessing the video sequence is splitting it
into frames. An additional step is applied for a more accurate solution to the classification problem
- splitting each frame into smaller fragments. Which, in turn, are placed in a separate folder. The
following critical stage of preprocessing is the filtering of input frames. With the help of frame
blur estimation, it is possible to eliminate useless images in terms of solving segmentation and
classification problems. Blur evaluation steps:

1. one channel of the image is highlighted (presumably in grayscale);
2. Collapses it with a 3 x 3 core;
3. variance is considered.

If the variance is below the threshold, the image is considered blurry; otherwise, the image
will be used in further analysis. The Laplacian obtained from the blur estimation process highlights
areas of an image containing rapid changes in intensity and is often used for edge detection. It is
assumed that a typical image in focus is characterised by high dispersion.

There are currently two main approaches:

* Using the OpenCV computer vision library, the main one is using the GStreamer framework
or packages based on OpenCV.

» Using the FFmpeg library set.

Based on the results of the analysis of existing video sequence decomposition solutions, several
advantages of the second approach were revealed, namely: ease of integration with Python, the
possibility of using a GPU, the speed of video sequence decomposition, and the presence of
additional functionality for splitting a frame into parts (fig. 6). A set of FFmpeg libraries was used
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Figure 6: Splitting the frame into parts for further analysis. After selecting the area of interest (bottom
surface), the work is divided into parts. A neural network is applied to each part to solve the classification
problem. The five most likely outcomes for frames from a 10-second interval are placed in a table.

to speed up the work of the solution, which support the possibility of hardware acceleration of the
decomposition process.

To interact with the neural network in the browser [18], our trained model was converted to the
Onnx format and imported into the web application using the onnxrunetime library. Based on the
results of the model prediction, a report is generated. It is an Excel document with a table where
each time interval of the video recording is assigned the number of recognised objects of each class.

Mandatory input data in our system are video files (fig. 7). However, data such as coordinates
located on the frame, masks for inpainting interfering objects, and a dataset from known object
classes. At the preprocessing stage, the video sequence is divided into separate frames, where each
frame goes through the stage of filtering and, if necessary, replaces large objects. The Tesseract
OCR library [19] is used to extract geolocation (latitude and longitude) [20]. After going through
the preprocessing stage for a sequence of frames, key points are extracted from the video. It is
also possible to solve the problem of calculating the surface coverage and counting the number of
objects. In addition, according to the sequence of frames and key points, a point cloud is aggregated
from which a 3D environment model is reconstructed. The correlation of points in the point cloud
and the segmented area is evaluated to generate a report and calculate the average volume of objects
in the video. Geolocation and average volume can then be used to generate a report on the study.
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Figure 7: Diagram shows a complete pipeline for analysing the underwater environment from video data.

9. Conclusion

Construction, fishing, and mining are just a few practical issues that might be addressed by
studying undersea life. A thorough examination carried out by human professionals in the field of
undersea life shows how this duty is conducted on an industrial scale. In this study, we demonstrated
atechnique that we developed that drastically cut down on time needed for underwater video analysis.
Our system transfers the laborious work of video inspection to Al, enabling a shortcut that limits
professionals from checking all of the results’ accuracy. To accomplish this, we have created an
observation pipeline that divides the video into frames, evaluates each frame’s level of noise and
blurriness, makes corrections by increasing resolution, counts the number of animals in each frame,
creates a report on the video’s content, and plots the data for the biotope on a map. As a result, it
takes much less time to analyse underwater video data in comparison with approach wich based on
human abilities.

We also took into account the task of calculating biotope mass. To do so, we corresponded
the output of a few-shot learning segmentation model to point-cloud data. As a result, we could
determine the biotope’s surface covering area and estimate its volume. The detailed mapping and
surveillance of a region can benefit from such estimation.

10
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Thus, employing autonomous processing of underwater video data from a single camera, we

offer a system that enables detailed underwater biotope mapping in this work. To do this, a group

of cooperative deep neural network systems are combined into a single pipeline.
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