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ABSTRACT

Context. Barium (Ba) stars are characterised by an abundance of heavy elements made by the slow neutron capture process
(s-process). This peculiar observed signature is due to the mass transfer from a stellar companion, bound in a binary stellar sys-
tem, to the Ba star observed today. The signature is created when the stellar companion is an asymptotic giant branch (AGB) star.
Aims. We aim to analyse the abundance pattern of 169 Ba stars using machine learning techniques and the AGB final surface abun-
dances predicted by the FRUITY and Monash stellar models.
Methods. We developed machine learning algorithms that use the abundance pattern of Ba stars as input to classify the initial mass
and metallicity of each Ba star’s companion star using stellar model predictions. We used two algorithms. The first exploits neural net-
works to recognise patterns, and the second is a nearest-neighbour algorithm that focuses on finding the AGB model that predicts the
final surface abundances closest to the observed Ba star values. In the second algorithm, we included the error bars and observational
uncertainties in order to find the best-fit model. The classification process was based on the abundances of Fe, Rb, Sr, Zr, Ru, Nd, Ce,
Sm, and Eu. We selected these elements by systematically removing s-process elements from our AGB model abundance distributions
and identifying the elements whose removal had the biggest positive effect on the classification. We excluded Nb, Y, Mo, and La. Our
final classification combined the output of both algorithms to identify an initial mass and metallicity range for each Ba star companion.
Results. With our analysis tools, we identified the main properties for 166 of the 169 Ba stars in the stellar sample. The classifications
based on both stellar sets of AGB final abundances show similar distributions, with an average initial mass of M = 2.23 M⊙ and
2.34 M⊙ and an average [Fe/H] = −0.21 and −0.11, respectively. We investigated why the removal of Nb, Y, Mo, and La improves
our classification and identified 43 stars for which the exclusion had the biggest effect. We found that these stars have statistically
significant and different abundances for these elements compared to the other Ba stars in our sample. We discuss the possible reasons
for these differences in the abundance patterns.

Key words. stars: abundances – nuclear reactions, nucleosynthesis, abundances – stars: AGB and post-AGB –
binaries: spectroscopic – stars: late-type – methods: statistical

1. Introduction

Barium (Ba) stars are part of binary systems (McClure et al.
1980; McClure 1983), and their companions are white dwarfs
that went through the asymptotic giant branch (AGB) phase
(for reviews on AGB stars, see Herwig 2005; Straniero et al.

⋆ NuGrid Collaboration, http://nugridstars.org

2006; Karakas & Lattanzio 2014). The spectra of Ba stars
show enhanced abundances of slow neutron capture (s-process)
elements that are heavier than Fe as compared to solar abun-
dances (Bidelman & Keenan 1951). It is commonly accepted that
the overabundance of these s-process elements is due to mass
transfer from the (former AGB) companion star.

There are two neutron source reactions in AGB stars that
can provide the neutrons for the s-process. The first is the
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13C(α,n)16O reaction, which produces the neutrons in the
13C-rich region (13C-pocket) between the He- and H-burning
shells in the AGB star. The second neutron source is
22Ne(α,n)25Mg, which produces only a small number of
neutrons compared to the 13C-pocket and is activated in the
thermal pulses, which are recurrent convective episodes of
He-burning. The 22Ne neutron source produces higher neutron
densities than the 13C neutron source, which allows for the
activation of branching points along the s-process path (e.g.
Bisterzo et al. 2015). The s-process abundances made in the He
intershell are brought to the surface by the third dredge-up event
(e.g. Gallino et al. 1998). The characterisation of the s-process
signature in AGB stars is commonly obtained by comparing the
s-process production at the first s-process peak (neutron magic
number N = 50, including Sr, Y, and Zr) and at the second
s-process peak (neutron magic number N = 82, including Ba,
La, and Ce) and either deriving an average production or using
individual elements from the two peaks (Busso et al. 2001; Cseh
et al. 2018; Lugaro et al. 2020).

Homogeneous observations of Ba stars were limited until the
study of de Castro et al. (2016) was published. In that work, the
high-precision spectra of 182 Ba star candidates were presented
as observed and analysed in a self-consistent manner. Error bars
for the ratios of the first and second peak s-process elements
were calculated by Cseh et al. (2018). Those authors also found
that for each specific metallicity, a spread of about a factor of
three is present in the ratios. This range needs to be explained
by variations in the physical features, such as initial mass and
internal mixing.

As the complete s-process pattern of stellar evolution models
carries the signatures of those abovementioned features (for an
extensive review, see Karakas & Lattanzio 2014), it should there-
fore be possible to infer the initial AGB mass and metallicity,
as well as other physical features, by comparing the individual
abundance patterns of Ba stars to single AGB models. How-
ever, the pattern cannot be directly compared with the s-process
patterns of AGB models. The reason is that the material in the
envelope of the Ba star is a mixture of its original envelope and
the accreted material from the AGB star donor. To account for
this mixture, we must modify the s-process patterns in the AGB
final surface abundances by a dilution factor.

Cseh et al. (2022, henceforth Paper I) started the process
of matching individual spectra with single models by applying
a simplified method of matching the models to the determined
[Ce/Fe] abundances. The authors investigated 28 of the Ba stars
in the sample of de Castro et al. (2016) for which it was pos-
sible to more accurately determine the masses (Jorissen et al.
2019) using Gaia DR2 data (Gaia Collaboration 2018). Jorissen
et al. (2019) estimated the masses of the Ba star companions,
the white dwarfs, by using assumptions of the inclination of
the binary system and the mass ratio of the two binary stars.
Using an initial-final mass relation (El-Badry et al. 2018), it was
then possible to estimate the initial mass of the companion stars
and thus the initial mass of the AGB models. Of the 28 Ba
stars, the authors of Paper I were able to find good matches
with the models for 21 Ba stars and independently confirmed
the initial AGB mass estimate for the stars from Jorissen et al.
(2019). The authors of Paper I also reported some problems. For
instance, for 16 of the 21 Ba stars, the observed abundances of
Nb, Ru, Sm, Mo, and/or Nd were higher than predicted. Fur-
thermore, three stars were matched to AGB models with a lower
mass than those of Jorissen et al. (2019). Finally, four stars
showed higher first s-process peak abundance values than in the
AGB models.

Comparing all the Ba stars to all the AGB models of FRUITY
and Monash one by one without any information on the initial
AGB mass is a time consuming task and prone to human bias.
Indeed, the full set of 169 Ba stars would have to be compared to
the thousands of diluted AGB final surface abundances. The use
of modern machine learning (ML) techniques allows us to not
only automatise this classification process but perform it faster
while also removing the risk of human bias. ML techniques are
increasingly common, as data sets in astronomy keep increasing
in size. A recent example of using ML techniques in astronomy is
Karinkuzhi et al. (2021), who compare the use of ML techniques
to manual analysis in the identification of s-process enrichment
in Ba stars.

The aim of this paper is to identify the main features of the
old AGB star companions of 169 Ba stars by comparing obser-
vations to theoretical AGB models. The structure of the paper
is as follows: in Sect. 2, we describe our data sets of Ba star
spectra and sets of AGB final surface abundances. In Sect. 3, we
present our full pipeline of algorithms and the set of elements
we include in our pipeline. In Sect. 4, we compare the results of
our classification methods to those in Paper I. Then, in Sect. 5,
we apply the classification process to the full set of 169 stars,
draw statistics, and show the peculiar cases. In Sect. 6, we focus
on understanding why the exclusion of certain elements leads to
better classifications. We present our conclusions in Sect. 7.

2. Data sets
2.1. Abundances of Ba stars

For the verification and validation of our classification algo-
rithms, we used the same set of 28 Ba stars from Paper I. These
28 stars are the overlap of the samples of de Castro et al. (2016);
Roriz et al. (2021a,b) and Jorissen et al. (2019). As a result, we
have for those stars a large set of self-consistently derived abun-
dances and independent estimates of the initial mass of the AGB
star and the mass of the Ba star observed today in the binary
system. The mass estimates provided an extra constraint for the
models and sped up the manual classification process in Paper I
by reducing the pool of possible models. Because we did not
have the mass estimates for all 169 Ba stars, we did not include
them in our classification algorithms. Instead, the initial masses
of the AGB stars are a result of our classification algorithms.

After verifying and validating the algorithms, we used them
to classify the full set of Ba stars. All stars were observed
with FEROS (Fiberfed Extended Range Optical Spectrograph,
R = 48 000, Kaufer et al. 1999), which allowed us to derive a
large set of elemental abundances around the s-process peaks
as well as light elements (for discussion on these elements, see
de Castro et al. 2016; Roriz et al. 2021a,b; Cseh et al. 2022). A
total of 182 stars were analysed by de Castro et al. (2016), from
which 169 stars were found to be Ba stars. These stars comprise
our whole set, and for most of the stars, s-process elemental
abundances are available for Rb, Sr, Y, Zr, Nb, Mo, Ru, La, Ce,
Nd, Sm, and Eu.

For the elements whose abundances were derived using three
or more lines, we included the observational error bars from the
spectral measurements (for details, see Roriz et al. 2021b). For
some elements, the abundances were derived using fewer than
three spectral lines. In these cases, we adopted an artificial error
bar of 0.5 dex to account for the fact that the measurement was
uncertain. When Rb was not available, we added an artificial Rb
abundance of 1± 1 dex.

We note that seven stars (HD 749, HD 5424, HD 12392, HD
116869, HD 123396, HD 210709, and HD 223938) have also
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been published by Allen & Barbuy (2006). Overall, we found
our abundance values of these stars to be in agreement (mostly
within the error bars, where available) with Allen & Barbuy
(2006) and Allen & Porto de Mello (2007) data, which used
the same ionisation states for the elements. The largest discrep-
ancy, however, is between the Ru abundances for HD 12392,
as Roriz et al. (2021b) reported 0.74± 0.26 dex, while Allen &
Porto de Mello (2007) derived 1.41 dex for the same star.

2.2. AGB final surface abundances

The AGB final surface abundances included in our compari-
son are from two extensive sets of AGB stellar nucleosynthesis
models: FRUITY1 (Cristallo et al. 2009b, 2011, 2015; Piersanti
et al. 2013) and Monash (Lugaro et al. 2012; Fishlock et al. 2014;
Karakas & Lugaro 2016; Karakas et al. 2018). We have included
all initial stellar masses Mini (ranging from Mini 1.25 to 8 M⊙) and
all initial metallicities Zini (ranging from 0.0028 to 0.03) of both
sets of AGB final surface abundances. Furthermore, we included
the slow rotating models with an initial rotational velocity at or
below 60 km s−1, even though evidence may suggest that those
models rotate too fast during the AGB phase (see den Hartogh
et al. 2019). Finally, we note that Monash and FRUITY models
use different methods and assumptions to inject protons in the He
intershell to create the 13C-pocket. Monash inserts an artificial
mixing profile, which is the same in each thermal pulse, while
FRUITY allows for the creation of the profile by free parameters
based on physical mixing processes.

The AGB final surface abundances cannot be directly com-
pared to the abundances derived from the spectra of the Ba stars.
As explained in the introduction of this paper, a dilution factor
has to be included. The diluted abundances are given by[

X
Fe

]
Ba
= log10

[
(1 − δ) × 10[X/Fe]ini + δ × 10[X/Fe]AGB

]
, (1)

where [X/Fe]ini is the initial abundance of element X, [X/Fe]AGB
is the final surface abundance of the AGB model, and δ is the
effect of dilution, which we treat as a free parameter and relates
to the dilution factor, dil, as δ= 1/dil. We limited δ to a maximum
of 0.9, as done in Paper I, because higher values imply that the
Ba star envelope is (almost) entirely composed of AGB material.
We assumed the initial abundances follow a scaled solar distribu-
tion, which makes [X/Fe]ini = 0 in Eq. (1). We diluted each model
within our sets of AGB final surface abundances with δ= [0, 0.9]
in increments of 0.002, creating a grid of diluted AGB final sur-
face abundances. We removed diluted abundance distributions
from the analysis if they were identical within the first three dec-
imals to other abundance distributions derived from the same
AGB model. AGB final surface abundances where the maximum
[X/Fe] value of all the included elements is below 0.2 were also
excluded, as those are considered to be not enriched enough in
s-process nucleosynthesis.

2.3. Correlations between elements

We performed an initial comparison of the correlation coeffi-
cients between the different elements within one data set, and we
then performed this comparison for the Ba stars and the two sets
of AGB final surface abundances. We included only Fe and ele-
ments heavier than Fe in the comparison, and we did not include
the error bars when analysing the observed data. The resulting
correlation matrices are shown in Fig. 1.
1 http://fruity.oa-teramo.inaf.it/

In all three data sets, [Fe/H] is negatively correlated with the
other elements (red shaded boxes), and all the other elements are
positively correlated with each other (blue shaded boxes). Strong
positive correlations are found in all data sets, but the patterns are
different. As we mentioned in Sect. 2.2, the profiles and subse-
quent 13C-pockets in the FRUITY models are less homogeneous
than in the Monash models. Therefore, the s-process patterns in
the AGB final surface abundances of FRUITY are also less homo-
geneous than the s-process patterns in the AGB final surface
abundances of Monash.

In the AGB final surface abundances of FRUITY, we found
strong positive correlations between all the first peak elements
and again between all the second peak elements. The AGB final
surface abundances of Monash (middle panel) show strong cor-
relations (above 0.9) between all the first peak elements, all the
second peak elements, and also between the two peaks. In con-
trast, the correlations between the observed abundances show
weaker correlations, and only the second peak elements are
strongly correlated with each other and with Zr. Thus, based
on these initial results, there seems to be a difference between
the Ba star observations and our theoretical understanding of the
nucleosynthesis in the first s-process peak. However, we do not
know if this difference is due to observational uncertainties or
theoretical limitations.

3. Algorithms

We used two different classification algorithms: the first is an
artificial neural network (ANN) ensemble (Sect. 3.2), while
the second is a nearest-neighbour classification algorithm
(Sect. 3.3). The motivation for using two algorithms was to sup-
plement their respective shortcomings. The nearest-neighbour
algorithm finds the closest fitting model without regard for any
particular pattern, while the ANN ensemble is more sensitive
to the pattern and therefore might fail to find a match for an
observed set of abundances if the pattern in that set does not
match the patterns within the AGB final surface abundances.

In the following sections, we first provide a visualisation of
the classification problem. Then, we introduce the classification
algorithms in Sects. 3.2 and 3.3. Next, we cover how we com-
bined their results in Sect. 3.4. At the end of this section, we
introduce the set of elements we used in our classification.

3.1. Visualisation of classification challenge

We visualise our classification problem in Fig. 2, where we show
the set of AGB final surface abundances of Monash and the set
of Ba star observations after reducing them into two dimensions.
This was done using principal component analysis, which is a
procedure that converts observations of correlated features into
an often smaller set of linearly uncorrelated features. For one
star, we also show the results of Monte Carlo sampling the error
bars on the observed abundances, which we explain in detail
in Sect. 3.3. From this figure, we can identify two potential
issues: (1) several observed Ba stars fall outside the parame-
ter space covered by the set of AGB final surface abundances,
and (2) some of the diluted models become indistinguishable
from each other. The same issues are present when using the
set of AGB final surface abundances of FRUITY instead of the
Monash set.

The first issue is probably due to the observed spectra show-
ing abundance trends that the models cannot match. This may
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Fig. 1. Correlation matrix demonstrating linear relationship between
pairs of elements in AGB final surface abundances of FRUITY (top
panel), Monash (middle panel), and observed Ba star sample (bottom
panel, excluding the error bars on the observations). The stronger the
correlation, the darker the color of the boxes. Blue shaded boxes: posi-
tive correlation. Red shaded boxes: negative correlation).
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Fig. 2. Visualisation of diluted AGB final surface abundances set of
Monash (black circles, dilution increments of 0.01 instead of 0.002 to
improve the visibility of the figure) and subset of 28 Ba stars (blue
stars). Principal component analysis (see text for explanation) was used
to reduce the dimensions of the AGB final surface abundances sets
and derive abundances to only two linearly uncorrelated dimensions, x1
and x2, that do not have a physical meaning. For one star, BD −14◦2678
(blue diamond), we plotted the results of Monte Carlo sampling of the
error bars on the abundances (red circles, showing 500 samples), for
details see Sect. 3.3.

be caused by present limitations in the theoretical AGB nucle-
osynthesis models and/or by observational uncertainties. Our
classification algorithms can thus identify abundance patterns of
Ba stars that might be difficult to classify, which allows us to fur-
ther specify the features that are present in the AGB final surface
abundances but not in the Ba stars and vice versa. The second
issue can be improved either by grouping similar AGB final sur-
face abundances and giving the group one name or labelling at
the start or at the end of the classification pipeline, or by using
a technique to classify the observed spectra that does not require
the AGB final surface abundances to be named.

3.2. Artificial neural networks

We used Tensorflow (Abadi et al. 2016) to create our ANN
ensembles, one for each set of AGB final surface abundances.
The training, cross-validation, and testing sets were 56%, 24%,
and 20% of either diluted set, respectively. Before using a cer-
tain set of AGB final surface abundances, the set was balanced
and randomly shuffled. For the training of the networks, we
grouped all the models with the same initial mass and metal-
licity in one short label. The reason for this was that the models
with same mass and metallicity only differ in parameters such
as 13C-pocket size and (low) rotational velocity, and these vari-
ations in the abundances are often already accounted for in the
dilution process.

We trained our network with a randomly selected 56% of
the diluted set of the AGB final surface abundances, as intro-
duced in Sect. 2.2. Therefore, the values for the initial mass of
the 28 stars (as presented in Jorissen et al. 2019) are not included
in our algorithms.

The typical accuracy of a single ANN was around 95% for
both the FRUITY and Monash ANN. For the input layer, we used
a number of nodes equal to the number of elements we used to
classify plus all the possible unique pairs of elements2. We also

2 This adds up to a total number of n(n− 1)/2+ n nodes, where n is the
number of elements used in the classification.
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included a dropout rate of 30%, which represents the probabil-
ity of training a node in a particular training iteration to reduce
the chance of overfitting. We did not use mass and metallicity as
input variables. The number and size of hidden layers is differ-
ent for each set of AGB final surface abundances. For the FRUITY
set, we used a single hidden layer 100 times the size of the out-
put layer, which has 65 nodes (one per FRUITY label). For the
Monash set, we used two hidden layers ten times the size of
the output layer, which has 69 nodes. Every hidden layer had
a dropout rate of 30%. A FRUITY ANN was trained with four
epochs and a learning rate of 0.001, while a Monash ANN was
trained with two epochs and a learning rate of 0.0015. For both
cases, we used the Tensorflow RMSprop optimisation algorithm.

Our ANN ensembles are a collection of 20 ANNs for each
set of AGB final surface abundances. We saved the predictions
from all the networks so that we would have more than one clas-
sification for each observation. This is not the standard method
when including ensembles of neural networks. Usually when
ensembles are used, the ensemble output layer is calculated as
the median of each individual ANN output layer node-wise.
However, this procedure may hide relevant statistical information
from the ensemble that could be useful when obtaining a range
of masses and metallicities for our classification. Therefore, we
instead took the classification of each ANN in the ensemble.
When all ANNs agreed on the classification, there was only one
match from the whole ensemble to compare to the outcome of
the nearest-neighbour algorithm, leading to smaller ranges in the
overlapping classification. When the ANNs did not agree, there
were collections of matches from the ensemble to compare to the
outcome of the nearest-neighbour algorithm, leading to larger
ranges in the overlapping classification.

When classifying the observations with the ensembles, a
value of 1 dex (with an error of 1 dex) was used for a missing
abundance3. This was the case in seven of the 169 Ba stars.
This approach is necessary due to the ANNs requiring all the
inputs for the classification process. The arbitrary value and error
bar did not pose a problem for the classification because of the
dropout regularisation used during the training, as long as the
substituted values were less than 30% of the total.

3.3. Nearest-neighbour and goodness of fit

The nearest-neighbour algorithm takes each set of AGB final sur-
face abundances and calculates the goodness of fit (GoF) of all
diluted AGB final surface abundances. The output of the algo-
rithm is the set with the highest GoF and the corresponding
dilution.

In the literature, one common way of calculating the GoF of
AGB final surface abundances for a given observed Ba spectra
is through the χ2-test. However, as stated by Abate et al. (2015a)
and Stancliffe (2021), using χ2 for the GoF is ‘naive’ because the
observed abundances of the different s-process elements cannot
be correctly modelled as normal independent distributions. In
addition, an observed value of zero indicates no detection in a
traditional χ2 test, while in [X/Fe] notation it simply indicates
that the abundance over iron scales like solar abundances.

To compensate for these two shortcomings, we decided
to use a modified χ2-test. Thus, we first divided by the 1σ

3 We tested other dex values too: 0, 0.5, 1.0, 1.5, and 2.0 dex, and found
that the classifications of these seven stars do not strongly depend on
this value.

uncertainty value instead of the observed value,

χ2
m =
∑ (Xi − Oi)2

Ei
, (2)

where Xi and Oi are the predicted and observed abundances for
element i and Ei is the observational uncertainty. The index i
only represents the elements considered in the classification (see
Sect. 3.5). By dividing by the observational uncertainty, the test
weights by how accurate an observation is. The more the pre-
dicted and observed abundances agree, the smaller the χ2

m value
is. The GoF was then calculated from a tail distribution of χ2

m val-
ues (see Eq. (2)) calculated for random samples of the observed
abundances (the creation of the tail distribution is explained in
the next paragraph). The tail distribution is 1 − CDF, where
CDF is the cumulative distribution function of all calculated χ2

m
values. The GoF of an AGB model for a given star is the value of
this observation-derived tail distribution at the point where χ2

m
is equal to the given diluted AGB model. Thus, the smaller the
value for χ2

m, the higher the value for the GoF.
To create the tail distribution, we used a Monte Carlo method

to generate 105 possible predictions Xi out of the observed val-
ues Oi. We took into account that the abundances depend on
the atmospheric parameters by randomly sampling the atmo-
spheric parameters from normal distributions and propagated
these uncertainties into the Oi to generate Xi. We used the gen-
erated Xi in Eq. (2) to calculate the tail distribution that would
be compared to our predicted models.

The dependency of the abundance determinations with the
physical parameters was taken as an average of Tables 8–10 from
de Castro et al. (2016) and Tables 2–4 from Roriz et al. (2021b).
The final distributions for the abundances were normalised such
that the median is equal to Oi and the standard deviation is equal
to Ei. Finally, we rejected all classifications with a GoF below
50% and saved the five models with the highest GoF values.

3.4. Combining the classifications

With our algorithms, we classified our set of Ba stars. This led to
a set of four files (two per set of AGB final surface abundances)
with the results for all Ba stars. The four different classification
sets were then combined into one classification for each star and
for each set of predicted AGB abundances. This classification
includes a mass range, a metallicity range, and the minimum of
the GoF values from the shortest distance algorithm. In order
to define the mass and metallicity ranges, we collected all the
masses and metallicities from the two classifications of each set
of AGB abundances. Then, we identified the overlapping values
within the mass and metallicity ranges defined independently.
We did this separately for the FRUITY and Monash sets, selecting
the overlap between the classification from the nearest-neighbour
algorithm and of the ANN ensemble for each star. Thus, if the
nearest-neighbour classification using the Monash set resulted
in a mass range of 2.0–3.0 M⊙ and the ANN ensemble using the
Monash set resulted in a range of 2.5–3.0 M⊙, then the table of
Monash classifications would list 2.5–3.0 M⊙ as the overlapping
mass range.

For some stars, the overlapping range has only one value
(e.g. 2.5 M⊙). This is because our sets of AGB final surface
abundances are discrete and often have gaps of 0.5 M⊙ between
consecutive masses. To correct for this, we broadened the final
ranges slightly. We added (subtracted) 0.25 M⊙ to (from) the
maximum (minimum) of our determined mass range and mul-
tiplied (divided) the maximum (minimum) of our determined
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metallicity range by 1.7. These factors are based on the values
for the initial mass and metallicity that were present in our sets of
AGB final surface abundances and were chosen to close the gaps
between the initial values of the mass and metallicities present
in the sets. After applying these factors, we had our final clas-
sifications. All algorithms as well as the four different sets of
classifications can be found online4.

3.5. Elements used in classification

The abundances of 21 elements were measured from the spectra
of the Ba star sample considered in our analysis. However, this
paper focuses on the s-process classification, and we thus elimi-
nated all elements lighter than Fe. That left us with 13 elements.
Finally, we also excluded Nb since this element is often shown
to have an observed abundance much higher than theoretical
s-process predictions (Cseh et al. 2022).

As mentioned in Sects. 2.3 and 3.1, there might be trends
in the observed data that are not present in the AGB final sur-
face abundances and vice versa. We aimed to match all Ba stars
with an s-process pattern, and we thus wanted to exclude the ele-
ments that decrease the GoF of our classifications. To determine
which elements to exclude, we systematically removed elements
from set A and kept those with the highest improvement on the
accuracy of the networks when compared to the full set. The
results indicated that Mo and then La and Y, in that order, are
the elements with the highest impact on the nearest-neighbour
algorithm accuracy for both FRUITY and Monash ensembles.
Therefore, we defined a new set, set F (‘F’ for final), by remov-
ing Mo, La, and Y from set A. Removing more elements had
marginal effects on the overall accuracy. set F is therefore defined
by Fe, Rb, Sr, Zr, Ru, Nd, Ce, Sm, and Eu.

While there are difficulties when measuring Sr related to
blending with CN molecules, we have included this element
because Roriz et al. (2021b) carefully selected Sr lines free from
contamination of the other elements/molecules. Furthermore,
NLTE effects on Sr at solar metallicity lead to a correction of
approximately ±0.1 dex (Bergemann et al. 2012), which is less
than its typical ±0.3 dex error bar.

In Fig. 3, we show the distribution of GoF values for the clas-
sifications using the nearest-neighbour algorithm for each set of
AGB final surface abundances. Differences between the distri-
butions of set A and set F are clear: (1) the median values are
higher when using set F instead of set A; (2) there are fewer
identifications with a GoF below 50% in set F than in set A; and
(3) the distribution peaks at a higher value in set F compared to
set A.

Finally, we note that our method of selecting the elements
exploits the fact that a decrease in the GoF when a specific
element is included is an indication that either (1) this ele-
ment does not have a pure s-process origin, (2) the observations
have issues (Sect. 6.2), or (3) the models are missing relevant
physics, affecting the abundance pattern (e.g. missing neutron
fluxes; see discussion and models in Sect. 6.3). Our approach of
changing the list of elements to maximise the GoF allows us to
discover which of the observed elements do and do not display
the patterns predicted by the models. We removed elements indi-
vidually in order to avoid the effects of any previous bias (e.g.
what is an s-process element and what is not and lines that are
known to be problematic to measure).

4 https://github.com/AndresYague/Ba_star_
classification

20 40 60 80 100
Goodness of fit

0.00

0.01

0.02

0.03

0.04

0.05

Set A
Monash
Fruity

20 40 60 80 100
Goodness of fit

0.00

0.01

0.02

0.03

0.04

0.05

0.06

Set F
Monash
Fruity

Fig. 3. Histograms of GoF distributions for set A (top panel) and set F
(bottom panel). The results are shown for the output of the nearest-
neighbour algorithm and for the AGB final surface abundances of
FRUITY (yellow) and Monash (blue). The solid black line marks the
50% GoF, and the dashed lines are the median values of the two sets of
AGB final surface abundances.

4. Classification of the 28 Ba stars considered in
Paper I

In this section, we discuss how we validated the ML algorithms
by classifying the 28 stars previously analysed in Paper I. We first
present our classification based on the ML algorithms, and we
compare our results with Paper I. Finally, we discuss the seven
Ba stars where we found a different initial mass for the AGB
companion compared to the analysis of Jorissen et al. (2019;
Groups 2 and 3 in Paper I).

4.1. Classification of the 28 stars with our algorithms

The final classifications of the subset of 28 stars are shown in
Table 1. When comparing the results of Paper I with our final
classifications, we found a different mass range for the AGB star
companions of four stars: HD 18182, HD 84678, HD 107541, and
HD 134698. We found a mass range different from Paper I for
both sets of stellar AGB abundances. These four stars are listed
among the seven reported by Paper I as being difficult to iden-
tify (we discuss these stars in more detail in Sect. 4.2). For the
other 24 stars, there is least one final classification that agrees
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Table 1. Final classification of the subset of 28 stars.

Earlier works Paper I This work

Star MAGB (M⊙) [Fe/H] (dex) Mass range [Fe/H] values Mass range [Fe/H] range GoF

MONASH
BD −14◦2678 3.5 0.01± 0.12 2.0–2.5 0.00 2.25–2.75 –0.38–0.08 85
CD −42◦2048 3.1 –0.23± 0.16 2.0–3.0 –0.37, –0.24, –0.15 1.75–2.75 –0.48–0.08 64
CPD −64◦4333 2.1 –0.10± 0.18 2.0–2.5 –0.24, –0.15 2.25–2.75 –0.6 to –0.14 64
HD 18182 (∗) 1.9 –0.17± 0.10 1.5–2.0(5) –0.24, –0.15 2.25–2.75 –0.23–0.23 78
HD 20394 3.2 –0.22± 0.12 2.0–3.0 –0.24, –0.15 2.25–2.75 –0.6 to –0.01 72
HD 24035 1.8 –0.23± 0.15 1.5–2.0 –0.37 1.75–2.75 –0.6 to –0.01 55
HD 40430 2.8 –0.23± 0.13 2.0–3.0 –0.24, –0.15 1.75–2.75 –0.48–0.08 93
HD 49641 5.2 –0.30± 0.17 2.0–3.0 –0.37, –0.24, –0.15 2.75–4.25 –0.6 to –0.14 83
HD 53199 3.0 –0.23± 0.13 2.0–3.0 –0.24, –0.15 1.75–2.75 –0.48–0.08 85
HD 58121 3.1 –0.01± 0.13 2.0–3.0 –0.15, 0.00 1.75–2.25 –0.23–0.08 79
HD 58368 3.1 0.04 ± 0.14 2.0–2.5 –0.15, 0.00 2.25–3.25 –0.38–0.08 64
HD 59852 3.0 –0.22± 0.10 2.0–3.0 –0.24, –0.15 1.75–2.75 –0.48–0.08 94
HD 84678 (∗) 3.8 –0.13± 0.16 2.5(3) –0.24 1.75–1.75 –0.48 to –0.14 50
HD 91208 2.8 0.05 ± 0.14 2.0–3.0 –0.15, 0.00 1.75–2.75 –0.38–0.08 71
HD 92626 5.6 –0.15± 0.22 2.0–2.5 –0.37 2.25–2.75 –0.6 to –0.14 57
HD 95193 3.3 0.04 ± 0.12 2.0–3.0 –0.15, 0.00 2.25–2.75 –0.23–0.08 94
HD 107541 (∗) 1.4 –0.63± 0.11 2.0(3) –0.67 2.25–2.75 –0.6 to –0.14 62
HD 119185 1.7 –0.43± 0.10 1.3–2.0 –0.37 1.75–2.75 –0.48 to –0.14 65
HD 134698 (∗) 1.2 –0.52± 0.12 -(6) –0.67 1.25–3.25 –0.91 to –0.14 82
HD 143899 3.0 –0.27± 0.12 2.0–3.0 –0.37, –0.24, –0.15 1.75–2.25 –0.48–0.08 88
HD 154430 3.6 –0.36± 0.19 2.0–3.0 –0.37, –0.24 1.25–1.75 –0.48 to –0.01 96
HD 180622 1.9 0.03 ± 0.12 1.5–2.0 –0.15, 0.00 1.75–2.25 –0.23–0.08 92
HD 183915 1.9 –0.39± 0.14 1.5–2.0 –0.37 1.25–2.25 –0.6 to –0.14 89
HD 200063 2.4 –0.34± 0.20 2.0–2.5 –0.37, –0.24, –0.15 1.75–2.25 –0.38 to –0.01 98
HD 201657 3.0 –0.34± 0.17 2.0–3.0 –0.37, –0.24 1.75–2.75 –0.6 to –0.01 97
HD 201824 2.8 –0.33± 0.17 2.0–2.5 –0.37, –0.24 1.75–2.25 –0.48 to –0.01 96
HD 210946 1.9 –0.12± 0.13 1.5–2.0 –0.24, –0.15, 0.00 2.25–2.75 –0.38–0.08 83
HD 211594 3.2 –0.43± 0.14 2.0–2.5 –0.37 2.25–2.75 –0.48 to –0.01 87

FRUITY

BD −14◦2678 3.5 0.01± 0.12 2.5–3.5 0.00 1.75–2.5 –0.23–0.23 98
CD −42◦2048 3.1 –0.23± 0.16 2.0–3.0 –0.30, –0.15 1.75–3.0 –0.54–0.23 56
CPD −64◦4333 2.1 –0.10± 0.18 2.0 –0.15, 0.00 1.75–3.0 –0.54–0.23 77
HD 18182 1.9 –0.17± 0.10 2.0(3) –0.15 2.5–3.5 0.1–0.23 68
HD 20394 3.2 –0.22± 0.12 2.1–3.0 –0.30, –0.15 1.75–2.25 –0.38–0.08 82
HD 24035 1.8 –0.23± 0.15 1.75–2.25 –0.30 1.65–2.35 –0.54 to –0.07 80
HD 40430 2.8 –0.23± 0.13 2.5–3.25 –0.30, –0.15 1.75–2.25 –0.23–0.08 88
HD 49641 5.2 –0.30± 0.17 2.1–4.0 –0.30, –0.15 4.25–4.75 –0.54 to –0.07 89
HD 53199 3.0 –0.23± 0.13 2.5–3.5 –0.30, –0.15 1.75–2.25 –0.23–0.08 74
HD 58121 3.1 –0.01± 0.13 2.75–3.5 0.00 1.75–2.75 –0.23–0.23 80
HD 58368 3.1 0.04 ± 0.14 2.5–3.5 0.00 – – –
HD 59852 3.0 –0.22± 0.10 2.5–3.0 –0.30, –0.15 2.25–3.25 –0.23–0.08 91
HD 84678 3.8 –0.13± 0.16 -(4) –0.15, 0.00 1.5–1.75 –0.23 to –0.07 52
HD 91208 2.8 0.05 ± 0.14 2.5–3.25 0.00 1.75–2.5 –0.23–0.23 84
HD 92626 5.6 –0.15± 0.22 2.1–2.75 –0.30 1.75–2.5 –0.54 to –0.07 95
HD 95193 3.3 0.04 ± 0.12 2.5–3.5 0.00 1.75–2.5 –0.23–0.23 98
HD 107541 1.4 –0.63± 0.11 1.5–2.0 –0.70 2.25–2.75 –0.54 to –0.47 88
HD 119185 1.7 –0.43± 0.10 1.5–2.1 –0.30 1.75–2.75 –0.54 to –0.07 62
HD 134698 1.2 –0.52± 0.12 -(4) –0.70 3.25–3.75 –0.23 to –0.07 83
HD 143899 3.0 –0.27± 0.12 2.5–3.0 –0.30, –0.15 1.75–2.25 –0.23–0.08 86
HD 154430 3.6 –0.36± 0.19 2.25–3.25 –0.30 1.5–2.25 –0.38 to –0.07 95
HD 180622 1.9 0.03 ± 0.12 -(4) 0.00 1.75–3.0 –0.23–0.23 91
HD 183915 1.9 –0.39± 0.14 1.5–2.5 –0.30 1.25–2.35 –0.54 to –0.07 91
HD 200063 2.4 –0.34± 0.20 1.9–2.75 –0.30, –0.15 1.75–2.25 –0.38 to –0.07 96
HD 201657 3.0 –0.34± 0.17 2.5–3.25 –0.30 1.75–3.0 –0.54–0.08 96
HD 201824 2.8 –0.33± 0.17 2.1–3.0 –0.30 1.75–2.25 –0.38 to –0.07 97
HD 210946 1.9 –0.12± 0.13 1.5–2.25 –0.15, 0.00 1.75–3.25 –0.23–0.23 82
HD 211594 3.2 –0.43± 0.14 2.0–3.5 –0.30 2.5–3.0 –0.54 to –0.07 83

Notes. The first three columns of both tables show the name of the star and the mass and metallicity range inferred from observations (taken from
de Castro et al. 2016). The fourth and fifth columns list the masses and metallicities of the classifications from Paper I, and the final three columns
show the mass and metallicity ranges of our final classifications, and the minimum GoF of the classifications. Stars with a (∗) are described in the
text, (3) means there was only one match in Paper I, (4) means no matches were found in Paper I, (5) only one matching model, and (6) no match of
the first peak
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Fig. 4. Comparison between observed abundanced and classifications plus the residuals of the classifications. Top panel: comparison between the
observed abundances (star symbols where red/yellow symbols are elements that are included/excluded in our classification) and results (lines) of
nearest-neighbour algorithm. Bottom panel: residuals of the classification (i.e. observed abundance minus predicted abundance for each element).
This star is difficult to classify because the abundances in the first s-process peak are higher than predicted by the best-fit models.

with Paper I. Therefore, we verified the capabilities of the ML
algorithms implemented in the present analysis.

Another method to check our algorithms and their results
involves comparing the metallicity ranges of the final classifica-
tions to the metallicity derived from observations. The calculated
[Fe/H] should be within the error bar of the observed values. This
is the case for 27 (26) of the 28 final classifications using Monash
(FRUITY) predictions. The exceptions are HD 84678 and HD
18182, which are both amongst the four stars that are discussed in
more detail in the following section. Thus, also from this com-
parison, we can conclude that our algorithms provide accurate
classifications.

4.2. Four challenging classifications: HD 18182, HD 84678,
HD 107541, and HD 134698

The mass and metallicity ranges found for HD 18182 in Paper I
for both sets of AGB final surface abundances were similar to
the observed values: a mass of 1.5–2 M⊙ and a metallicity of
[Fe/H] = −0.24 or −0.15. However, the observation-derived val-
ues are 1.9 M⊙ and the metallicity is −0.17± 0.10. Our final clas-
sification using the Monash (FRUITY) set contains a mass range
of 2.25 to 2.75 (2.5–3.5) M⊙ and a metallicity range of −0.23 to
0.23 (0.1–0.23). Thus, the Monash values fit the observed val-
ues better. The minimum GoF of the final classification using
the Monash set is 78%, and using the FRUITY set, it is 68% (see
Table 1 and Fig. 4). In the figure, we only show the classifica-
tions of the nearest-neighbour algorithm. As for the ANN, we
grouped the predicted abundances with the same initial mass and
metallicity into one label; thus this label does not correspond to a
single set of abundances, and only a single set of abundances can
be added to the figure. We generated short model names to make
our figures more readable and to easily identify specific AGB
models. Those names are summarised with the relevant model
parameters in Tables C.1 and D.1. When comparing the models
with observations, the observed [Mo/Fe] is not matched, which
affects the overall fit of the observed abundance trend.

The second challenging star is HD 84678 (see Fig. 5). The
main reason is that the focus in the manual classification was
on models with an initial mass close to the mass derived from
binary parameters (M = 3.8 M⊙). The conclusion in Paper I is

that the initial mass should be below M = 2.5 M⊙, although
there was only one match found in Paper I with M = 2.5 M⊙.
Our final classifications using both sets of AGB final surface
abundances agree on an initial mass of 1.75 M⊙ and an initial
metallicity range of [Fe/H] = −0.23 to −0.07, which overlaps
with the observed metallicity range of −0.13± 0.16. The mini-
mum GoF is only 50% and 52% for the two sets of AGB final
surface abundances, which is due to the high values of [Nd/Fe]
and [Sm/Fe] in combination with the low value for [Eu/Fe]. The
classification of the second s-process peak is thus still an issue.

The third star to discuss is HD 107541 (see Fig. 6). Paper I
did not find a good agreement between models and the star
because the masses derived from binary parameters point at an
initial mass lower than M = 2 M⊙. Our algorithms, however,
agreed on a final classification of M = 2.25 to 2.75 M⊙ and
[Fe/H] = −0.54 to −0.47, with a GoF of at least 62%. Thus, the
mass derived from binary parameters is likely too low.

The last star to discuss is HD 134698 (see Fig. 7). No clas-
sification was found for this star in Paper I. The mass derived
from binary parameters is M = 1.2 M⊙. However, current stellar
models with such low initial masses do not develop third dredge-
up events during the AGB phase, and their envelope does not
become s-process rich. The final classification using the Monash
(FRUITY) set has an initial mass range of M = 1.25 to 3.25 M⊙
(3.25–3.75 M⊙) and an initial metallicity range of [Fe/H] = −0.91
to −0.14 (−0.23 to −0.07). The mass and metallicity derived from
binary parameters for this star are M = 1.2 M⊙ and [Fe/H] =
−0.52± 0.12. These values are thus both matched by the final
classification using the Monash AGB final surface abundances.

In summary, we can classify these four stars by using our ML
tools. However, issues remain in fitting the element abundance
patterns.

5. Classification of the full set of Ba stars

In this section, we present the classifications of the full set of
Ba stars and the statistics of these classifications. We present
the Ba stars for which we have final classifications, one for the
Monash AGB models and/or one for the FRUITY AGB models,
in Sect. 5.1. In Sect. 5.2, we discuss the stars for which we do not
have a final classification constructed from the overlap in mass
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Fig. 5. Same figure format as in Fig. 4. This star was difficult to classify manually because the binary-derived AGB mass is higher than the initial
masses of the best-fit models (Group 3 stars in Paper I). We were able to classify this star with our algorithms, indeed with models with initial
masses lower than the binary-derived value, but matching the observed values in the second s-process peak is still an issue.

Fig. 6. Same figure format as in Fig. 4. This Ba star was difficult to classify manually because the abundances in the first s-process peak are higher
than predicted by the best-fit models (Group 2 stars in Paper I). We were able to classify it using models with slightly higher initial masses than
their mass derived from binary parameters.

Fig. 7. Same figure format as in Fig. 4. This star is one of the four Ba stars that was difficult to classify manually because the abundances in the
first s-process peak are higher than predicted by the best-fit models (Group 2 stars in Paper I). We found a final classification for this star with our
algorithms. However, [Nb/Fe] is too high to be matched by our AGB final surface abundances.
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Fig. 8. Distributions of final classifications for both sets of AGB final surface abundances. From top to bottom we show the distributions for the
(1) metallicities, (2) masses, and (3) minimum GoFs of the classifications as listed in the tables in Appendix A. The left column shows the
distribution for FRUITY and the right column shows those for Monash.

range and metallicity of the outcomes from the ANNs and the
nearest-neighbour algorithm.

5.1. Ba stars for which classifications overlap

Our final classifications of both sets of AGB final surface abun-
dances are listed in Tables A.1 and B.1. Using both FRUITY and
Monash AGB models, 85% of the [Fe/H] observed values are
consistent with our results within 0.02 dex. Since we do not have
initial mass estimates for the full set of 169 Ba stars to compare
with, we cannot perform the comparison between masses.

The distributions of the mass and metallicity ranges of the
final classifications are shown in Fig. 8. In particular, the final
classifications of FRUITY and Monash are shown to peak in the
same bin for both the same mass and metallicity. The mean and
standard deviation for the mass of the final classifications using
the FRUITY set are M = 2.23 and 0.44 M⊙, respectively, and for
the metallicity, they are [Fe/H] = −0.21 and 0.18, respectively.
For the final classifications using the Monash set, the mean and
standard deviation for the mass are M = 2.34 and 0.52 M⊙,
respectively, and for the metallicity, they are [Fe/H] = −0.11 and
0.19, respectively. The distributions are not the same (as expected
from Sect. 2.3).
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Fig. 9. Same figure format as in Fig. 4. For both stars in this figure, only one model was able to reach a GoF above 50%. The reason for this is due
to the unusually high [Ru/Fe] combined with low [Rb/Fe] in both stars.

Figure 8 also shows the distributions for the minimum value
of the GoFs for each star. The mean and standard deviation for
the FRUITY classifications are 78% and 23%, respectively. For
the MONASH classifications, we obtained 81% and 20%, respec-
tively. In de Castro et al. (2016), Gaussian distributions were fit-
ted to the data. The mean and standard deviation of those distri-
butions are [Fe/H] = −0.12± 0.49 and MBa_star = 2.76± 0.84 M⊙,
respectively. The average [Fe/H] conforms well with our results
and is within the uncertainties. We could not directly compare
our mass distribution derived for the former AGB star compan-
ions since de Castro et al. (2016) derived the current mass of the
observed Ba stars after the mass transfer event.

5.2. Ba stars with no final classifications

In the following subsection, we discuss the four stars for which
our algorithms were not able to find final classifications with the
AGB final surface abundances from either FRUITY or Monash.
These stars have either issues with the abundance pattern at
the first or second peak, or have no classification with a GoF
above 50.

5.2.1. Issue with first peak pattern: HD 123396, HD 219116

We found only one diluted AGB s-process distribution that
matches the observed abundances with a GoF above 50% for the

two stars HD 123396 and HD 219116 (see Fig. 9). Their GoFs
are barely above the cutoff limit and sit below 55%. In both
cases, the observed abundances in the second s-process peak are
matched or almost matched by the model. The reason for the
low GoFs is the first s-process peak. In HD 123396 the [Rb/Fe]
and [Ru/Fe] are not reproduced, while in HD 219116 [Ru/Fe]
is problematic. Furthermore, the trend of increasing abundance
with increasing atomic number is missing in the stellar model
predictions. In Sect. 6, we speculate that the low number of
models with a GoF >50% and the peculiar abundance pattern at
the first s-process peak may be a signature of a nucleosynthesis
contribution different from the s-process.

5.2.2. Issue with the second peak: BD +09◦2384

For BD +09◦2384 (Fig. 10), we could not find final classifica-
tions. There are two reasons for this. First, [Sr/Fe] and [Ru/Fe]
are unknown, and thus we are missing crucial information to
properly match the first s-process peak. Furthermore, the abun-
dances in the second s-process peak show an unusually high
ratio of [Ce/Fe] over [Nd/Fe] in combination with small error
bars. These abundances would be even more difficult to match if
[La/Fe] was also included in the classification. These are all signs
that there might be another nucleosynthetic process responsible
for the enrichment pattern other than the s-process, which we
discuss in Sect. 6.
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Fig. 10. Same figure format as in Fig. 4. For this star, no final classifications were found. This is likely due to the abundances in the second s-process
peak, in particular Ce and Nd.

Fig. 11. Same figure format as in Fig. 4. There are no classifications with a GoF above 50% for this star due to the strong increase in the elemental
abundances of the first s-process peak and the strong decrease in the elemental abundances of the second s-process peak.

5.2.3. No classifications with a GoF above 50%

For HD 62017 (Fig. 11), all GoFs were found to be between 23%
and 34%, thus below our threshold of 50%. However, the ANNs
agree with the classifications of the nearest-neighbour algorithm.
The final classification based on the low GoFs and the ANNs
using FRUITY models is M = 3.5 M⊙ with [Fe/H] ≃ −0.14 to 0.
Using the Monash models, we found M = 2.5 M⊙ with [Fe/H] ≃
−0.14 to 0. The two sets of AGB final surface abundances thus
do not agree on the mass, but they do agree on the metallicity
range. The observed metallicity are [Fe/H] = −0.32± 0.14, thus
lower than the classifications.

The reason for the low GoFs is clearly shown in Fig. 11.
The models struggle to match both the high value of [Rb/Fe]
and the low values for [Sr/Fe] and [Zr/Fe]. Furthermore, none of
the models reach the high value for [Ru/Fe] or its error bar. Thus,
we again reached the conclusion that there might be a nucleosyn-
thetic process responsible for this enrichment pattern that is not
the s-process.

6. Discussion

In this section, we return to the elements that were excluded
for the classifications and focus on understanding why the
nearest-neighbour algorithm performs better, finding higher

GoFs on average for the classifications (see Fig. 3), when the
elements are excluded. We discuss whether there may be issues
with the observations or specific reasons related to astrophysics
causing the difficulties with the classifications.

6.1. Different GoFs when using SET A

To compare the average GoFs of the classification of stars using
set A to the classifications using set F, we labelled all the stars
for which the difference between the two GoFs is larger than
ten percentage points, regardless of whether the GoFs belong to
the same AGB final surface abundance in both classifications
or not. We found that in 43 Ba stars, the difference between the
average GoFs was larger than the threshold. We list these 43 stars
in Table 2.

To better understand where this difference comes from, we
show the residuals between the observational data and the set
F nearest-neighbour classifications for the elements that were
excluded in set F (Y, Mo, La, and Nb) in Figs. 12 and 13. We did
not include the error bars on the observed values in these calcu-
lations. We grouped the 43 stars listed in Table 2 in red and the
other stars in black. We performed one-sided t-tests to determine
how likely it is that both groups could be samples of the same
population. A t-test determines if there was a statistically signif-
icant difference between the mean of one group and the mean of
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Fig. 12. Histograms of residuals between observational data and set F nearest-neighbour classifications using FRUITY (top panel) and Monash
(bottom panel) stellar sets for three elements excluded from the classification: Y, Mo, and La. The residuals for the 43 stars listed in Table 2 are
shown in red, and the other stars are in black. The means and standard deviations of the two groups are shown in the legend.

Table 2. Names of the 43 stars for which GoF of set A and set F differ
by more than 10 percentage points.

BD +09◦2384 HD 107270 HD 154430 HD 29370
BD −09◦4337 HD 107541 HD 168214 HD 30554
BD −14◦2678 HD 109061 HD 18182 HD 38488
BD −18◦821 HD 113291 HD 193530 HD 43389
CD −27◦2233 HD 122687 HD 211173 HD 45483
CD −30◦8774 HD 123949 HD 216809 HD 5825
CD −34◦6139 HD 130255 HD 217143 HD 62017
CD −42◦2048 HD 139266 HD 217447 HD 66291
CD −53◦8144 HD 139409 HD 223617 HD 67036
CPD −64◦4333 HD 143899 HD 24035 MFU 112
HD 107264 HD 148177 HD 273845

another group. Our null hypothesis was thus µ43_stars = µrest, and
we set the confidence interval to 5%. This means that if the prob-
ability, p, that the means are the same is smaller than 5%, then
we reject the null hypothesis and conclude that the means are not
the same.

Our results for the t-tests are shown in Table 3. In the
FRUITY and Monash classifications, we were able to reject our
null hypothesis for [Mo/Fe], [La/Fe], and [Nb/Fe] but not for
[Y/Fe]. This result supports our exclusion of these elements in
Sect. 3.5. The biggest improvement in the classifications occurs
when [Mo/Fe] is excluded from the set and the null hypothesis
of µ43_stars = µrest is rejected with the highest certainty (highest
p-value) for [Mo/Fe]. For the 43 stars, the mean of the [Mo/Fe]
residuals is a larger positive value than that of the other stars.
A smaller improvement occurs when [La/Fe] is excluded, which
still causes the null hypothesis to be rejected but with a smaller
certainty than for [Mo/Fe]. For the 43 stars, the mean of the
[La/Fe] residuals is a larger negative value than that of the other
stars. Exclusion of [Y/Fe] caused the smallest improvement on
the classification. In the case of [Nb/Fe], we rejected the null
hypothesis using both AGB stellar sets, and the 43 stars have a
larger positive mean than the other stars (see Table 3 and Fig. 13).

With the same statistical test, we also checked the other ele-
mental abundances, and we found that the null hypothesis can
be rejected for [Sm/Fe] and [Rb/Fe]. For [Sm/Fe], the 43 stars
have a larger positive mean, while for [Rb/Fe], the 43 stars have
a smaller negative mean residual than the other stars. However,
for [Rb/Fe] we were only able to reject the null hypothesis for
the FRUITY classifications.

In Paper I, high Nb values were often difficult to match by
the models. For 12 of the 28 stars considered in that paper, Nb
is the only element that is higher than what was predicted by
the models. And in several other stars, a group of elements that
includes Nb is also higher than the models when the error bars
are included. Thus, we were interested in investigating whether
the same issues with Nb in Paper I occurred in our classifica-
tions of the 169 Ba stars, but we could not do this with our
classifications as shown in Tables A.1 and B.1, as Nb was not
included in our algorithms. We thus performed another set of
classifications that included Nb. We focused in this analysis on
the Ba stars for which the GoF differs by more than ten per-
centage points when comparing the classifications found with set
A with and without Nb, following a similar procedure as at the
start of this section. We performed this test only with the AGB
final surface abundances of Monash. We found that for 43 of
the 169 stars, the difference is bigger than ten percentage points.
These 43 stars overlap with those in Paper I that were flagged
for a high [Nb/Fe] value. Of the 43 stars, however, only four
are among the 43 shown in Table 2. We are thus dealing with
a different subset of Ba stars. In conclusion, and as also men-
tioned in Paper I, there are still many open questions concerning
the observed [Nb/Fe] values, and more work is needed before
drawing any conclusions.

In summary, the 43 stars have elemental abundances that are
different from the other Ba stars and show statistically significant
higher [Mo/Fe], [Nb/Fe], and [Sm/Fe] and lower [La/Fe] values.
The [Rb/Fe] was found to be higher as well, but this was only
statistically significant in the FRUITY classifications.
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Fig. 13. Same figure format as in Fig. 12. The elements shown here are Nb, Rb, and Sm.

Table 3. Results of one-sided t-tests.

FRUITY
Element t-statistic p-value µA = µB?

Y –1.1 0.14 possibly
Mo –5.7 3.3e-07 no
La 3.3 7.8e-04 no

Rb –2.0 0.025 no
Nb –2.5 7.1e-03 no
Sm –9.4 7.0e-13 no

Monash
Element t-statistic p-value µA = µB?

Y –0.8 0.22 possibly
Mo –4.9 6.1e-06 no
La 3.4 6.6e-04 no

Nb –1.8 0.041 no
Rb –1.5 0.065 possibly
Sm –9.1 4.2e-12 no

Notes. We performed a one-sided t-test in order to test our null hypoth-
esis that the means of the elemental abundances are the same for the
two groups of Ba stars and list the outcome, which is the t-statistic, and
certainty level, which is the p-value for the FRUITY and Monash classi-
fications. If the p-value was below our confidence interval of 0.05, then
we rejected the null hypothesis, which is indicated in the right-most
column of the table.

6.2. Possible observational problems

Except for Y, we did not identify any observational issues
of the three elemental abundances discussed in Sect. 6.1.
Ionised lines were used for the analysis of Y, while neutral
lines were used for Sr and Zr, which are the other two elements
in the first s-process peak. As noted by Allen & Barbuy
(2006), the derivation of Sr and Zr abundances from neutral
lines results in lower abundances than when using ionised
lines. This difference makes Sr and Zr abundances lower
than Y and can cause a discrepancy in the pattern of the first

s-process peak when compared to the AGB stellar models.
As discussed in Paper I, the differences between ionised and
neutral lines are attributed to the departures from the local
thermodynamic equilibrium (LTE) approximation, which was
assumed to derive the abundances from our stellar sample
(de Castro et al. 2016). Therefore, the first peak could be easier
to classify with a high GoF value if Y is removed.

Overall, the error bars of the second peak elements are
smaller than those of the first peak. This is related to the fact that
more lines with lower standard deviation of the derived abun-
dances were used in the analysis of the second peak elements.
The fact that fewer lines were available for the determination of
some elements (e.g. Sr) is reflected in the lack of error bars. This
is because no error bars are available in the original studies of
de Castro et al. (2016) and Roriz et al. (2021b) for elements with
less than three lines used to derive the abundance.

As a result, the smaller number of reported error bars makes
matching the observed [La/Fe] and [Ce/Fe] more challenging.
However, we note that [La/Fe] and [Ce/Fe] were determined in
separate studies. Roriz et al. (2021b) determined La together with
Sr, Nb, Mo, Ru, Sm, and Eu, while de Castro et al. (2016) deter-
mined Ce together with Y, Zr, and Nd. This fact might introduce
additional errors in the corresponding width measurements well
beyond the reported errors.

Observational issues for Rb and Nb are also possibly rel-
evant to our analysis. In some of the sample stars, [Rb/Fe] is
negative, making such cases impossible to match with AGB
models. Rb abundances used in this study were derived from
only one Rb I line: the D2 resonance line at 7800.2 Å, assum-
ing LTE approximation and taking into account the hyperfine
structure of Rb. Recently, Korotin (2020) calculated non-LTE
(NLTE) corrections in cool stars with metallicities in the range
of our sample stars for the same Rb line. Korotin has shown
that when neglecting the NLTE effects, the errors can be as
high as 0.3 dex, depending on temperature, metallicity, log g, and
the Rb abundance itself. However, this effect is weak, around
0.1 dex, in the case of our sample stars with the mean temperature
of 4800± 260 K and log g of 2.3± 0.48 (see Figs. 4 and 5 in
Korotin 2020). Nevertheless, Korotin (2020) also found that
departures from NLTE strengthen the Rb resonance lines in the
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solar spectrum and determined NLTE absolute Rb abundance5

as A(Rb) = 2.35± 0.05. This finding is in agreement with the
meteoritic value of A(Rb) = 2.36± 0.03 from Lodders (2019)
and is much lower than the solar value used to derive the Rb
abundances in this study, 2.60± 0.15 (Grevesse & Sauval 1998).
In contrast, Takeda (2021) found a lower NLTE correction for
the solar value of −0.05 dex. This difference could have a much
larger impact on the observed [Rb/Fe] abundances, but a more
detailed analysis is required. In any case, applying the lower
value instead of the higher value would result in higher Rb values
for our sample stars, and therefore, it would imply non-negative
[Rb/Fe] abundances for all of our sample stars.

Due to blending with other lines, Nb abundances were calcu-
lated from a maximum of three lines using the spectral synthesis
technique. We note that almost half of the sample stars have arti-
ficial error bars for Nb in this study since less than three lines
were used for the abundance derivation. The consideration of
the hyperfine splitting in the calculation of the Nb abundances
avoids the overestimation of Nb that would occur if this factor
were neglected. The fact that the Nb abundances in the 43 stars
are higher than in the models could therefore indicate that a
process different from the s-process is occurring in the polluter
AGB stars and producing the high Nb values seen in about 25%
of our Ba star sample.

6.3. Signatures of i-process nucleosynthesis in Ba star
spectra

From our sample of 169 Ba stars, the ML algorithms adopted in
this work identified 43 stars (25% of the total) showing anoma-
lous abundance patterns, mainly at the first neutron magic peak
above iron (N = 50). This could suggest that, along with the
s-process, one or more unidentified nucleosynthesis components
contributed to the production of heavy elements in the atomic
mass region of the evolved AGB stellar companion.

Together with the classical s-process, an additional contri-
bution from the intermediate neutron capture process (i-process;
Cowan & Rose 1977) has been identified in a fraction of carbon-
enhanced metal-poor (CEMP) stars carrying heavy element
enrichment, the analogue of Ba stars at much lower metallici-
ties (e.g. Dardelet et al. 2014; Abate et al. 2015b; Cristallo et al.
2016; Hampel et al. 2016, 2019; Choplin et al. 2021). Addi-
tionally, the i-process has been proposed as being responsible
for some of the anomalous abundances observed in metal-poor
post-AGB stars (e.g. Lugaro et al. 2015; Hampel et al. 2016).
In the same metallicity range of the Ba stars discussed in this
study, the post-AGB star Sakurai’s object was the first star with
a clearly identified i-process nucleosynthesis signature (Herwig
et al. 2011). Therefore, a reasonable hypothesis would be that the
anomalies in the first s-process peak are indeed indicative of an
i-process activation in about 25% of the evolved companions of
the Ba stars observed by de Castro et al. (2016). In order to test
this hypothesis, we compared the heavy element abundances of
four of the 43 anomalous Ba stars with i-process abundances (see
Fig. 14). These stars are HD 4048 and HD 107270, for which we
only found one final classification; CPD −64◦4333, for which we
found two final classifications with low GoFs; and HD 107541,
which was also problematic to classify in Paper I. The latter
three stars are part of the 43-star stellar sample (see Table 2).
In contrast, HD 4048 is not part of that sample.

For the calculations, we used a simplified i-process trajec-
tory, as adopted by Bertolli et al. (2013) and Dardelet et al.

5 A(E) = 12 + log10(n(E)/n(H)).

(2014). By using a solar scaled initial composition beyond Fe,
we assumed that there were no previous contributions from other
processes. Nucleosynthesis calculations were performed using
the NuGrid codes (e.g. Herwig et al. 2011). Starting from the
Fe seeds in these conditions, it took about a couple of hours of
i-process exposure at typical neutron densities of 1014−16

neutrons cm−3 to build the elements at the first peak. Despite the
simplicity of the adopted simulation framework, the i-process
seems to appropriately reproduce the pattern between Sr and
Ru observed in the four stars (see Fig. 14). However, in all four
stars considered in Fig. 14, the i-process seems to produce a
higher amount of Rb (by at least a factor of three) compared to
observations. It is unlikely that such a large discrepancy could
be fully explained by the issue with the NLTE correction, as
discussed in Sect. 6.2.

Nuclear uncertainties could affect the i-process production
of Rb compared to other nearby elements where neutron capture
rates of neutron-rich, radioactive nuclei along the i-process
nucleosynthesis path are only theoretical (e.g. Denissenkov
et al. 2018). Also worth consideration is the possibility that the
calculated i-process trajectory is not correctly reproducing Rb
because of the simplicity of the approach. One simplication
is that we are ignoring the impact of the complex stellar
environments hosting the i-process on the neutron capture
nucleosynthesis itself. To be accurate, we should be following
an H-ingestion event, as multi-dimensional hydrodynamic
effects can shape the local stellar structure (e.g. Stancliffe et al.
2011; Herwig et al. 2014; Woodward et al. 2015). Another
simplication is that, in our specific case, the same stellar hosts
(i.e. the evolved companions of Ba stars) were also carrying
the s-process component, and the i-process may therefore be
activated in conjunction with the s-process. We do not consider
either of these aspects in our calculations.

We also note that with the present approach, we cannot cap-
ture minor effects on elements heavier than Ru. The i-process
may be able to produce minor effects on a previously enriched
s-process abundance distribution, and this may account for
the offset of La and Sm residuals in our 43 stars, shown in
Fig. 13. Such effects could be captured by combined i-process
and s-process stellar simulations and provide additional valuable
constraints on the neutron exposure of the i-process events.

From a theoretical point of view, stellar models have been
predicted to have a possibly significant H-ingestion event early
on in the AGB phase at low metallicities (e.g. Iwamoto et al.
2004; Cristallo et al. 2009a; Choplin et al. 2021), creating the
conditions for the i-process to happen. However, these events
are not expected to take place during the AGB phase within the
metallicity range typical of Ba stars.

Nonetheless, some post-AGB stars develop a late thermal
pulse or a very late thermal pulse event before becoming white
dwarfs (see, e.g. Bloecker 1995). During such events, some
degree of H-ingestion, and possibly i-process, is occurring, as
demonstrated by Sakurai’s object (see, e.g. Herwig et al. 2011).
Because of this, about 20% of AGB stars become H-deficient
white dwarfs (e.g. Werner & Herwig 2006). Therefore, a possi-
bility could be that the anomalous Ba stars have been polluted
with i-process-rich material during the final evolutionary stages
of the evolved post-AGB companion. The feasibility of this
scenario (or of other possible pathways within these binary
systems) will need to be investigated in the future with the
guidance of multi-dimensional hydrodynamic simulations (e.g.
Denissenkov et al. 2019). From the observational point of view,
it would be interesting to check if anomalous Ba stars are indeed
preferentially associated to H-deficient white dwarf companions.
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Fig. 14. Comparison between abundance distribution of four stars and i-process calculations. Abundance distributions normalised to solar for four
stars (HD 4084 at [Fe/H] = −0.42; HD 107270 at [Fe/H] = +0.05; CPD −64◦4333 at [Fe/H] = −0.1; and HD 107541 at [Fe/H] = −0.63), carrying
a composition in the mass region Rb–Ru (at the light neutron magic peak, N = 50) anomalous with respect to the s-process in AGB models.
Observations are compared with the i-process calculations at time of exposure between 0.076 and 0.085 days (see text for details). The theoretical
abundances are normalised to the observations at Sr. In the plots, the added vertical lines correspond to the atomic number of Sr, Ba and Eu.

This association would be consistent with the similar statistics
between observations of anomalous Ba stars and post-AGB
stars.

7. Conclusions

We developed two algorithms to classify the 169 Ba stars of
de Castro et al. (2016) based on their abundance patterns. These
algorithms make use of ML techniques in order to minimise
human bias in the classification process and to speed up analysis.
For our study, we used AGB final surface abundances of FRUITY
and Monash stellar sets and only included the s-process elements
heavier than Fe in the classification. In each algorithm, the dilu-
tion of the AGB surface abundances required to reproduce the
s-process enrichment in Ba stars is a free parameter.

The first algorithm is an ANN ensemble classifier, and the
second algorithm is a nearest-neighbour classifier. For the first
algorithm, we used Tensorflow to train an ensemble of 20 net-
works. Neural networks need distinguishable labels, so we had
to group the AGB final surface abundances. We grouped all
AGB final surface abundances that resulted from the models
with the same initial mass and metallicity. The final classifi-
cation was done by taking the medians of all output nodes.
For the nearest-neighbour algorithm, we calculated the modified
χ2 value for a Monte Carlo sample set based on the observed val-
ues, taking into consideration the error bars on the abundances
as well as dependencies in the atmospheric parameters. We then

calculated the χ2 value of the diluted set of AGB final surface
abundances, found the model with the highest GoF, and saved
its name and the corresponding dilution. Our final classification
concerned the range of mass and metallicity included in the clas-
sifications coming from the two algorithms using the same set
of AGB final surface abundances. We extended these ranges to
account for the discrete character of our two sets of AGB final
surface abundances. To determine which elements to include in
our classification, we systematically removed elements from the
set of 12 s-process elements, and we recorded the impact of the
removal on the GoF distribution of the classification with the
nearest-neighbour algorithm. We found that the Fe, Rb, Sr, Zr,
Ru, Nd, Ce, Sm, and Eu set of elements leads to the highest GoFs
with our AGB final surface abundances. We thus excluded Y,
Mo, La, and Nb and investigated their abundances in more detail.

After validating the ML tools with a smaller sample of 28 Ba
stars, we used them to study the full stellar sample. We found one
or two classifications using Monash and FRUITY AGB nucle-
osynthesis predictions for 166 of the 169 Ba stars. For 85% of
the stars, we found [Fe/H] values consistent with observations.
The average stellar mass and metallicity of the stellar sample
was also consistent with previous studies.

For three of the 169 Ba stars, we were unable to find any
classification. Two of these stars show an abundance pattern in
the first s-process peak that is different from the typical AGB
s-process abundances. The third star shows an unusual pattern
in the second s-process peak.
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We wanted to better understand why our nearest-neighbour
algorithm performs better when we exclude Y, Mo, and La from
our classification, and therefore we compared our classification
results to the classifications we would get when we include the
three elements. We found that for 43 stars, the average GoFs dif-
fer by more than ten percentage points. We performed statistical
tests to find out if this group of 43 stars is different from the other
stars and found that this is indeed the case for Nb, Mo, La, and
Sm. The 43 stars have statistically significant higher [Nb/Fe],
[Mo/Fe], [Sm/Fe], and lower [La/Fe] values.

Inspired by the CEMP stars in which i-process nucleosyn-
thesis signatures are found, we suspected that at least some
of these 43 stars might be enriched by an i-process compo-
nent. We performed i-process nucleosynthesis calculations to
test this hypothesis. The resulting nucleosynthesis pattern seems
to reproduce the observed pattern between Sr and Ru of these
four stars well. In a future work, we will study these 43 stars
in more detail in order to determine whether an extra i-process
component is indeed the reason why they are different from the
other Ba stars.

By using ML tools, we may have found evidence that in the
surface abundances of∼20% of the AGB stars that are in a binary
system with Ba stars, another nucleosynthetic component could
be present. These AGB stars are also part of Galactic chemical
evolution (GCE), and they may have contributed to the radioac-
tive signature of the early Solar System. We note that Trueman
et al. (2022) found 107Pd was missing in GCE calculations, and it
could be that the missing Pd and the overabundance seen in part
of our sample are connected and that the radioactive signatures
are the key in solving this puzzle of the missing nucleosynthetic
component.
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Appendix A: Table with complete classifications - FRUITY

Table A.1. This table lists the 141 Ba stars and their matched FRUITY models (without the 28 Ba stars that were already included in Table 1).

Star Mass range (M⊙) Metallicity range ([Fe/H]) min GoF(%)
BD −08◦3194 2.25 to 2.75 -0.6 to -0.14 52
BD −09◦4337 2.25 to 2.25 -0.6 to -0.14 50
CD −27◦2233 1.75 to 2.75 -0.48 to 0.08 85
CD −29◦8822 1.75 to 2.75 -0.48 to 0.08 69
CD −30◦8774 1.75 to 2.25 -0.38 to 0.08 83
CD −38◦585 1.75 to 2.25 -0.48 to -0.14 69
CD −53◦8144 2.25 to 2.75 -0.38 to 0.08 90
CD −61◦1941 2.25 to 2.75 -0.6 to -0.01 58
CPD −62◦1013 2.25 to 2.75 -0.38 to 0.23 87
HD 5424 2.25 to 2.75 -0.6 to -0.14 53
HD 5825 2.25 to 2.75 -0.6 to -0.14 89
HD 15589 2.25 to 2.75 -0.6 to -0.14 60
HD 21989 1.75 to 2.25 -0.48 to -0.01 88
HD 22285 2.25 to 2.75 -0.6 to -0.14 86
HD 22772 2.25 to 2.75 -0.38 to 0.08 88
HD 29370 2.25 to 2.75 -0.48 to 0.08 90
HD 29685 1.75 to 2.25 -0.38 to 0.08 90
HD 30240 1.75 to 2.75 -0.38 to 0.08 86
HD 30554 2.25 to 2.75 -0.48 to 0.08 84
HD 32712 1.25 to 1.55 -0.6 to -0.44 75
HD 32901 1.05 to 1.55 -0.91 to -0.44 84
HD 35993 1.75 to 2.75 -0.48 to 0.08 80
HD 36650 2.25 to 2.75 -0.48 to 0.08 73
HD 38488 1.75 to 2.25 -0.48 to -0.01 53
HD 43389 2.25 to 2.75 -0.38 to -0.01 68
HD 51959 2.25 to 2.75 -0.38 to 0.08 95
HD 61332 1.75 to 2.25 -0.38 to 0.08 74
HD 64425 1.75 to 2.75 -0.38 to 0.08 77
HD 67036 1.75 to 2.25 -0.48 to -0.01 92
HD 71458 1.75 to 2.25 -0.48 to -0.01 73
HD 74950 1.75 to 2.25 -0.48 to -0.01 89
HD 82221 1.75 to 2.75 -0.38 to 0.08 99
HD 83548 2.25 to 2.75 -0.38 to 0.08 71
HD 84610 1.75 to 2.75 -0.38 to 0.08 84
HD 88035 1.75 to 2.75 -0.48 to 0.08 65
HD 88562 1.25 to 2.75 -0.6 to -0.14 85
HD 89175 1.75 to 2.25 -0.48 to -0.14 68
HD 91979 1.75 to 2.25 -0.38 to 0.08 96
HD 105902 1.75 to 2.75 -0.48 to 0.08 89
HD 107264 2.25 to 2.75 -0.38 to 0.08 99
HD 110483 2.25 to 2.75 -0.48 to 0.08 92
HD 110591 2.25 to 2.75 -0.6 to -0.14 83
HD 111315 1.75 to 2.75 -0.23 to 0.08 81
HD 113291 1.75 to 2.25 -0.48 to -0.01 77
HD 116869 1.75 to 2.25 -0.48 to -0.01 93
HD 120571 1.75 to 2.25 -0.48 to -0.14 99
HD 120620 1.75 to 2.75 -0.6 to 0.08 50
HD 122687 1.75 to 2.25 -0.38 to 0.08 91
HD 123701 2.25 to 2.75 -0.48 to -0.01 67
HD 123949 1.75 to 1.75 -0.48 to -0.01 82
HD 126313 1.75 to 2.75 -0.48 to 0.08 84
HD 130255 2.75 to 3.25 -1.38 to -0.92 89
HD 131670 2.25 to 2.75 -0.38 to 0.08 89
HD 136636 1.75 to 2.25 -0.48 to -0.01 89
HD 142571 1.75 to 2.25 -0.38 to 0.08 90
HD 147884 2.25 to 2.75 -0.38 to 0.08 94
HD 148177 1.25 to 1.75 -0.23 to 0.08 97
HD 162806 1.75 to 2.25 -0.38 to 0.08 99
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HD 168214 2.25 to 2.75 -0.38 to 0.23 90
HD 168560 1.75 to 2.25 -0.38 to 0.08 91
HD 168791 2.25 to 2.75 -0.23 to 0.08 98
HD 176105 1.75 to 2.25 -0.38 to 0.08 93
HD 180996 1.75 to 2.75 -0.23 to 0.23 97
HD 182300 1.75 to 2.25 -0.38 to 0.08 87
HD 187308 1.75 to 2.75 -0.48 to 0.08 56
HD 193530 1.25 to 1.75 -0.48 to 0.08 96
HD 196445 1.75 to 2.75 -0.48 to 0.08 98
HD 199435 1.75 to 2.75 -0.6 to -0.01 70
HD 200995 1.75 to 2.25 -0.38 to -0.01 95
HD 207277 1.25 to 1.75 -0.6 to -0.14 68
HD 210709 1.25 to 1.75 -0.48 to -0.14 84
HD 211173 1.75 to 2.25 -0.38 to -0.01 91
HD 211954 1.25 to 1.75 -0.6 to -0.14 65
HD 214579 1.25 to 3.25 -0.48 to -0.01 97
HD 217143 1.75 to 2.75 -0.6 to -0.01 98
HD 217447 1.75 to 2.75 -0.48 to 0.08 75
HD 223586 2.25 to 2.75 -0.38 to 0.08 92
HD 223617 2.25 to 2.75 -0.38 to 0.08 92
HD 252117 2.25 to 2.75 -0.38 to 0.08 96
HD 273845 1.75 to 2.25 -0.48 to -0.01 81
HD 288174 2.25 to 2.75 -0.38 to 0.08 86
BD −18◦821 1.75 to 2.25 -0.48 to -0.14 62
CD −26◦7844 2.25 to 2.75 -0.23 to 0.23 100
CD −30◦9005 1.75 to 2.75 -0.38 to 0.08 80
CD −34◦6139 2.25 to 2.75 -0.38 to 0.23 62
CD −34◦7430 1.75 to 2.25 -0.23 to 0.08 98
CD −46◦3977 1.75 to 2.75 -0.38 to 0.08 85
HD 18361 2.25 to 2.75 -0.23 to 0.23 90
HD 26886 2.25 to 2.75 -0.48 to 0.08 82
HD 31812 2.25 to 2.75 -0.23 to 0.23 81
HD 33709 2.25 to 2.75 -0.23 to 0.08 77
HD 39778 2.25 to 2.75 -0.48 to 0.08 89
HD 41701 1.75 to 2.75 -0.23 to 0.08 98
HD 45483 2.25 to 2.75 -0.38 to 0.08 98
HD 48814 1.75 to 2.25 -0.38 to 0.08 98
HD 49017 1.75 to 2.25 -0.38 to -0.01 67
HD 49778 1.25 to 2.75 -0.48 to -0.01 64
HD 50075 1.75 to 2.75 -0.48 to 0.08 54
HD 50843 1.75 to 2.25 -0.38 to -0.14 95
HD 88495 1.75 to 2.25 -0.23 to 0.08 86
HD 90167 2.25 to 2.75 -0.23 to 0.08 84
HD 109061 1.25 to 1.75 -0.91 to -0.14 84
HD 113195 2.25 to 2.75 -0.38 to 0.08 90
HD 115277 1.75 to 2.25 -0.23 to 0.23 98
HD 119650 1.75 to 2.25 -0.38 to 0.08 90
HD 139266 1.75 to 2.25 -0.48 to -0.01 98
HD 139409 2.25 to 2.75 -0.23 to -0.01 65
HD 169106 1.75 to 2.25 -0.23 to 0.08 91
HD 184001 2.25 to 2.75 -0.38 to 0.08 92
HD 204886 1.25 to 1.75 -0.38 to -0.01 90
HD 213084 1.75 to 2.75 -0.48 to 0.08 89
HD 223938 1.75 to 2.75 -0.48 to -0.01 76
MFU 214 1.75 to 2.25 -0.23 to 0.08 94
MFU 229 2.25 to 2.75 -0.23 to 0.08 96
HD 12392 1.25 to 2.25 -0.6 to -0.01 66
HD 17067 1.75 to 2.75 -0.48 to -0.14 90
HD 90127 2.25 to 2.75 -0.08 to 0.08 64
HD 102762 1.25 to 1.75 -0.48 to -0.01 94
HD 114678 1.75 to 2.25 -0.38 to -0.01 87
HD 210030 1.75 to 2.25 -0.23 to 0.08 77
HD 214889 2.25 to 2.75 -0.38 to 0.08 99
HD 215555 2.25 to 2.75 -0.23 to 0.23 84
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HD 216809 2.75 to 3.25 -0.08 to 0.23 74
HD 221879 1.75 to 1.75 -0.23 to 0.23 91
HD 749 2.25 to 2.75 -0.48 to 0.08 63
HD 88927 1.75 to 2.25 -0.23 to 0.08 83
HD 89638 1.75 to 2.75 -0.48 to 0.08 88
HD 187762 1.75 to 2.25 -0.48 to -0.01 87
HD 4084 - - -
HD 49641 2.75 to 4.25 -0.6 to -0.14 83
HD 66291 - - -
HD 123396 - - -
HD 177192 - - -
HD 204075 2.25 to 2.75 -0.23 to 0.23 97
HD 219116 - - -
MFU 112 - - -
HD 21682 2.25 to 2.75 -0.6 to -0.14 76
HD 49661 1.25 to 2.25 -0.38 to -0.01 72
HD 62017 - - -
HD 107270 - - -
HD 148892 - - -
BD +09◦2384 - - -
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Appendix B: Table with complete classifications - Monash

Table B.1. This table lists the 141 Ba stars and their matched MONASH models (without the 28 Ba stars that were already included in Table 1).

Star Mass range (M⊙) Metallicity range ([Fe/H]) min GoF(%)
BD −08◦3194 1.75 to 2.75 -0.54 to 0.08 68
BD −09◦4337 2.75 to 3.5 -0.38 to 0.08 56
CD −27◦2233 1.75 to 2.25 -0.23 to 0.08 83
CD −29◦8822 1.75 to 2.5 -0.23 to 0.23 88
CD −30◦8774 2.0 to 2.75 -0.23 to 0.23 80
CD −38◦585 2.25 to 2.75 -0.54 to -0.07 67
CD −53◦8144 1.75 to 3.0 -0.54 to 0.23 87
CD −61◦1941 1.75 to 2.25 -0.23 to 0.08 67
CPD −62◦1013 2.25 to 3.25 -0.23 to 0.23 89
HD 4084 3.25 to 3.25 -0.23 to -0.07 51
HD 5424 1.75 to 2.5 -0.54 to -0.07 65
HD 5825 2.5 to 2.75 -0.54 to -0.07 84
HD 15589 1.75 to 2.75 -0.54 to -0.07 82
HD 21989 1.75 to 2.25 -0.38 to 0.08 86
HD 22285 2.5 to 2.75 -0.54 to -0.47 78
HD 22772 1.75 to 3.0 -0.54 to 0.23 86
HD 29370 1.75 to 3.0 -0.54 to 0.08 85
HD 29685 1.5 to 2.25 -0.23 to 0.23 92
HD 30240 1.75 to 2.5 -0.23 to 0.23 94
HD 30554 1.5 to 3.0 -0.54 to 0.23 83
HD 32712 1.25 to 2.15 -0.54 to -0.07 92
HD 32901 1.65 to 2.35 -0.54 to -0.07 86
HD 35993 1.75 to 2.25 -0.23 to 0.23 88
HD 36650 2.25 to 3.25 -0.23 to 0.08 63
HD 38488 1.75 to 2.25 -0.23 to 0.23 76
HD 43389 2.5 to 3.0 -0.54 to -0.07 74
HD 51959 1.75 to 2.25 -0.23 to 0.23 97
HD 61332 1.75 to 2.25 -0.23 to 0.23 89
HD 64425 1.75 to 2.25 -0.23 to 0.23 96
HD 66291 2.75 to 3.5 -0.54 to -0.07 94
HD 67036 1.75 to 3.0 -0.54 to -0.07 88
HD 71458 1.75 to 2.25 -0.38 to 0.23 85
HD 74950 1.75 to 2.25 -0.38 to 0.08 88
HD 82221 1.75 to 2.5 -0.23 to 0.23 96
HD 83548 1.75 to 2.25 -0.23 to 0.23 91
HD 84610 2.0 to 2.75 -0.23 to 0.23 91
HD 88035 1.75 to 2.25 -0.23 to 0.23 66
HD 88562 1.75 to 2.25 -0.38 to -0.07 91
HD 89175 1.85 to 2.5 -0.54 to -0.07 76
HD 91979 1.75 to 2.5 -0.23 to 0.23 94
HD 105902 1.75 to 2.5 -0.23 to 0.23 89
HD 107264 2.0 to 3.25 -0.54 to 0.23 96
HD 110483 1.75 to 2.25 -0.38 to 0.23 95
HD 110591 2.5 to 2.75 -0.54 to -0.47 84
HD 111315 1.75 to 2.75 -0.23 to 0.23 92
HD 113291 1.75 to 2.25 -0.38 to 0.08 86
HD 116869 1.75 to 2.75 -0.54 to -0.07 95
HD 120571 2.25 to 2.5 -0.54 to -0.07 98
HD 120620 3.5 to 4.75 -0.54 to 0.23 91
HD 122687 1.75 to 2.25 -0.38 to 0.23 92
HD 123701 2.25 to 3.0 -0.54 to -0.07 53
HD 123949 1.5 to 1.75 -0.23 to 0.08 93
HD 126313 1.75 to 2.25 -0.23 to 0.23 86
HD 131670 2.25 to 3.25 -0.23 to 0.23 92
HD 136636 1.75 to 2.25 -0.38 to 0.23 94
HD 142571 1.75 to 2.25 -0.23 to 0.23 87
HD 147884 1.75 to 2.75 -0.23 to 0.23 96
HD 148177 2.0 to 2.75 -0.23 to 0.23 94
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HD 162806 1.75 to 2.25 -0.23 to 0.08 98
HD 168214 2.25 to 3.25 -0.23 to 0.23 87
HD 168560 1.75 to 2.25 -0.38 to 0.08 88
HD 168791 2.75 to 3.25 -0.38 to 0.23 92
HD 176105 2.0 to 3.0 -0.23 to 0.23 84
HD 180996 2.25 to 2.75 0.1 to 0.23 96
HD 182300 1.5 to 2.25 -0.23 to 0.23 96
HD 187308 1.75 to 2.5 -0.23 to 0.23 62
HD 193530 1.5 to 2.25 -0.23 to 0.23 93
HD 196445 1.75 to 2.25 -0.23 to 0.23 95
HD 199435 1.75 to 2.75 -0.54 to -0.07 71
HD 200995 1.75 to 2.25 -0.23 to 0.23 98
HD 207277 1.5 to 2.25 -0.38 to 0.08 74
HD 210709 1.25 to 1.75 -0.23 to 0.08 91
HD 211173 2.25 to 3.25 -0.38 to -0.07 88
HD 211954 1.5 to 2.15 -0.54 to -0.07 74
HD 214579 2.25 to 3.0 -0.54 to -0.07 99
HD 217143 1.75 to 2.75 -0.54 to -0.07 99
HD 217447 1.75 to 2.5 -0.23 to 0.23 63
HD 223586 1.75 to 3.0 -0.38 to 0.23 94
HD 223617 2.75 to 3.25 -0.23 to 0.23 88
HD 252117 1.75 to 2.25 -0.23 to 0.23 96
HD 273845 1.25 to 2.25 -0.38 to -0.07 92
HD 288174 1.75 to 2.25 -0.23 to 0.23 93
MFU 112 2.75 to 3.25 -0.54 to -0.07 93
BD −18◦821 1.65 to 2.35 -0.54 to -0.07 79
CD −26◦7844 2.5 to 3.5 -0.23 to 0.23 100
CD −30◦9005 1.75 to 2.5 -0.23 to 0.23 95
CD −34◦6139 2.25 to 3.25 -0.23 to 0.23 68
CD −34◦7430 2.0 to 2.75 -0.23 to 0.23 99
CD −46◦3977 1.75 to 2.75 -0.23 to 0.23 89
HD 18361 2.25 to 2.75 0.1 to 0.23 91
HD 26886 2.75 to 3.25 -0.38 to -0.07 82
HD 31812 2.25 to 2.75 0.1 to 0.23 77
HD 39778 1.75 to 2.25 -0.23 to 0.23 88
HD 41701 1.75 to 2.5 -0.23 to 0.23 100
HD 45483 2.0 to 2.75 -0.23 to 0.23 95
HD 48814 1.75 to 2.5 -0.23 to 0.23 98
HD 49017 1.75 to 2.25 -0.23 to 0.23 76
HD 49778 1.75 to 2.5 -0.54 to -0.07 68
HD 50075 1.75 to 2.25 -0.23 to 0.08 58
HD 50843 1.75 to 2.25 -0.38 to -0.07 96
HD 88495 2.5 to 3.0 -0.23 to 0.23 74
HD 90167 2.25 to 2.75 0.1 to 0.23 84
HD 107270 3.25 to 4.0 -0.23 to 0.23 79
HD 109061 1.0 to 2.5 -0.93 to -0.47 88
HD 113195 2.25 to 3.25 -0.23 to 0.23 83
HD 115277 2.25 to 3.0 -0.23 to 0.23 95
HD 119650 1.5 to 2.25 -0.23 to 0.23 86
HD 139266 1.75 to 2.25 -0.38 to 0.08 98
HD 139409 3.0 to 3.75 -0.23 to -0.07 57
HD 169106 1.75 to 2.5 -0.23 to 0.23 96
HD 184001 2.25 to 3.25 -0.23 to 0.23 84
HD 204886 1.25 to 1.75 -0.23 to 0.23 98
HD 213084 1.75 to 2.25 -0.23 to 0.23 93
HD 223938 2.5 to 3.0 -0.54 to -0.07 71
MFU 214 2.5 to 3.0 -0.23 to 0.23 92
MFU 229 2.0 to 2.75 -0.23 to 0.23 98
HD 12392 1.5 to 2.35 -0.54 to -0.07 85
HD 17067 2.5 to 3.0 -0.54 to -0.07 88
HD 90127 3.0 to 3.75 -0.23 to -0.07 70
HD 102762 1.5 to 2.25 -0.38 to 0.08 98
HD 114678 2.5 to 3.0 -0.54 to -0.07 82
HD 210030 1.75 to 3.0 -0.23 to 0.23 74
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HD 214889 2.0 to 2.75 -0.23 to 0.23 93
HD 215555 2.5 to 3.5 -0.23 to 0.23 81
HD 216809 2.75 to 3.25 0.1 to 0.23 67
HD 221879 2.5 to 3.25 -0.23 to 0.23 89
HD 749 1.75 to 3.25 -0.54 to 0.08 60
HD 88927 2.25 to 3.0 -0.23 to 0.23 78
HD 89638 1.75 to 3.25 -0.23 to 0.08 81
HD 187762 1.75 to 2.5 -0.54 to -0.07 89
HD 49641 4.25 to 4.75 -0.54 to -0.07 89
HD 123396 - - -
HD 130255 - - -
HD 177192 2.5 to 2.75 -0.23 to 0.23 74
HD 204075 2.5 to 2.75 0.1 to 0.23 98
HD 219116 - - -
HD 21682 1.75 to 2.5 -0.54 to -0.07 78
HD 33709 - - -
HD 49661 1.75 to 2.5 -0.23 to 0.23 67
HD 62017 - - -
HD 148892 4.75 to 4.75 -0.54 to -0.07 71
BD +09◦2384 - - -
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Appendix C: Table with parameter values associated with the labels - FRUITY

Table C.1. Parameter values associated with the labels appearing in figures such as Fig. 4 for the FRUITY models.

Name mass (M⊙) metallicity (z) 13C-pocket type IRV (km/s)

F-m1.5z001a 1.5 0.001 Extended 0
F-m1.5z001b 1.5 0.001 Standard 60
F-m1.5z002b 1.5 0.002 Extended 0
F-m1.5z003a 1.5 0.003 Standard 60
F-m1.5z003c 1.5 0.003 Extended 0
F-m1.5z006a 1.5 0.006 Extended 0
F-m1.5z01a 1.5 0.01 Extended 0
F-m1.5z01c 1.5 0.01 Extended 60
F-m2.0z001a 2.0 0.001 Extended 0
F-m2.0z003b 2.0 0.003 Extended 0
F-m2.0z006a 2.0 0.006 Extended 0
F-m2.0z006b 2.0 0.006 Standard 0
F-m2.0z014b 2.0 0.014 Standard 0
F-m2.0z014c 2.0 0.014 Standard 10
F-m2.5z006a 2.5 0.006 Standard 0
F-m2.5z008a 2.5 0.008 Standard 0
F-m2.5z01a 2.5 0.01 Standard 0
F-m2.5z014a 2.5 0.014 Standard 0
F-m3.0z002a 3.0 0.002 Standard 0
F-m3.0z01a 3.0 0.01 Standard 0
F-m3.0z014a 3.0 0.014 Standard 0
F-m4.0z003a 4.0 0.003 Standard 0
F-m4.0z006a 4.0 0.006 Standard 0

The pocket type is listed as either standard or extended (Cristallo et al. 2015), and the initial rotational velocity (IRV) is given in km s−1.
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Appendix D: Table with parameter values associated with the labels - Monash

Table D.1. Same as Table C.1 for the Monash models.

Name mass (M⊙) metallicity (z) PMZ (M⊙) Nov

M-m1.5z0028b 1.5 0.0028 6e-3 0
M-m1.75z007b 1.75 0.007 2e-3 1
M-m1.9z007a 1.9 0.007 2e-3 0
M-m2.0z0028a 2.0 0.0028 2e-3 0
M-m2.0z0028b 2.0 0.0028 6e-3 0
M-m2.1z007a 2.1 0.007 2e-3 0
M-m2.25z0028a 2.25 0.0028 2e-3 0
M-m2.25z007a 2.25 0.007 2e-3 0
M-m2.5z0028a 2.5 0.0028 2e-3 0
M-m2.5z0028b 2.5 0.0028 4e-3 0
M-m2.75z007a 2.75 0.007 2e-3 0
M-m2.75z014a 2.75 0.014 2e-3 0
M-m3.0z0028a 3.0 0.0028 1e-3 0
M-m3.0z007a 3.0 0.007 1e-3 0
M-m3.0z007b 3.0 0.007 2e-3 0
M-m3.0z01a 3.0 0.01 2e-3 0
M-m3.0z014b 3.0 0.014 1e-3 0
M-m3.0z014c 3.0 0.014 2e-3 0
M-m3.25z0028a 3.25 0.0028 1e-3 0
M-m3.25z007a 3.25 0.007 1e-3 0
M-m3.25z014a 3.25 0.014 1e-3 0
M-m3.5z0028a 3.5 0.0028 1e-3 0
M-m3.5z007a 3.5 0.007 1e-3 0
M-m3.75z007a 3.75 0.007 1e-3 0

The partial mixing zone (PMZ) is listed in M⊙. Nov indicates the number of pressure scale heights by which the convective envelope is extended
during the TDU (Karakas & Lugaro 2016).
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